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Anwendung der Physik schwarzer Locher auf Vortexdynamik in
Suprafliissigkeiten

Diese Dissertation befasst sich mit der Untersuchung von Nichtgleichgewichtsdyna-
mik und Turbulenz in zwei- und dreidimensionalen Suprafliissigkeiten. Wir verwen-
den eine intrinsisch nicht-perturbative, holographische Beschreibung durch Feldtheo-
rien in hoher-dimensionalen Anti-de-Sitter-Raumzeiten mit einem schwarzen Loch.
Es werden numerische Echtzeitsimulationen beider Systeme durchgefiihrt. In einem
ersten Teil berechnen wir die Kinematik von Vortexdipolen in zwei Raumdimensio-
nen, wozu wir eine hochprézise Methode zur Positionsbestimmung einfithren. Indem
wir Losungen der dissipativen Gross—Pitaevskii-Gleichung sowie von Gleichungen
fiir Punkt-Vortizes an die Trajektorien anpassen, quantifizieren wir die starke Dissi-
pation der Suprafliissigkeit. Wir finden, dass Holographie auf Vortexdynamik in su-
prafliisssigen Heliumfilmen und flachen, kalten Quantengasen anwendbar sein kann.
In einem zweiten Teil untersuchen wir erstmals Vortexlinien und -ringe in der dreidi-
mensionalen holographischen Suprafliissigkeit. Wir betrachten deren Dynamik und
Wechselwirkungen, darunter Leapfrogging und Streuung von Ringen, sowie ihre An-
regungen durch Kelvinwellen. Fiir Anfangsbedingungen fern des Gleichgewichts zeigt
das Skalierungsverhalten von Korrelationsfunktionen Signaturen universellen turbu-
lenten Verhaltens in verschiedenen Intervallen der Zeitentwicklung. Die genannten
Phénomene werden hier erstmals in einer stark dissipativen dreidimensionalen Su-
prafliissigkeit im Rahmen einer fundamentalen Theorie untersucht.

Application of Black-Hole Physics to Vortex Dynamics in Superfluids

This thesis is concerned with the investigation of non-equilibrium dynamics and
turbulence in two- and three-dimensional superfluids using an intrinsically non-
perturbative holographic description in terms of field theories in higher-dimensional
black-hole-anti-de Sitter spacetimes. We perform numerical real-time simulations of
these systems on large numerical domains. In a first part, we study the kinematics of
vortex dipoles in two dimensions. To this end, we introduce a high-precision track-
ing routine to locate their cores. By matching to the vortex trajectories solutions of
the dissipative Gross—Pitaevskii equation and of equations for the motion of point
vortices, we quantify the strong dissipation of the superfluid, which in holography
is related to the absorption of modes by the black hole. We conjecture holography
to be applicable to vortex dynamics in films of superfluid helium and in oblate cold
quantum gases. In a second part, we study for the first time vortex lines and rings
in the three-dimensional holographic superfluid. We investigate their dynamics, and
interactions, including the famous leapfrogging motion and scattering events of rings,
as well as Kelvin-wave excitations of their cores. Further, we study the evolution
of the superfluid starting from far-from-equilibrium initial conditions characterised
by dense vortex tangles. We analyse the dynamics in terms of scaling behaviour in
correlation functions and observe signatures of universal turbulent behaviour during
different regimes of the evolution. This work constitutes the first ab initio study of
the mentioned phenomena in a strongly dissipative three-dimensional superfluid.
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1 Introduction

Our current understanding of nature is encapsulated in two grand theories, the Stan-
dard Model of particle physics (SM) and Einstein’s General Relativity (GR). Both
of these theories are incredibly well tested and have in particular been confirmed
and consolidated by a number of recent experimental breakthroughs, including the
discovery of the Higgs boson and the detection of gravitational waves. The SM gov-
erns the physics of microscopic scales and describes three of the four fundamental
forces of nature, the strong, weak and electromagnetic force. It is formulated in
the language of quantum field theory (QFT). GR, on the other hand, is the the-
ory of the fourth fundamental force of nature, gravity, and governs the physics of
macroscopic scales. It is formulated in terms of a classical field theory. Thus far,
GR has withstood a formulation in terms of a renormalisable quantum field theory
and hence a unified framework with the SM does not exist. In fact, the search for
a unified theory of the four fundamental forces of nature still poses one of the most
challenging problems of modern-day physics.

An unforeseen and very intriguing link between gauge theories, akin to the SM, and
theories of gravity was discovered in 1997 by Maldacena [1] and further developed
by others [2, 3], and is nowadays known as the concept of gauge/gravity duality.
The duality was originally derived from a string-theory setup upon noticing that
the physics of certain fundamental higher-dimensional objects gives rise to gauge
theories in one and theories of gravity in another limit. Generically, gauge/gravity
duality equates non-gravitational quantum field theories with string theories that
naturally incorporate gravity. It becomes most relevant for practical applications in
a special limit in which the string-theory side reduces to classical Einstein gravity
while the field-theory side is rendered strongly coupled. A particularly intriguing
feature of gauge/gravity duality is that the spacetime dimensionality of the non-
gravitational gauge theories is lower than that of the corresponding dual gravity
theories. For practical purposes, the difference in spacetime dimensions is typically
one and gauge/gravity duality thus a direct realisation of the holographic principle
which posits that a region of spacetime in a (quantum) gravitational theory can be
described by a non-gravitational quantum field theory defined on the by one lower-
dimensional boundary of that region [4, 5]. The duality is therefore also referred
to as holography or holographic duality. In light of the holographic principle, the
gravitational spacetime is often referred to as ‘bulk’ and the quantum field theory
as ‘boundary theory’.

The original and best understood instance of gauge/gravity duality is the Anti-de
Sitter/Conformal Field Theory duality, in short AdS/CFT duality or correspondence,
between a conformal gauge theory and a theory of gravity in an AdS spacetime which
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has a negative cosmological constant and is negatively curved. Gauge/gravity du-
ality generalises the AdS/CFT correspondence to a duality between non-conformal
(mostly gauge) QFTs and higher dimensional gravity theories in asymptotically AdS
spacetimes. For all types of such dualities, holography asserts that the complete dy-
namics of the field theory is mapped to the complete dynamics of the gravity theory
and vice versa. In this sense, the theories are said to be dynamically equivalent. The
degrees of freedom of the two theories related by the duality, on the other hand,
are in general very different. A further remarkable feature of gauge/gravity duality
is that thermal physics in the boundary field theory is gravitationally encoded in
terms of black-hole physics in the bulk spacetime.

In a special limit, gauge/gravity duality maps a strongly coupled QFT in flat
spacetime to weakly coupled Einstein gravity in an asymptotically AdS spacetime.
This form of the duality is most useful for many practical purposes, including in
particular our applications of holography in this thesis. It is important to appreciate
that for the type of applications of holography we have in mind it is utterly irrelevant
whether or not string theory ultimately turns out to be the fundamental unified
theory of nature. While string theory is indeed used in the derivation of certain
instances of gauge/gravity duality, in the above mentioned limit it only acts as a
mathematical tool.

Strongly coupled QFTs appear in all fields of physics and their description requires
inherently non-perturbative methods since standard perturbation theory breaks
down at large coupling. A prominent example where the emergence of strong
coupling poses a great challenge is quantum chromodynamics (QCD), the theory
of the strong interaction of quarks and gluons in particle physics. At intermedi-
ate and small momentum transfers, relevant for instance in the description of the
quark—gluon plasma (QGP, see e. g. [6] as well as the reviews [7-9]), the QCD cou-
pling constant grows large and renders conventional perturbation theory inapplica-
ble. While other conventional methods, such as lattice gauge theory [10] (see e. g.
[11, 12] for reviews) or the functional renormalisation group [13] (see e. g. [14, 15]
for reviews), are powerful alternatives, their applicability is also often plagued by a
number of severe obstacles. Lattice gauge theories, for instance, face the so-called
sign-problem at finite net density. Gauge/gravity duality by contrast has proven
to be a very successful tool for investigating strongly coupled QFTs since it maps
the inherently non-perturbative regime to classical gravity calculations which are
in principle straightforward to perform by means of numerical methods or in some
cases even analytically.

By now, holographic methods have been applied to various physical systems. Ex-
amples include applications to QCD and in particular the quark—gluon plasma (see
e. g. [16] for a review), ultracold quantum gases (see e. g. [17] for a review) and con-
densed matter systems' (see e.g. [18, 19] for an overview). Hence, gauge/gravity
duality links fields of physics, viz. gravity to the above mentioned, that had no prior

Tt is interesting to note that the experimentally realisable real-world systems akin to the holo-
graphic models, span a temperature range of more than twenty orders of magnitude.



relationship. Moreover, the classical gravity description provides new perspectives
on strongly coupled field theories and allows to access quantities that are notoriously
difficult to study with conventional methods. This opens many new and exciting
possibilities, making gauge/gravity duality arguably one of the most remarkable and
influential discoveries of the previous decades with an incredibly wide range of ap-
plications. For completeness, we point out that gauge/gravity duality can also be
used in the opposite limit with regard to the physical parameter regimes of the dual
theories. In particular, upon studying weakly coupled field theories by employing
standard QFT methods, one can learn about the nature of (quantum) gravity.

A specific instance of gauge/gravity duality can either be derived from a string-
theory setup, like in the case of the original AdS/CFT correspondence, or by con-
structing a phenomenological model akin to the real-world physical system that one
intends to describe (‘bottom-up’ ansatz). In the vast majority of these models, how-
ever, the simplicity of the gravitational description does not come without a price.
Namely, the field-theory side does typically not agree exactly with the real-world
system of interest. Nonetheless, there are several reasons why the application of
holographic methods is a very valuable tool, and we will discuss two of them in the
following. First, holography can be employed to learn about generic strongly coupled
QFTs. In particular, one may hope that certain infrared observables are insensitive
to the details of the field-theory Lagrangian in the ultraviolet and therefore, to some
degree, universally valid. The most prominent example for such an observable is
the ratio of shear viscosity 7 to entropy density s which has been found to equal
n/s = 1/(4m) in units of i/kp for all isotropic field theories in the infinite-coupling
limit which are dual to theories of classical Einstein gravity [20-23]. Based on these
findings and the fact that finite-coupling corrections only yield positive corrections
to the ratio [24], Kovtun, Son and Starinets conjectured that 1/(4w) is in fact a
lower bound [25],

>

» |3

ﬁ , (1.1)
for all relativistic quantum many-body systems. Equation (1.1) is the famous
KSS bound.

From measurements of so-called flow coefficients in experiments on ultrarelativistic
heavy-ion collisions [26, 27], one has inferred that the value of n/s for the quark—
gluon plasma is very close to (but above) the KSS bound [28-30]. The smallness
of the measured value provides strong evidence that the QGP, for the currently
available energies in heavy-ion collisions, is indeed strongly coupled. In fact, the
measurements indicate that the QGP is the most ideal fluid ever observed in nature.
In particular, it is even more perfect than cold and ultracold quantum gases which
have also been found to respect the bound, see e. g. the review [17] and references
therein. To this day, all known real-world fluids respect the KSS bound.

A second reason why holography is a valuable tool is that it provides an ab initio
description of strongly coupled theories akin to real-world systems in regimes that
cannot be accessed with conventional methods. Moreover, even if a number of alter-
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native approaches exist, they typically capture only certain aspects of the strongly-
coupled system, making holography the only available method that provides a fun-
damental description of the quantum theory, and is in principle straightforward to
solve. Here, fundamental description has to be understood in the sense that the
dual gravitational description is fundamental.

A prominent example demonstrating the benefit of using holography in this spirit
is the description of non-equilibrium dynamics in quantum many-body systems,
and in particular superfluids. Superfluidity is a macroscopic quantum phenomenon
associated with the formation of a Bose-Einstein condensate. In recent years the
study of far-from-equilibrium dynamics in superfluid helium and ultracold Bose gases
has drawn considerable attention, both experimentally and theoretically [31-41].
In particular the interest in quantum turbulence, associated with the dynamics of
ensembles of vortex defects, has strongly increased [42, 43], most notably due to
experimental advances and the observation of Kolmogorov scaling in the kinetic-
energy spectrum of superfluid helium [44, 45]. Due to strong correlations prevailing
in such systems during the non-equilibrium dynamics, non-perturbative methods are
required for a theoretical description. In particular, even if the interaction strength
between the constituent particles is weak, the strongly non-linear excitations, e. g.
topological vortex defects and solitary waves, render a description intricate.

Gauge/gravity duality provides a framework in which not only strong couplings
but also strong correlations and non-linear dynamics are naturally accounted for in
an inherently non-perturbative description. Particular attention has been attracted
by holographic models of strongly dissipative bosonic superfluids. Such models have
been employed in numerous works to address non-equilibrium dynamics with a spe-
cial emphasis on quantum-turbulent behaviour. While the superfluids described by
holographic models are qualitatively known to be strongly dissipative, it has proven
notoriously difficult to quantitatively determine their phenomenological parameters.

In this work, we employ a widely studied bottom-up holographic model of su-
perfluidity [46-48] in two and three spatial dimensions to study the dynamics of
vortex defects and quantum turbulence in strongly dissipative bosonic superfluids.
In particular, for the first time we quantitatively characterise the two-dimensional
holographic system with regard to its dissipative nature and are led to conjecture
its applicability in the description of vortex dynamics in real-world superfluids. We
infer that it governs regimes that cannot be captured by conventional methods, thus
corroborating the benefits of employing the holographic duality to learn about vortex
dynamics and quantum turbulence in certain real-world systems. Furthermore, for
the first time ever we construct and analyse vortex solutions of the three-dimensional
holographic superfluid and investigate the far-from equilibrium dynamics of the sys-
tem. We study the dynamics and interactions of vortex defects and from our findings
infer the superfluid to be strongly dissipative, just like the two-dimensional system.
Our studies constitute the first investigation of the behaviour of vortex defects as
well as aspects of quantum turbulence in a strongly dissipative three-dimensional
superfluid by means of a fundamental method, albeit we solve the model using an
approximation that does not self-consistently couple the superfluid component of



the system to the thermal heat bath.

We present a more detailed motivation for studying superfluidity, and in particular
non-equilibrium dynamics and quantum turbulence, as well as for employing the
holographic framework to this end in chapter 3. Moreover, we present thorough
discussions of the specific physical systems we are interested in and a motivation for
our work in an introductory chapter at the beginning of each part. In these chapters
we also give a more detailed outline of the respective parts. In the following, we
therefore present only a brief overview of the organisation of this thesis.

Organisation of this thesis

To set the stage for our investigations in this work, we begin in chapter 2 with an
introduction to the original AdS/CFT correspondence and a discussion of crucial
aspects of the holographic dictionary relating the dual theories. We also review im-
portant features of the duality at finite temperature and chemical potential which
are relevant for this thesis. In chapter 3 we lay out our motivation for studying
vortex dynamics and in particular quantum turbulence in superfluids. Furthermore,
we present a more thorough motivation for employing holography to this end by
contrasting it with other conventional methods. Thereafter, we introduce the holo-
graphic model of superfluidity in d + 1 dimensions and an approximation scheme
thereof that we employ throughout this thesis. We review the corresponding equa-
tions of motion and the associated boundary conditions and discuss the physical
characteristics of the model with a particular focus on the nature of the phase tran-
sition. Thereafter, the thesis is split into two main parts. Part I concerns the
two-dimensional and Part II the three-dimensional holographic superfluid.

In Part I we study the dynamics of vortex dipoles in a two-dimensional holographic
superfluid by means of numerical real-time simulations. In particular, we match
to the observed dynamics solutions of the dissipative Gross—Pitaevskii equation to
quantify the dissipation of the superfluid and compare it to real-world systems such
as liquid helium or cold Bose gases.

We begin in chapter 4 by laying out the physical motivation for our studies. In
chapter 5, we review the static and spatially homogeneous as well as fully dynamical
equations of motion of the gravitational model and discuss in detail the characteris-
tics of the static solution. Moreover, we discuss our numerical implementation of the
equations of motion that we employ for the real-time simulations. In chapter 6 we
discuss the initial configuration of the vortex dipole that we study and qualitatively
analyse the dynamical evolution of the vortices as they approach and annihilate each
other. Furthermore, we lay the ground for all following investigations by introduc-
ing a high-precision tracking routine for the vortices that allows us to extract their
trajectories from our real-time simulations in a quasi-continuous manner. In chapter
7 we first set the stage for our matching procedure by introducing the (dissipative)
Gross—Pitaevskii ((D)GP) model and the Hall-Vinen-Iordanskii (HVI) equations for
the mechanical motion of point vortices in dissipative superfluids. Thereafter, we
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match solutions of the DGP and HVI equations to the dipole dynamics in the holo-
graphic superfluid to quantify the dissipation of the system. Eventually, we extract
friction coefficients which we compare to experimentally measured values for helium
and cold Bose gases. This allows us to assess the applicability of the holographic
framework to the description of vortex dynamics in such systems. In chapter 8 we
investigate the kinematic aspects of the dipole evolution and study the dependence
of the vortex dynamics on the initial dipole configuration and on the chemical po-
tential of the superfluid. Moreover, we also analyse the rarefaction pulse that is
created by the annihilating vortices and compare its characteristics to solutions of
the GP model. Finally, we summarise our findings and present an outlook for future
works in chapter 9.

In Part II, we construct and analyse vortex solutions of the three-dimensional holo-
graphic superfluid and study the time evolution of the system starting from various
far-from-equilibrium initial conditions. Furthermore, we investigate the characteris-
tic behaviour of interacting and excited or perturbed vortex rings.

We begin in chapter 10 by discussing the physical motivation for our studies. In
particular, we highlight the historical interest in vortex rings and their interactions,
as well as turbulent behaviour of fluids and superfluids. In chapter 11 we review the
equations of motion of the gravitational model, for the static and homogeneous as
well as fully dynamical system. We solve the static equations and discuss the char-
acteristics of the corresponding solution. In chapter 12, we construct vortex-ring
and vortex-line solutions of the superfluid and study their properties. Furthermore,
we investigate the dynamics of a single vortex ring, analyse the details of its kine-
matics, and compare our findings to solutions of the HVI equations for vortex rings.
We also study how the dynamics depends on the initial size and alignment of the
ring as well as on the chemical potential of the superfluid. In chapter 13, we study
the non-equilibrium real-time evolution of the superfluid starting from different far-
from-equilibrium initial conditions given by sets of dense vortex configurations. We
analyse the dynamics of the system in terms of scaling behaviour in correlation func-
tions and characteristics of the vortex tangles. We find that at intermediate and late
times of the evolution, the system exhibits universal scaling behaviour in the radial
occupation number spectrum which we interpret as a signature of turbulent trans-
port of energy. In chapter 14 we investigate the behaviour of interacting vortex rings
for various types of initial conditions. We study in particular the leapfrogging mo-
tion of two coaxial vortex rings as well as head-on colliding and off-centre scattering
rings. Remarkably, we find the rings to exhibit behaviour that was predicted more
than 150 years ago by Hermann von Helmholtz for vortex rings in classical liquids. In
addition, we investigate Kelvin-wave excitations of vortex rings in the holographic
superfluid which were first studied by Lord Kelvin for classical vortex rings. We
summarise our findings and present an outlook for future studies in chapter 15.

Finally, in chapter 16 we present a discussion of our main results and give an
outlook on potential future research on the topics of this thesis. In appendix A we



present details concerning our numerical implementation of the static and homoge-
neous as well as fully dynamical equations of motion of the gravitational models for
the two- and the three-dimensional superfluid. In addition, we comment on numer-
ical evaluation methods that we employ in this thesis, in particular concerning the
fitting of power laws in the radial occupation number spectrum, the finite-difference
methods that we use to compute the velocities and accelerations of vortices, and the
three-dimensional vortex-tracking routine. In appendix B we discuss details con-
cerning the HVI equations for the dynamics of point vortices and derive the relation
between the HVI parameters and the parameters of the dissipative Gross—Pitaevskii
equation. We also derive the solutions of the HVI equations for a single vortex—
anti-vortex pair. Finally, in appendix C we discuss the time evolution of the radial
occupation number spectrum for the dynamics of the second set of initial far-from-
equilibrium conditions of chapter 13 and the dynamics of a single vortex ring with
special emphasis on the scaling behaviour.






2 Introduction to Holographic Duality

In this chapter we review the basic concepts and some important features of gauge/-
gravity duality, or more generally holographic duality, relevant for this thesis. We
first focus on the original AdS;/CFTy correspondence that was introduced by Mal-
dacena as a conjectured duality between the four-dimensional AV = 4 maximally
supersymmetric SU(N;) Yang—Mills (SYM) theory and type IIB supersymmetric
string theory in five-dimensional anti-de Sitter (AdS) spacetime times an additional
compact manifold. Further, we discuss generalisations of the AdS;/CFT, duality
to the larger class of gauge/gravity or holographic dualities. For many applications
the compact manifold can be neglected, in which case gauge/gravity duality relates
a four-dimensional quantum field theory to a theory of gravity in an anti-de Sitter
spacetime of one higher dimension. We point out that despite many non-trivial
consistency checks in favour of the AdS/CFT correspondence (see e. g. [49, 50]), a
formal mathematical proof of the duality has not been constructed to this day, thus
leaving it a conjecture for now.

Maldacena’s pathbreaking conjecture was the culmination of a new line of research
on black-hole physics and quantum theories of gravity that included a number of
early hints towards holography and thus the existence of a duality between gauge
and gravity theories. The origin of holography is typically attributed to the work
of Bekenstein and Hawking. In a semi-classical calculation, Hawking found that
black holes radiate energy at a temperature determined by the surface gravity of the
black hole (‘Hawking radiation’) [51]. His findings complemented the earlier work
of Bekenstein [52], making explicit the famous expression for the entropy of a black
hole,

SBH = PTeN (2.1)

where A denotes the area of the black-hole event horizon, Gy is Newton’s constant,
h the reduced Planck constant and c is the speed of light. The Bekenstein—-Hawking
entropy (2.1) thus states that the entropy of a black hole and therefore its number
of degrees of freedom scales with the size of its by one lower-dimensional horizon.
The remarkable nature of this discovery was a first early hint towards a description
of the black-hole interior in terms of the degrees of freedom encoded on its horizon,
i. €., its ‘boundary’.

Although intriguing, the findings of Bekenstein and Hawking also raised sev-
eral questions and in particular stood in conflict with well-established quantum-
mechanical as well as thermodynamical principles. In non-gravitational systems
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an entropy that scales with the area of a system is incompatible with its exten-
sive nature, according to which the entropy should scale with the volume instead.
Moreover, an immediate consequence of Hawking radiation is that black holes evap-
orate. However, the evaporation of black holes appeared to be incompatible with
the unitary evolution of quantum systems. Indeed, if a massive object collapses to
a black hole and eventually evaporates, a pure quantum state evolves into mixed
states that can only be described by a density matrix, thus contradicting unitarity.
It was Hawking himself who formulated these apparent discrepancies in terms of the
information paradox [53] (see e. g. [54] for a review).

A possible resolution of the information paradox involves the holographic principle
put forward in the seminal works of 't Hooft [4] and Susskind [5]. The holographic
principle asserts that the physics of a (D+1)-dimensional theory of quantum gravity,
typically referred to as the ‘bulk theory’, is fully encoded on its D-dimensional
boundary and can thus be described by some non-gravitational quantum field theory,
typically referred to as the ‘boundary theory’. The holographic principle implies in
particular that the entropy of some volume of quantum-gravity states must scale with
the boundary area of that volume [5]. The holographic principle owes its name to an
analogy with our everyday-life where a hologram is a two-dimensional picture that
encodes the full phase information of a three-dimensional scene [55]. In this spirit,
one may think of the boundary quantum field theory as a projection of the entire
dynamics of the higher-dimensional ‘bulk’ quantum-gravity theory. The AdS/CFT
correspondence was the first direct realisation of the holographic principle. To this
day, no violation of the principle is known (see e. g. [56]). For a detailed discussion
of the holographic principle, see for instance [57].

Early hints towards a relation between non-gravitational quantum field theories
and theories of quantum gravity were also put forward from the field-theory perspec-
tive. In another work, 't Hooft showed that in the limit of large number of colours
in non-Abelian gauge theories, Feynman diagrams are organised by their topology
[58]. Such topological order has a strong resemblance to the perturbative expansion
of closed-string worldsheets in a quantum string theory.

Throughout this thesis, we set h = ¢ = kg = 1, thus working in units specified
by this choice. In addition, we mostly set the curvature radius of anti-de Sitter
spacetime to unity, Lags = 1. For all calculation in this thesis, we adapt the
mostly-plus metric-signature convention (—,+,...,+), and denote by D + 1 the
spatio-temporal dimensions of the AdS spacetime. Moreover, we denote by d+1 the
number of spacetime dimensions of non-gravitational quantum field theories, where,
if not stated otherwise, d = D — 1. We denote indices of the D + 1 bulk coordinates
(t,x, z) by capital Latin letters M, N.

The outline of this chapter is as follows. We begin in section 2.1 with a brief
review of some important features of string theory (section 2.1.1) as well as anti-
de Sitter spacetime and N = 4 supersymmetric Yang-Mills theory (section 2.1.2).
Thereafter, in section 2.2, we review the main aspects of the derivation of the orig-
inal AdS5/CFT4 correspondence (subsection 2.2.1). Subsequently, in subsection
2.2.2, we discuss a number of concepts of the so-called holographic dictionary, an

10
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instructional manual for practical uses of gauge/gravity duality. In particular, these
concepts hold more generally than just for the original AdS/CFT correspondence
and are thus essential for our studies of holographic superfluids in this thesis. In sub-
section 2.2.3 we review the two fundamental approaches that are used to construct
or derive holographic models, focusing mainly on the ‘bottom-up’ approach that we
employ in this work. Since a superfluid is a physical system with finite temperature
and chemical potential, we also review how these features are implemented in the
holographic framework (section 2.3). In particular, we review the corresponding
spacetime geometries dual to boundary theories at non-zero temperature, as well as
at non-zero temperature and non-zero chemical potential.

2.1 Foundations for Gauge/Gravity Duality

Maldacena derived the original AdS/CFT correspondence in the framework of a ten-
dimensional supersymmetric string theory. While the details of the derivation are
rather involved, some basic knowledge of string theory is sufficient to comprehend
the main ideas. In the following subsection 2.1.1 we therefore review a number
of features of string theory that we deem relevant for the following sections. In
addition, in subsection 2.1.2, we review some aspects of anti-de Sitter spacetime
and N = 4 supersymmetric Yang—Mills theory that are necessary to understand the
essential concepts of holography and gauge/gravity duality.

2.1.1 Aspects of String Theory

In this section we review some basic concepts of string theory. Since a more thorough
discussion goes beyond the scope of this thesis, we refer the interested reader to [59-
62] for a number of excellent books on the subject. We closely follow [16, 63] in this
subsection.

In string theory, the fundamental objects of nature are strings which are not
point-like like but one-dimensional. These one-dimensional objects come in two
topologies. They can either be open, with two free endpoints, or closed. As strings
propagate through spacetime they trace out a two-dimensional worldsheet, which
has no boundaries for closed strings. For a given embedding of the string worldsheet
XM(5%) into a (D + 1)-dimensional ambient spacetime with metric gy/n and M =
0,...,D, as well as local worldsheet coordinates o, a € {0, 1}, the induced metric
on the worldsheet is given by

OXMoxN
Jab = GMN 5= 55 - (2.2)

In terms of this metric, one can now define the action for strings in analogy to the

action for point-particles in terms of the area of their worldsheet. The simplest ac-
tion, invariant under reparameterisations of the worldsheet governing the dynamics

11
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of strings is given by the Nambu—Goto action,

/dQU\/—det Jab - (2.3)

1

2ma!

SnG = —

Here, 1/(2wa’) is the string tension and o’ (‘alpha prime’) is a free parameter. In
fact, o/ is the only free parameter of string theory and thus sets the length and mass
scale of the theory,

ls=Va', M= (2.4)

with string length lg and string mass M. A remarkable insight into string theory
came from Polchinski who showed that strings are not the only fundamental objects
of string theory. Instead, they are accompanied by higher-dimensional membranes,
so-called Dirichlet branes (D-branes) [64]. Dp-branes are dynamical objects with p
spatial and one temporal dimension on which open strings can end. Transverse to the
branes, the open strings satisfy Dirichlet boundary conditions, thus the name. For
supersymmetric string (superstring) theories, a consistent quantisation is possible
only in ten spacetime dimensions, while bosonic string theories require 26 dimen-
sions. We are interested in superstring theories only. The quantisation of string
theory gives rise to a finite number of massless modes and an infinite tower of mas-
sive excitations with masses of the order of Mg. While open-string quantisation gives
rise to Yang—Mills theories, closed-string quantisation gives rise to gravity. In partic-
ular, one of the massless closed-string modes is the graviton. Since closed strings can
break up and open strings can close onto themselves, string theory unifies gauge the-
ories and gravity. String interactions have a very intuitive geometric interpretation
in terms of breaking or joining string worldsheets. Interestingly, unlike in quantum
field theories, the string coupling constant gs controlling string perturbation theory
is not a free parameter, but instead dynamically controlled by one of the massless
closed-string excitations, the dilaton. We will be interested in the low-energy limit
of string theory, i.e., E < Mj, which according to (2.4) is equivalent to o/ — 0.
In this case, the massive string modes become infinitely heavy and thus decouple.
Moreover, the strings essentially appear as point-like objects (since Iy = o 172 0)
and string theory thus reduces to Einstein’s general relativity with a number of ad-
ditional massless fields. In total, there exist five types of string theory which can
all be related by a number of so-called T- and S-dualities. For us, only type I1B
superstring theory is of relevance. In the low-energy limit, this theory reduces to
type IIB supergravity (SUGRA).

2.1.2 AdS Spacetime and N = 4 Supersymmetric Yang—Mills Theory

In this subsection we briefly review some essential features of the two theories that
the AdS/CFT duality relates. We first discuss anti-de Sitter spacetime and subse-
quently give a brief account of N/ = 4 supersymmetric Yang—Mills theory.

12



2.1 Foundations for Gauge/Gravity Duality

Anti-de Sitter Spacetime. In light of our application of gauge/gravity duality to
superfluids in two (Part I) as well as three (Part II) spatial dimensions, we keep
the following discussion as generic as possible and review anti-de Sitter spacetime
in D + 1 dimensions. Anti-de Sitter spacetime is the maximally symmetric solution
of the Einstein—Hilbert action

1
S = —————— /dD“a:\/—g (R —2A) (2.5)
167G

where g is the determinant of the spacetime metric gasny, R is the associated Ricci
scalar, Gl(\IDH) Newton’s constant in D + 1 dimensions, and A the cosmological
constant which is negative,

D(D -1)

A=-—
2L%4s

(2.6)
with Lagqs the curvature radius of the anti-de Sitter spacetime. This implies, in
particular, A = —3/L3 ;g for the four-dimensional anti-de Sitter spacetime (AdSy)
and A = —6/L3 4 for the five-dimensional anti-de Sitter spacetime (AdSs).

The equations of motion associated with the action (2.5) are given by Einstein’s
equations with finite cosmological constant,

1
RunN — iRgMN +Agun =0, (2.7)

formulated in terms of the Ricci tensor Rysny. They are solved by the (D + 1)-
dimensional anti-de Sitter spacetime with metric

o _ Lias 2 2 2
where we have employed Poincaré coordinates and have defined © = (z1,...,2p_1).

The metric (2.8) shows that for every fixed-z slice the AdS spacetime is confor-
mally equivalent to a flat Minkowski spacetime. Indeed, under an appropriate scale
transformation,

(t,x) —» C(t,x), z—Cz, (2.9)

for C > 0, the (¢,z)-part of the metric can be transformed into the standard
Minkowski metric,
ds? = —dt? + dz?. (2.10)

At z = 0 the AdSp1 spacetime has a conformal boundary (see e. g. [65]) of topology
RLP=1 In the framework of AdS/CFT duality or more generally gauge/gravity
duality, the conformal boundary plays a central role as one can think of it as ‘host’
of the dual (conformal) field theory.

It turns out that the AdS metric (2.8) is not only invariant under scale transfor-
mations (2.9) but also under Poincaré and in particular special conformal transfor-
mations. The isometry group of the metric (2.8) is therefore given by SO(2, D). For
details, see e. g. [16, 66].

13
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Finally, in anticipation of the AdS/CFT derivation below, let us perform a coor-
dinate transformation of the AdS metric (2.8) defined by

L2
z = A (2.11)
r

With the new ‘radial’ coordinate r, the metric reads

ds?

= (e + da?) + Las g,2. (2.12)
Lias r?

N = 4 Supersymmetric Yang—Mills Theory. N = 4 SYM theory in four space-
time dimensions is a maximally supersymmetric and conformal non-Abelian quan-
tum field theory with gauge group SU(N,), where N, denotes the number of colours.
The field content of the theory is given by one Abelian gauge field, four Weyl fermions
as well as six real scalar fields. Due to the supersymmetry, all fields transform in
the adjoint representation and are massless. Associated with the supersymmetry
is an SU(4) R-symmetry. Furthermore, the conformal invariance gives rise to an
additional SO(4,2) symmetry. The conformal invariance also implies that the beta
function of N' =4 SYM is identically zero. Thus, the coupling strength of the fields
is constant and does not run. In anticipation of the fact that we will mostly be
interested in the large-N. limit of the gauge theory, 7. e., the limit of large number
of colours, we mention that in this case the coupling strength of the field theory is
effectively controlled by the so-called 't Hooft coupling [58],

A= g2uNe. (2.13)

For further details of N' = 4 SYM theory, see for instance [67], and for a general
introduction to supersymmetric field theories, see [68].

2.2 AdS/CFT Duality

We now review the string-theory construction of the original AdS;/CFT} correspon-
dence. Excellent reviews and books on the subject and on gauge/gravity duality
and holography in general include [16, 18, 19, 49, 50, 69]. We closely follow [49, 50]
throughout this section.

2.2.1 Maldacena’s Conjecture

The AdS/CFT correspondence arises in the framework of supersymmetric string
theory upon studying a stack of N, coincident D3-branes. Here, we denote the
number of branes N, with an additional subscript ‘c’ in anticipation of the fact that
it will later turn out to coincide with the number of colours of the N = 4 SYM
theory.

We study the configuration of D3-branes in type IIB superstring theory in flat
ten-dimensional Minkowski spacetime, R"®. Depending on the string coupling,
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Open-String Closed-String
Perspective Perspective

(‘near horizon’)

N =4 SYM IIB string theory
on R13 7\) on AdSs x S°
~— (¢
8 W Duality

Free IIB SUGRA

|

Free IIB SUGRA
N, D3-branes

Figure 2.1: Sketch of the string-theory setup that gives rise to the AdS;/CFTy cor-
respondence. In the low-energy limit, both descriptions of N. coinci-
dent D3-branes factorise into two decoupled theories, with free type I1B
SUGRA being one of them in both descriptions. The AdS/CFT dual-
ity is the conjecture that the remaining two theories are dynamically
equivalent.

the brane configuration must be described from two different perspectives. The
AdS/CFT correspondence arises naturally upon studying both perspectives in the
low-energy limit and conjecturing that the outcomes are equivalent [1]. Without
loss of generality, we take the spacetime coordinates of the branes to coincide with
the (t,x) = (t, 21, %2, xr3)-directions. In figure 2.1 we present a sketch of the two
perspectives after the low-energy limit has been taken.

Open-String Perspective. In the first, so-called ‘open-string’, perspective, the D3-
branes are studied as higher-dimensional objects on which open strings can end, as
we have mentioned in the previous section. This perspective is appropriate in the
limit

gsNe < 1. (2.14)

The theory contains open strings that end on the branes as well as closed strings
propagating in the ten-dimensional spacetime. The action for the string modes splits
into three parts, one describing only the open strings, one only the closed strings,
and one their interactions,

S = Sopen + Sclosed + Sint . (215)
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Here, Siy¢ governs the interactions between open and closed strings. In the following
we discuss the respective actions of the open and closed strings in more detail,
beginning with Sopen. The excitation spectrum of the strings consists of a finite
number of massless modes as well as an infinite tower of massive excitations. In the
low-energy limit, only the massless excitations survive as the entire tower of massive
modes (with masses m ~ Mg ~ o/~/2) decouples from the dynamics. The two
endpoints of each open string can end on any of the N, D3-branes, giving rise to a
non-Abelian gauge field with gauge group U(N.). The gauge-field components are
excitations parallel to the branes. Likewise, there are also excitations transverse to
the branes which are given by a collection of six massless scalar fields. One finds that
the low-energy effective action of the gauge field, the scalar fields as well as their
fermionic superpartners is given by the action of N' = 4 supersymmetric Yang—Mills
theory with gauge group U(N,) in flat (3 + 1)-dimensional Minkowski spacetime
[70]. The U(N.) gauge group can be decomposed as U(N.) = SU(N.) x U(1), where
the U(1) subgroup describes the centre-of-mass motion of the branes [71]. Due to
the translational symmetry of the underlying system, the U(1) subgroup effectively
decouples from the inter-brane dynamics. Hence, the open string sector is effectively
governed by N = 4 SYM theory with gauge group SU(N,) in RY3. In terms of the
string coupling gs, the coupling constant of N' =4 SYM is given by (see e. g. [50])

gym = 4mgs . (2.16)

The closed string sector, described by Sciosed, again consists of a finite number of
massless as well as an infinite tower of massive excitations. In the low-energy limit,
the massive modes again decouple and can thus be neglected for the same reason as
discussed above for the open string spectrum. The massless modes, one of which is
the graviton, on the other hand, give rise to type IIB supergravity. The interactions
between the (massless) closed strings are governed by Newton’s constant (see e. g.
[50]),

GUY = grbg20/4 | (2.17)

here expressed in terms of the string parameter o’. Since the low energy limit agrees
with o/ — 0, the interaction between the closed-string modes can be neglected.
Hence, the closed string spectrum gives rise to free type IIB supergravity in flat
(9 + 1)-dimensional Minkowski spacetime. Since the interactions between open and
closed strings are also controlled by Newton’s constant, Siy, can be neglected as well,
and the open and closed string sectors thus decouple.

Closed-String Perspective. In the second, ‘closed string’, perspective, the D3-
branes are viewed as massive objects that distort their surrounding spacetime. This
perspective is therefore also often referred to as supergravity perspective or descrip-
tion. It is appropriate in the limit,

gsNe > 1, (2.18)
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implying a large tension of the D3-branes and thus a significant backreaction of
the branes onto spacetime. Naturally, the description also includes closed strings
surrounding the branes. However, due to the large string coupling, they do not break
up on the branes to form open strings. The metric corresponding to the distorted
spacetime is given by [72]

1
ds? = NG (= +da?) + \JH(r) (dr? +r2d02) | (2.19)
H(r) =14 =28 (2.20)

where 2 = 23 + - 4+ 23 is the (squared) radial distance transverse to the branes,
(t,x) = (t,z1,x2,x3) are the coordinates of the (3 + 1)-dimensional brane worldvol-
ume and df25; denotes the angular line-element of a five-sphere. In addition, Laqgs is
the curvature radius of the spacetime. In anticipation of the fact the Laqg will turn
out to be the curvature radius of the AdS spacetime, we have provided it with an
additional ‘AdS’ subscript. In terms of the string-theory parameters g5 and o/, it is
given by

Ligs = 4mgsNeo/? . (2.21)

Using equation (2.17), it can also be expressed in terms of Newton’s constant as

Ly = 2r4G{VN2. (2.22)

Far away from the branes, . e., in the limit 7 > Lagqs, the function (2.20) can be
approximated by H(r) =~ 1, thus reducing the spacetime metric (2.19) to the flat
Minkowski metric in 9 4+ 1 dimensions. Close to the branes, 7. e., for » — 0, on the
other hand, one finds H(r) ~ Li,s/r*. In this, so-called ‘near-horizon’, limit, the
metric reduces to

2 L2
ds? = l ’ (— dt? + de) + ;\Tds dr?| + L34 A2 = dsiqg, +ds%s,  (2.23)

2
LAdS

where we have identified dsZAdS5 as the AdS metric (2.12) and ds%; is the metric of a
five-sphere. The geometry close to the branes thus factorises into a five-dimensional
anti-de Sitter spacetime and a five-sphere. We point out that r parametrises the
radial (normal) distance away from the stack of D-branes. In the context of holo-
graphy or gauge/gravity duality the additional ‘holographic’ coordinate of the bulk
spacetime is therefore often referred to as ‘radial’ coordinate. The curvature radii
of the AdS spacetime and of the five-sphere agree and are given by Lags. The two
asymptotic spacetime geometries for r > Lagg and r < Lags are connected by a
‘throat’. For a visualisation, see the sketch on the right-hand side of figure 2.1.
The low-energy limit of the closed-string spectrum is taken from the perspective
of an observer in the asymptotically flat Minkowski spacetime. From the spacetime
metric (2.19) it follows that the proper energy E of a string excitation at a constant
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distance r away from the branes is related to the energy of the excitation as measured
from an observer at r — oo by

Eo =H(r)"VE. (2.24)

Hence, for an observer at infinity (relative to the branes), the energy of an object
appears smaller the deeper it is situated in the spacetime throat, i. e., the closer
it is to the branes. Consequently, in the low energy limit, two types of excitations
survive. Firstly, massless excitations in the asymptotically flat spacetime. In this
region, the massive modes naturally decouple in the low-energy limit. Moreover,
interactions between the massless string modes cease as they are again controlled
by Newton’s constant which vanishes in the limit o/ — 0, ¢f. equation (2.17). The
string spectrum therefore gives rise to free type IIB supergravity in R, Secondly,
excitations of arbitrary proper energy deep in the throat for r — 0. These excitations
give rise to type IIB superstring theory in an AdSs x S° spacetime. Since we consider
the low-energy limit only, the two asymptotic theories decouple [73, 74] (see e. g.
49)).

As a final comment, let us point out that from the relation in equation (2.21) it
follows that the low-energy limit o/ — 0 is consistent only for gs N, > 1, in agreement
with our prior assumption for the reliability of the supergravity description of the
D3-branes.

The AdS/CFT Conjecture. To summarise, the low-energy descriptions of a stack
of N, coincident D3-branes from an open- and a closed-string perspective, respec-
tively, are given by

(i) N' = 4 supersymmetric Yang-Mills theory with gauge group SU(N) in R!3
plus free type IIB supergravity in R%?.

(ii) Type IIB string theory in AdSs x S° plus free type IIB supergravity in R

Hence, from both perspectives, the description factorises into two decoupled theories.
Moreover, in both perspectives, one of the theories is free type IIB supergravity
in RM. Maldecana conjectured that if the two descriptions are equivalent, the
respective remaining theories must be dual to another [1]. In other words,

N = 4 supersymmetric Yang-Mills theory with gauge group SU(N,) in R13
s
Type IIB string theory in AdSs x S°,

where the arrow denotes the duality. This statement is the famous AdS/CFT-cor-
respondence conjecture.

We have argued in section 2.1.2 that the boundary of anti-de Sitter spacetime at
z = 0 is conformally equivalent to flat Minkowski spacetime. Thus, for AdSs, the
conformal boundary is given by R, agreeing with the topological domain of the
dual N' = 4 SYM theory. In light of the holographic principle, the N' = 4 SYM
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is therefore often referred to as the boundary theory and thought of as ‘living’ on
the conformal boundary of the anti-de Sitter spacetime. The latter is referred to
as ‘bulk’ or ‘bulk spacetime’ in turn. We stress, however, that while this is a very
convenient way of thinking about the duality, it is important to appreciate that
the two theories are indeed two independent and thus dual descriptions of the same
physical system.

Before we proceed, a comment is in order. In the ‘derivation’ of the duality
above, we have argued that the two string-theory perspectives are reliable only in
different regimes with regard to the effective string coupling gsN.. The AdS/CFT-
duality conjecture does not account for this subtlety in a strict mathematical sense.
Consequently, the motivation outlined above must not to be confused with a formal
mathematical proof. For further details and a discussion of this aspect, see e. g. [50].

A basic consistency check of the AdS/CFT duality is provided by a comparison of
the respective symmetry groups. If the two theories are indeed dynamically equiv-
alent, their symmetry groups must coincide. We have discussed above that N' = 4
SYM theory is invariant under transformations of the conformal group SO(4,2)
as well as its SU(4) R-symmetry group. On the string-theory side, on the other
hand, the AdS;5 spacetime and the S° sphere, have isometry groups SO(4,2) and
SO(6) ~ SU(4), respectively. Hence, we find that the symmetry groups on both
sides of the duality agree!. Since the early works on the AdS/CFT duality, a variety
of non-trivial consistency tests has been performed by computing certain observables
on both sides of the duality and comparing the outcomes. To this day, every single
test has been in favour of the duality and no violation is known.

The duality maps the free parameters of the field-theory side to the parameters
of the gravitational theory, cf. equations (2.16) and (2.21),

G = 279 (2.25)
A—Lids A = g3y, (2.26)
- a/2 ’ - gYM C:- :

Here, gy is the coupling constant and N, the number of colours of N' = 4 SYM
theory. In addition, A is the 't Hooft coupling which effectively controls the pertur-
bation theory of gauge theories in the large-N; limit [58]. On the gravity side, g5 is
the coupling strength of the strings and o is related to the string tension and thus
the fundamental string length scale Iy = V.

Despite being very intriguing, the above form of the duality is strongly limited in
its applicability. In fact, both sides of the duality are generically very hard to solve.
For most practical applications, it would therefore be worthwhile to have one side
that is generically hard to solve and one side that is in principle straightforward to
solve. The AdS/CFT correspondence is an example of such a duality, if the above
statement is mildly weakened. In its strongest form, the AdS/CFT duality is valid

'In fact, we have only discussed agreement of the bosonic subgroups of the true symmetry groups.
However, the supergroups of both theories can also be shown to coincide, see e. g. [50]. They
are given by PSU(2,2|4).
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for all N, and X on the field-theory side and g5 and o/ on the string-theory side (see
e. g. [49] for a discussion).

A weaker, however still referred to as strong, form of the duality is obtained upon
taking the limit N. — oo while keeping A fixed. According to equations (2.25) and
(2.26), this corresponds to

A
2w N,

gs = =0, (2.27)
while L4AdS /a? stays finite. In other words, the coupling strength of the string
theory is weak, suppressing all quantum fluctuations and thus leaving only classical
tree-level diagrams in gs. Hence, this strong form of the duality relates N'= 4 SYM
theory in the limit of large number of colours and thus effective field-theory coupling
A to classical type IIB string theory on AdSs x S°. We point out that the large-N,
limit is in fact inherently taken also in the description of the closed string perspective.
Indeed, taking the low-energy limit o/ — 0 and thus Gl(\%o) — 0, implies N, — oo
according to equation (2.22). For a more thorough discussion of this aspect, see e. g.
[49].

An even weaker form of the duality is obtained by taking not only the number of
colours, but subsequently also the 't Hooft coupling to large values, A > 1. On the
string-theory side, this corresponds to taking the limit

4 2
Ljas _ Lias
13 a'?

—\— 0. (2.28)

Thus, the string length scale is much smaller than the curvature radius of the AdS
spacetime which essentially reduces the strings to point-particles. Moreover, the
limit [y — 0 implies that all massive string excitations (with mass m ~ 1/I5) become
infinitely heavy and therefore decouple, leaving only the massless fields, including in
particular the graviton. Consequently, the classical type IIB string theory reduces to
classical type IIB SUGRA, 1. e., classical Einstein gravity plus some additional mat-
ter fields. Hence, this weak form of the duality relates strongly coupled N' = 4 SYM
theory for large number of colours to weakly coupled Einstein gravity on AdSs x S°.
The AdS/CFT correspondence is therefore a duality of type weak/strong. Namely,
if one side is weakly coupled, the other one is strongly coupled and vice versa. The
weak /strong nature of the duality makes it a very powerful tool in the description
of gauge theories in the inherently non-perturbative regime at strong coupling since
the dual description is given in terms of a weakly coupled theory of gravity in a
curved background spacetime. In principle, the gravity side is straightforward to
solve. We summarise the three forms of the duality in table 2.1. Importantly, the
general notion of these different types of the duality hold not only for the original
AdS/CFT correspondence but also more generally for gauge/gravity dualities.

For many practical purposes, including in particular the applications of the duality
in this thesis, the five-sphere encodes no dynamics and can therefore be neglected,
effectively reducing the gravity side to type IIB SUGRA on AdSs.
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2.2 AdS/CFT Duality

Table 2.1: Three different forms of the AdS;/CFT, duality corresponding to dif-
ferent regimes of the respective parameters on both sides. The general
notion of these forms holds more generally for gauge/gravity dualities and
not only for the original AdS/CFT correspondence.

Form of QFT side Gravity side

Duality N =4 SU(N.) SYM theory Type IIB theory on AdSs x S°

Strongest any N, and A Quantum string theory
Strong N, — oo for A = const Classical string theory
Weak N, — oo and A = o Classical SUGRA

2.2.2 GKPW Formula and the Holographic Dictionary

In the previous subsection, we have reviewed the original idea that led Maldacena
to conjecture a duality between a gauge and a gravity theory, the AdS/CFT cor-
respondence. While Maldacena focused mainly on AdS5;/CFTy, he also paved the
way for more general classes of holographic dualities [1] (see e. g. [49]). In particu-
lar, such dualities are not restricted to four-dimensional field and five-dimensional
gravity theories. Instead, upon studying different types of brane configurations in
superstring theories, one finds dualities of type AdSpy1/CFT 441, where the CFT
has d = (D —1) spatial dimensions and the anti-de Sitter spacetime D (see e. g. [49]).
Moreover, such dualities can be further modified in a ‘bottom-up’ approach by con-
structing phenomenological models that capture essential aspects of the physical
system one is interested in. In the following subsection 2.2.3 we comment further on
the different approaches that are typically used in the construction of holographic
dualities with special emphasis on the bottom-up approach that we pursue in this
thesis.

In order to apply gauge/gravity duality for practical uses, it is necessary to relate
not only the parameters of both sides of the duality as we have done above, but
also provide a precise mapping of the field- and gravity-theory properties. Such
a mapping is provided by the seminal work of Gubser, Klebanov, Polyakov and
Witten (GKPW) who developed a rule or ‘dictionary’ that translates aspects of the
gauge theories to dual aspects of the gravitational bulk theories [2, 3]. In particular,
these rules apply not only to the AdS/CFT duality but also to the more general
notion of gauge/gravity duality. The ‘holographic dictionary’ thus allows to perform
calculations on one side of the duality and relate them to calculations on the other
side. Since the seminal works of Maldacena and GKPW, the holographic dictionary
has been continuously extended to allow for applications of gauge/gravity duality
to various physical systems, such as for instance superconductors or superfluids as
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2 Introduction to Holographic Duality

we are interested in in this work.
In the following we discuss a number of important entries of the dictionary relevant
for our work. We closely follow [16, 50] throughout this subsection.

UV/IR Relation. A central entry of the holographic dictionary is the ultravio-
let/infrared (UV/IR) duality [1, 75, 76]. The UV/IR duality relates energy scales
of the field theory to positions along the holographic coordinate z in the AdS space-
time. We recall that the coordinate z is related to the radial coordinate r, used
above, by z = L2AdS /7. Physical processes on the field-theory side at an energy scale
FE are related to bulk processes localised at

2~ 1/E, (2.29)

implying that UV (IR) physics in the field theory is dual to bulk physics at small
(large) values of z and thus close to (far away from) the boundary.

An important characteristic of gauge/gravity duality is therefore that it provides
a natural mapping between the renormalisation group flow of the field theory and
an evolution in the bulk along the holographic z-direction. Holographic duality is
therefore often referred to as a ‘geometrisation of the functional renormalisation
group flow’ [16, 18]. For details on holographic functional renormalisation, see e. g.
[77, 78] and references therein.

Global/Local Symmetry Duality. Holographic dualities relate global and local
symmetries. A global symmetry of the field theory translates into a local sym-
metry in the gravitational bulk [1]. For instance, a global spacetime symmetry of
the field theory is dual to (local) spacetime isometry in the bulk, in agreement with
our discussion of the symmetry groups of both sides of the duality in the previous
subsection. Likewise, global internal symmetries with associated conserved currents
dualise to local symmetries of (gauge—)matter fields in the gravity theory.

Field-Operator Map. Another concrete realisation of the holographic dictionary
that is essential for all practical purposes is the field-operator map [2, 3, 79]. It
relates fields on the gravity side to operators on the field-theory side by means of
the asymptotic behaviour of the fields at the AdS boundary. A prominent example
is the map between fluctuations of the AdS metric, i.e., the graviton, and the
field-theory energy-momentum tensor (see e.g. [56] for details). Furthermore, a
scalar field dualises to a scalar operator and a vector field to a current operator.
In accordance with the global/local symmetry duality, such a current operator is
conserved if the vector field is gauged under the associated dual local symmetry
group. We point out that both scalar and gauge fields are relevant for our studies
of holographic superfluids in this thesis. Further details regarding the field-operator
map for various types of fields can be found in every review on holographic duality,
see for instance [50].
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2.2 AdS/CFT Duality

To gain an intuition, let use review the essential features of the field-operator map
for the example of a scalar field ® of mass m which dualises to a scalar operator of
scaling dimension A. In order to relate the mass to the scalar field in the bulk to
the scaling dimension of the field-theory operator, one has to solve its equation of
motion, a Klein-Gordon equation in the (D + 1)-dimensional spacetime, and study
the near-boundary expansion of the corresponding solution. One finds

m*L34s = A+ (Ax — D), (2.30)

where A4 are the scaling exponents of the leading and sub-leading coefficient of the
near-boundary expansion of the scalar field,

d(t,x,z) = (n(t,z) + O(2)) 22 + (W(t, ) + O(2)) 22+, (2.31)

with boundary fields n(t, ) and 9 (t,x) and A_ = D — A. Typically, the scaling
dimension of the dual scalar operator is given by the larger root of equation (2.30),

D D\?
AEA+:§ \/(2) +m2L3 . (2.32)

In this case, the leading-order coefficient 7n(t,«) in the near-boundary expansion
(2.31)) identifies as the source conjugate to the scalar operator and the sub-leading
coefficient in the expansion (¢, x) as its vacuum expectation value in the presence
of the source [80, 81]. The relation between operators on the field-theory side and
fields on the gravity side makes explicit the interpretation of the AdS boundary (at
z = 0) as the domain associated with the dual field theory.

While on the gravity side the backreaction of the scalar field induces deformation
of the AdS spacetime, on the field-theory side the scalar operator induces deviations
from N = 4 SYM theory. If the operator is relevant, i. e., A < D, we learn from the
near-boundary expansion (2.31) that the scalar field vanishes for z — 0, implying
that the associated spacetime metric of the bulk is asymptotically AdS. In accordance
with the UV/IR relation, this implies that the dual operator in the boundary theory
induces deformations of the field theory only in the infrared and leaves the CFT
unchanged in the UV, as would be expected for a relevant field-theory operator. We
note that this holds true for all types of bulk fields and associated operators and is
not restricted to scalars. On the other hand, a field dual to an irrelevant operator
with A > D induces deformations of the AdS spacetime also for z — 0. In this work,
we focus only on fields dual to relevant operators. For the bulk scalar field, A < D
implies a negative mass-squared m? < 0. Importantly, in (asymptotically) anti-de
Sitter spacetimes the mass-squared of a scalar field may be negative without inducing
an instability, provided it is larger than the so-called Breitenlohner—Freedman bound
[82-84],

D2
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2 Introduction to Holographic Duality

Finally, let us point out that there exists an interval for the mass-squared of the
scalar field,

2 2

% <m?Ligs < —% +1 (2.34)
for which one has the choice to associate A_ with the scaling dimension of the
scalar operator instead of Ay [79]. This is called the ‘alternative quantisation’, as
opposed to the ‘standard quantisation’ we have discussed so far. To be specific, for
a mass within the interval (2.34), either coefficient in the near-boundary expansion
of the scalar field, cf. equation (2.31) can be interpreted as the source conjugate to
the scalar operator and the respective other one as its vacuum expectation value.
For details, see, e.g., [50]. In this thesis, we will be in a position to choose either
quantisation, for both the two- and the three-dimensional holographic superfluid,
and chose standard quantisation in both cases.

Generating Functionals. The final entry of the holographic dictionary we want to

mention is the duality of generating functionals which is at the heart of gauge/gravity

duality and typically referred to as the GKPW formula. It relates the generating

functional of the field-theory side to the partition function of the gravity side and

may thus be interpreted as the ‘mathematical definition’ of gauge/gravity duality.
For the strongest form of the duality (see above), the GKPW formula reads,

<eXp </ a7 O¢(0)> >CFT = S

where ® is a generic bulk field, which needs not necessarily be scalar, and O is the
associated dual operator of scaling dimensions A. In addition, ¢ is the leading-
order coefficient in the near-boundary expansion of ® and thus the source conjugate
to O, cf. equation (2.31). We note that in equation (2.35) we follow the standard
procedure and formulate the statement in the ‘standard quantisation’.

In the weak form of the duality (2.35), the string partition function Zg, is replaced
by its saddle-point approximation, given by

(2.35)

lim ®(t,x,2)z8~P=¢ ) (t,x)
z—0

Zstr ~ e_SSUGRA 5 (236)

with Ssugra the on-shell (extremal) supergravity action. Thus, it follows that

<exp </ dPz O¢(0)>> = ¢ SSuGRA
QFT

which is the mathematical formulation of the weak form of gauge/gravity duality.
In other words, the generating functional for field-theory correlation functions is
given by the supergravity on-shell bulk action with appropriate boundary conditions
imposed. In particular, it implies that the computation of correlation functions on
the field-theory side essentially reduces to solving a boundary-value problem in the

(2.37)

lim ®(t,@,2)z2~P=¢ ) (t,x) ’
z—0
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2.2 AdS/CFT Duality

bulk. Note that we have changed the subscript on the left-hand side from CFT
in (2.35) to QFT in (2.37) in order to account for deformed models in which the
conformal symmetry is broken.

Another crucial concept of gauge/gravity duality is the relation between finite-
temperature field theories and black-hole gravitational geometries. In particular,
the introduction of a planar Schwarzschild black hole in the AdS spacetime is dual
to a non-zero temperature on the field-theory side [85]. Moreover, upon charging the
black hole, i. e., replacing the Schwarzschild by a Reissner—Nordstréom black hole,
one introduces a non-zero density or chemical potential in the dual field theory. We
only mention this here in passing as we will cover it more thoroughly in the next
section when we review the corresponding gravitational solutions.

2.2.3 Generalisations of the Duality

In the previous subsection we have argued that the original AdS/CFT correspon-
dence can be generalised to dualities in different spacetime dimensions of type
AdSp41/CFTp, where on the gravity side there is in general an additional com-
pact manifold. Moreover, we have argued that the gauge/gravity duality can be
further generalised in so-called ‘bottom-up’ models, phenomenological models for
the physical systems that one intends to describe. In this subsection, we review the
concept of bottom-up constructions of holographic models in more detail. This is
also the approach we employ in this thesis. Furthermore, we contrast it with an-
other common method used to construct gauge/gravity-duality models, the so-called
‘top-down’ approach.

Bottom-Up Approach. In the bottom-up approach of constructing holographic
models, one starts from the generic form of the AdSp1/CFTp duality, which can
be derived from a string-theoretical ansatz, and by adding a set of additional fields on
the gravity side induces deformations of the AdS spacetime such that the dual field
theory incorporates essential features of the physical system that one is interested
in. On the gravity side, one typically restricts such models to the AdS spacetime and
neglects the five-sphere. In fact, if one starts in the ten-dimensional spacetime, one
can simply expand the fields in an appropriate set of basis functions on the compact
manifold such that one is effectively left with a field in the AdS spacetime which
justifies this restriction. Hence, a typical ansatz for the Einstein—Hilbert action of a
bottom-up model is the following?,

1
T (D) / APz /=g (R = 28 + Linaster) (2.38)

S = (
167Gy

2 Another possibility is to add not only matter fields but also (or instead) corrections to Einstein
gravity and study, for instance, Gauss—Bonnet gravity. Interestingly, for field theories dual to
Gauss—Bonnet gravity, it has been shown that the ratio of shear viscosity to entropy density
violates the KSS bound [86].
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2 Introduction to Holographic Duality

with some appropriate matter Lagrangian Liatter. What types of matter fields are
required to capture certain features of the physical system one intends to describe
is dictated by the holographic dictionary and, in particular, symmetry principles.
Crucially, one is in most cases interested in dualities with an asymptotically anti-de
Sitter spacetime on the gravity side and thus adds only matter fields that dualise
to relevant operators, in accordance with our discussion in the previous subsection.
The downside of these models is that one typically loses knowledge of the dual
field-theory Lagrangian.

Top-Down Approach. In contrast to the bottom-up approach stands the top-down
approach. As the name suggests, in top-down holographic models, one starts with a
string theory and some type of brane configuration. From this setup, one ‘derives’
the dual quantum field theory in a similar fashion as we have outlined above for
the original AdS/CFT correspondence. Using the top-down approach, one always
knows the exact field-theory Lagrangian and thus has a high degree of control of
what physical system one is actually studying. On the downside, employing the
top-down approach is typically plagued by the necessary use of very sophisticated
string-theory models. Prominent examples of holographic top-down models include,
for instance, AdS/QCD models [87-89].

A crucial aspects of all holographic models is that, independent of the details of
their construction, they are a fundamental description for some type of, in the weak
form of the duality, strongly coupled quantum field theory. In this work, we follow
the bottom-up approach for an ab initio description of a strongly correlated and
dissipative superfluid.

2.3 Duality at Non-Zero Temperature and Chemical
Potential

In this section we discuss the generalisation of gauge/gravity duality to the descrip-
tion of field theories at non-zero temperature and chemical potential. The content of
this chapter will be a crucial foundation for our investigations of superfluids which
are naturally studied at finite temperature and chemical potential.

We have already mentioned in the previous section that finite temperature is
realised on the gravity side by introducing a black hole in the AdS spacetime. The
Hawking temperature of the black hole [51] corresponds to the temperature of the
dual field theory [85]. A very intuitive, though somewhat heuristic, way of thinking of
this is that the Hawking radiation emitted by the black hole ‘heats up’ the boundary
theory.

A field theory at non-zero chemical potential, on the other hand, dualises to grav-
ity in a Reissner—Nordstrom-anti-de Sitter (RN-AdS) spacetime with an additional
U(1) gauge field Ay in the bulk. The arguments leading to this gravity solution
are as follows. If the field theory has a global U(1) symmetry, a chemical poten-
tial can be introduced as the source conjugate to the conserved charge. According
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2.3 Duality at Non-Zero Temperature and Chemical Potential

to the holographic dictionary, a conserved U(1) current operator translates into a
vector field in the bulk, and since the current is conserved the vector field must
be gauged under a U(1) bulk symmetry. The chemical potential then agrees with
the leading-order coefficient in the near-boundary expansion of the solution of the
corresponding electrostatic potential A;. Moreover, for the gravity solution to be
consistent, the electrostatic potential has to be sourced, thus requiring the black hole
to be charged. Hence, the gravitational background must be given by a Reissner—
Nordstrém black hole in an asymptotically anti-de Sitter spacetime. We discuss the
boundary conditions for the gauge field in section 2.3.2 below.

In accordance with our discussion above, the gravitational model of the (D +
1)-dimensional black-hole spacetime is in this case given by the Einstein—Hilbert—
Maxwell action

SEnM = 71 /d /=g (R + ( D, - 1FMNFMN> ; (2.39)
(D+1)
16mGy

Ligs 4

with the same parameters as in the Einstein-Hilbert action (2.5), and Fysn the field
strength tensor associated with the Abelian gauge field. For vanishing field strength
tensor, Fypyn = 0, the action reduces to the Einstein—Hilbert action (2.5) and its zero-
temperature solution is the AdS geometry. The equations of motion corresponding
to the model (2.39) are given by a set of coupled Einstein and Maxwell equations,

1
RmN — §R9MN +Agun = Tun, (2.40)
1 1
Tun = 3 <FMAFNA 1 gMNFABFAB> ; (2.41)
VuFMN = 0, (2.42)

where we have introduced the energy-momentum tensor Ty and the Ricci tensor
Ry - For the metric solution of the above equations, we make the following ansatz
(assuming isotropy of the underlying system)

2
ds* = % (—h(z) dt? + dz? + h(lz) d22> , (2.43)
with horizon function h(z). The only boundary condition we impose is h(z = 0) =1
which ensures that in the UV the metric reduces to the AdS metric (2.8) such that
the spacetime is asymptotically anti-de Sitter.

In the following we review the solutions of these equations of motion, first for van-
ishing field strength tensor (section 2.3.1) and subsequently also in its full generality
(section 2.3.2). Throughout this section, we assume D € {3,4}.

2.3.1 AdS-Schwarzschild Spacetime

For finite temperature but vanishing chemical potential in the dual field theory, the
solution to the equations of motion is given by the AdS-Schwarzschild spacetime
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2 Introduction to Holographic Duality

with metric

ds? = LZ*;S <—h(z) dr + da? + h(lz) dz2> , (2.44)
> D
h(z) = <a) ; (2.45)

where h(z) is the horizon function, z; the location of the black-hole event horizon,
and = (x1,...,zp_1) are the spatial field-theory coordinates. In fact, the horizon
of the black hole has an infinite extent along the spatial field-theory directions & and
one therefore often refers to it as a black-brane horizon. Importantly, the horizon
caps off the AdS geoemtry and restricts the radial holographic interval to 0 < z < zy.
The Hawking temperature associated with the spacetime metric is given by
D

T = 2.46
pr. (2.46)

which is also the temperature of the dual boundary theory [85]. A convenient way of
deriving the Hawking temperature is by continuing the metric (2.44) to Euclidean
spacetime and demanding regularity at the horizon z = z;, [90]. The dependence of
the temperature on the black-hole horizon T ~ 1/z, nicely synchronises with the
UV/IR relation discussed in the previous section, cf. equation (2.29). In particular,
in the zero temperature limit, corresponding to z — oo, the metric reduces to the
non-thermal AdS metric (2.8).

We thus find that N' = 4 SYM at finite temperature is dual to gravity in a
Schwarzschild—anti-de Sitter spacetime. The finite temperature breaks all supersym-
metries on the field-theory side and introduces a scale. Nevertheless, the energy-
momentum tensor of N'= 4 SYM theory remains zero.

Finally, let us note that the finite-temperature duality and in particular the metric
solution (2.44) of the Schwarzschild-AdS spacetime can also be derived in a top-
down approach by replacing the D-branes in the previously outlined string-theory
construction by black D-branes of appropriate dimensionality and then proceeding
just as before [85].

2.3.2 AdS—Reissner—Nordstrom Spacetime

We now generalise the above results by allowing for a finite chemical potential in
the dual field theory. In other words, we solve the full set of Einstein—Hilbert—
Maxwell equations (2.40)—(2.42). We closely follow [91] in this subsection. Since we
are interested in an isotropic dual field theory, it follows that the spatial gauge-field
components have to vanish identically,

Ai(2) =0, (2.47)

with ¢ charactering the D — 1 spatial field-theory directions. Moreover, by gauge
freedom we set

A(2)=0. (2.48)
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2.3 Duality at Non-Zero Temperature and Chemical Potential

In accordance with the holographic dictionary, the boundary condition for the tem-
poral gauge-field component at the AdS boundary is fixed by the chemical potential

“,
Ay(z =0) = pLads - (2.49)

Here we have used that the chemical potential corresponds to the leading-order
coefficient in the near-boundary expansion of A; (see e. g. [92]). Since the equations
of motion are of second order, we also impose boundary conditions for the temporal
gauge-field component at the black-hole horizon,

A(z=2) =0, (2.50)

which follows from demanding® that ¢~ Ap; Ay remains finite at the black-hole
horizon which ensures the gauge field to be regular at z = zy.

With this set of boundary conditions, we can now solve the equations of motion
(2.40)—(2.42). The metric solution is given by the AdS—Reissner—Nordstrom metric,

L3 1
<32::gs(—h@yﬂ2+dw?+h@0d¥>, (2.51)

with horizon function

2.2 D 2.2 .2D—-2
nrz\ 2 Wz z

hz) = 1—(1+ c s (2.52)

( ,}/2 > Z}ll) ,}/2 Z}21D 2

D—1
2

— 9= 2.53
Y I (2.53)

The horizon function (2.52) has two zeros, and thus an inner and an outer horizon,
and it reduces to the AdS—Schwarzschild solution for p — 0. For us, only the outer
horizon, denoted by zp, that is the one closer to the AdS boundary, is relevant. The
solution for the temporal gauge-field component, which is sourced by the charged
black hole, is given by

ZD_2
Ay(2) = pLags <1 - Z’D_2> . (2.54)
h

From the metric (2.51) one finds the associated Hawking temperature to be given
by
(D —2)p*z

1
T= 2
v

Az,

: (2.55)

with -y as defined in equation (2.53). In addition, the charge density of the black hole,
which corresponds to the vacuum expectation value of the boundary U(1) current

3 Another way to see that A, has to vanish at the black-hole horizon is by demanding the temporal
(in Euclidean time) Wilson loop of the gauge field to be regular at the horizon. For details see
e.g. [91].
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operator, can be read off the near-boundary expansion of the electrostatic potential.
We only quote the result here for brevity,

p= % 1 (2.56)
“h
and refer to, e. g., [91] for details.

In summary, we find that A" = 4 SYM theory at finite temperature and chemical
potential is dual to gravity in a Reissner-Nordstréom-AdS (RN—-AdS) spacetime with
a U(1) gauge field in the bulk. Like for the finite-temperature duality studied in the
previous subsection, also the duality at finite chemical potential can be derived from
a top-down string-theory construction, given by a stack of D-branes carrying angular
momentum [93-96]. In fact, from that derivation one finds that u corresponds to
the chemical potential of a U(1) subgroup of the R-symmetry of N' =4 SYM.

In anticipation of the holographic model of superfluidity that we will study in the
following chapters, let us study the high- and low-temperature limits of the RN—
AdS spacetime. In the following derivation we follow [91], however, see also [18]
for details. We first invert equation (2.55) to obtain the horizon position zj, as a
function of the temperature and the chemical potential,

D(D—2) (p ) ?
1+———=(=]) —1]. 2.57
\/ " 422 (T (2:57)
For temperatures much higher than the chemical potential, the horizon position
reduces to

4ry? T
D —2pu?

(T, p) =

Zh u <L T, (258)

. D
N T
and the horizon function approximately agrees with the solution of the Schwarzschild—
AdS spacetime, cf. equation (2.45). Thus, in the high-temperature limit the RN-AdS
solution reduces to the Schwarzschild-AdS (S—AdS) solution, as we would also ex-
pect intuitively. However, note that for finite u the electrostatic potential (2.54) is
always non-zero.

In the more interesting low-temperature limit, the horizon position of the black
hole is given by

2 ~ le 2% , w>T, (2'59)

which agrees with the solution for the horizon position at identically vanishing tem-
perature, T' = 0. Hence, the RN—AdS black hole has a finite event horizon even at
zero temperature. Let us now study the zero-temperature spacetime geometry and in
particular its near-horizon limit in more detail. We first define the zero-temperature
horizon position by

D
D—2

2 =

; (2.60)

=1
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(@) T<u ®) T>u

AdSp+1 Alz=0=p  yy AdSpt1 _ Ay(z=0)=p

vIR

S—AdSs x RP-1

Figure 2.2: Sketch of the AdS—Reissner—Nordstrom spacetime in the two limits T" <
w (left) and T' > p (right), see the main text for further details. Note
that the black-hole event horizon for T' < 1 is not located at z = zy,, see
[91] for details.

and furthermore introduce the new coordinate

1 22

== . 2.61
ze —2D(D—1) (2:61)
In the near-horizon limit (zx — 2)/22 < 1, the metric (2.51) reduces to
L3 L3
2 _ Ads 2, =2 AdS 3.2
ds _ﬁ(—dt +du)+7dm , (2.62)

*

where we have switched coordinates from z to = and have defined the length

Lpqgs

O (2.63)

Lpas, =
We thus find the metric to factorise into an effectively two-dimensional anti-de Sitter
metric, described by the first two terms in (2.62), and a flat (D — 1)-dimensional
space, i. e., RP~! described by the remaining third term. Note that the prefactor
of the flat space metric in (2.62) is only a constant which does not change the
topology of space. In summary, the zero-temperature Reissner—Nordstrom—AdS
spacetime factorises into an AdS; x RP~1 spacetime with AdSs-curvature radius
Lags, [97, 98]. In the far UV, on the other hand, the metric again reduces to the
non-thermal AdSp1 metric (2.8).

Upon increasing the temperature mildly, but still upholding the limit p > T,
one finds that the near-horizon geometry changes from non-thermal AdSs x RP=2 to
Schwarzschild-AdSy x RP~1. We refrain from discussing the details of the associated
derivation here and instead refer the interested reader to, for instance, [91] for details.
In figure 2.2 we schematically visualise the RN—AdS geometry for both high and low
temperatures.
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2 Introduction to Holographic Duality

We have now covered all necessary foundations of gauge/gravity duality to proceed
to the main parts of this thesis. In particular, in the following chapter we will review
the derivation of a holographic model of superfluidity and find that the details of the
RN—-AdS spacetime geometry just discussed are very important to understand the
phenomenology of the system. Subsequently, we apply the holographic duality to
the investigation of vortex dynamics in superfluids, in two (Part I) as well as three
(Part II) spatial dimensions.
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3 Holographic Superfluids

We now start to apply gauge/gravity duality to investigate the dynamics of topo-
logical vortex defects in superfluids in two and three spatial dimensions. In this
chapter, we first discuss the nature of superfluidity and its relation to Bose—Einstein
condensation, and furthermore lay out our motivation for employing the holographic
framework to study the non-equilibrium dynamics in superfluids induced by the ap-
pearance of quantised vortices (section 3.1). Subsequently, we proceed to setting
out the holographic models for the description of superfluids in two as well as three
spatial dimensions (sections 3.2-3.3).

3.1 Motivation and Introduction

When liquid helium “He is cooled below its so-called lambda point at a tempera-
ture of Ty ~ 2.17K, it exhibits remarkable behaviour. The fluid flows frictionless
through narrow capillaries, climbs up the walls of its container and remains motion-
less if the container is rotated [99-101]. In his Nobel Prize winning article [102],
Kapitza accounts for such behaviour by introducing a new state of matter, ‘super-
fluidity’. Today, it is recognised that the underlying phenomenon of superfluidity
can be associated with the formation of a Bose-Einstein condensate (BEC) which
constitutes the true ‘new’ state of matter. In a gas of bosons, Bose—Einstein con-
densation is associated with the macroscopic accumulation of atoms in the ground
state!. Remarkably, while the formation of a BEC is a purely quantum mechanical
phenomenon, it manifests itself on the macroscopic level. Experimentally, superflu-
idity of Bose liquids has to this day only been observed for He. In the literature
one finds a large number of excellent reviews on superfluidity, specifically superfluid
helium, the historical development of a theory thereof and more recently gained
insights, also for thin films of superfluid helium, see e. g. [105-109].
Experimentally, superfluidity was discovered by Kapitza [102] and independently
by Allen and Misener [110] in the late 1930s. Their discoveries came almost 30
years after helium was first liquefied by Kamerlingh Onnes in 1908 [111] and a few
years after it was already realised by Keesom and collaborators that helium exhibits
unexpected behaviour at temperatures around 7' =~ 2.2 K (see [112] for a review). By
gradually cooling the liquid, they found that the specific heat has a sharp peak at
this temperature which they, rightly so, associated with a phase transition. Due to

! Also in Fermi-systems one can find the formation of a macroscopic condensate. In this case, the
fermions form either weakly-coupled bound states in momentum space (Cooper pairs) [103] or
strongly-bound molecular states in position space which can subsequently condense to form a
Bose-Einstein condensate (see e. g. [104] for a review).
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the characteristic shape of the peak that has strong resemblance to the Greek letter
A, they introduced the terminologies ‘lambda point’ and ‘lambda temperature’. In
addition, Keesom also coined the expression helium I for the fluid above T) and
helium IT for the fluid below T). Shortly after the discovery of superfluidity in liquid
helium, it was suggested by Fritz London that superfluidity is a manifestation of
a Bose—Einstein condensate and that the characteristic behaviour of the liquid is
due to a coherent motion of the condensate [113, 114]. At that time, the concept
of Bose—Einstein condensation had already been well established for many years
(see [115] for a review). Based on the insights of London, Tisza introduced what
is nowadays known as the two-fluid model of superfluidity. In his seminal work
[116], Tisza elaborated on his idea that below the phase transition temperature, a
large number of atoms occupies the ground state and forms a condensate, while all
the remaining atoms of the liquid remain in an excited state. Upon decreasing the
temperature, the fraction of condensed atoms increases as more excited-state atoms
enter the ground state. Hence, Tisza argued that the total liquid consists of the
superfluid component, . e., the atoms in the ground state, and the excited atoms
which constitute the ‘normal’ component. In his picture, the normal fluid is viscous
and therefore dissipative while the superfluid component is non-dissipative and flows
without friction.

A different, phenomenological, theory of superfluidity was put forward by Landau
[117]. Unlike London and Tisza, Landau made no mention of the formation of a
condensate and in fact not even of atoms. Instead, he presented a theory purely
based on hydrodynamical arguments. Interestingly, despite his fundamentally dif-
ferent approach towards the understanding of superfluidity as compared to London
and Tisza, Landau’s theory was also based on a two-fluid model which had strong
similarities with Tisza’s model and led to similar consequences with regard to the
characteristic behaviour of the system. Compared to Tisza who laid out his model
only on a qualitative basis, Landau was more rigorous in his account and introduced
a mathematical framework for the two-fluid model. Moreover, Landau understood
(what is nowadays well established) that the normal fluid should be interpreted as
collective energy and momentum excitations (quasiparticles) of a system of atoms,
1. e., the liquid, rather than a simple accumulation of individual atoms in an excited
state. According to Landau, the superfluid component is everything that does not
contribute to the normal fluid. Based on energy considerations, he further argued
that below a critical velocity, the superfluid component flows frictionless and no
collective excitations arise (‘Landau criterion’). Above the critical velocity, on the
other hand, its superfluid nature ceases. Consequently, above the phase-transition
temperature the critical velocity equals zero, v. = 0. A crucial success of Landau’s
description has been his prediction of the existence of additional types of sound
excitations [118] which arise quite naturally in his two-fluid model and have since
then also been observed in experiments [119].

Today, the two-fluid model is typically referred to as the Tisza—Landau model.
It is generally accepted that while Landau’s account correctly captures the hydro-
dynamics of superfluidity, its nature is associated with a Bose-FEinstein condensate.
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Interestingly, Landau did not appreciate the fundamental relation of superfluidity
to BECs until the late 1950s after the theory of superconductivity was introduced
[103]. An essential concept of the two-fluid model is that the total liquid must not be
considered a mixture of two fluids that can in principle be separated. Instead, both
fluid components coexist inseparably, having different velocities as well as different
mass densities. To be specific, the total mass density is the sum of the mass densities
of the superfluid component and the normal component and both of them depend
on the temperature of the system. In particular, close to absolute zero the superfluid
component makes up 100% of the total liquid. It is further interesting to point out
that for liquid helium, even close to absolute zero, the Bose—Einstein-condensate
fraction makes up only about 9-10% of the total liquid [120, 121] (see also [122] for
further details). Hence, the superfluid component and the Bose-Einstein condensate
of the Bose liquid are not the same. Instead, at very low temperatures, the BEC
essentially ‘locks’ the non-Bose—Einstein-condensed atoms to form the superfluid
component, albeit the exact mechanism still poses an open equation. For further
details, see e. g. [105, 123]. Throughout this thesis we frequently refer to the total
superfluid component as the superfluid condensate.

Following the original works of London, Tisza and Landau, the quest for a mi-
croscopic theory of superfluidity drew much attention. In particular, at that time it
was still unclear how one should account for interactions between the atoms as the
theory of BEC’s was set out only for ideal (non-interacting) gases of bosons. This
was remedied by Bogoliubov [124] who built his microscopic theory of superfluidity
in light of London’s idea, accounting for the existence of a Bose-Einstein condensate.
His work set the basis for much research, pursuing the development of a theory for
interacting bosons, eventually culminating in the work by Onsager and Penrose [125]
who proposed a criterion for the formation of a Bose—Einstein condensate also for
interacting constituent particles. Some years later, their proposal was generalised
to the, up to this day generally accepted, criterion demanding the existence of off-
diagonal long-range order which is applicable also for superfluidity [126]. However,
even today, the strongly coupled nature of helium atoms poses a great challenge
for theorists and prohibits the use of many standard quantum-field-theory methods
such as perturbation theory. Therefore, understanding the microscopic origin of
superfluidity of “He still remains an open problem.

After the theoretical basis was set, an in-depth understanding of Bose—Einstein
condensation and thus superfluidity was developed. However, many predictions re-
garding the thermodynamics and other crucial aspects of Bose—Einstein condensates
could not be verified experimentally due to limitations in the access to and control
of the underlying BEC of superfluid helium, which constituted the only discovered
realisation of a BEC at that time. A new era in the study of Bose—Einstein con-
densates has begun when in the mid 1990s experimental breakthroughs allowed for
the first realisation of Bose-Einstein condensates with rubidium and sodium atoms
[127-129]. In particular, in these experiments the highly controllable apparatus al-
low for the condensation of large numbers of atoms and the subsequent possibility
to probe the system. These advances have paved the way for intense investigations
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of superfluidity throughout the past two and a half decades. Remarkably, enhanced
experimental possibilities in the creation and controllability of Bose—Einstein con-
densates also allow for the investigation of phenomena in other fields of physics,
including, for instance, cosmology [130] or quantum optics [131]. It is further in-
teresting to point out that rather recently much attention has been devoted to the
proposal that the dark matter in our universe may be a superfluid [132].

A crucial characteristic of superfluids is the appearance of quantised vortices. The
dissipationless flow of a superfluid (component) allows for the occurrence of persis-
tent currents which are naturally induced by quantised vortices. A quantised vortex
is a topological defect in the superfluid or condensate order-parameter field of the
phase transition with an integer phase winding around its core. Their quantum na-
ture implies that unlike classical vortices, superfluid vortices are protected against
decay. Remarkably, the appearance of quantised vortices may be considered as the
‘smoking gun’ for the formation of a Bose—Einstein condensate and thus superflu-
idity. Indeed, it can be shown that the Landau criterion of superfluidity is not
tantamount to the coherent motion of the condensate (‘phase coherence’, criterion
by London and Tisza). There exist cases for which one criterion is satisfied while the
other one is not (see e. g. [133] for a discussion and references). Hence, there appears
to be some ambiguity in the definition of superfluidity. The appearance of quantised
vortices, on the other hand, is universally accepted to be an unambiguous signature
of the presence of a superfluid condensate. In particular, quantised vortices have
been found in superfluid helium [134, 135] as well as in ultracold atomic gases [136].

The presence of quantised vortices typically induces strongly non-linear and thus
far-out-of-equilibrium dynamics of the condensate. In recent years, the time evo-
lution of quantum many-body systems far out of equilibrium, including, but not
limited to, vortex dynamics in superfluids, has gained much attention, both ex-
perimentally and theoretically [31-40, 137]. Strong correlations prevailing in these
systems generically require non-perturbative methods to quantitatively describe the
dynamics. In particular, even if the interaction strength between the constituent
particles is weak, the interplay between linear and strongly non-linear excitations
such as topological defects and solitary waves poses a great challenge for theory.

For dilute Bose—Einstein condensates penetrated by vortex defects, the dynamics
of the macroscopic wave function can be described by the Gross—Pitaevskii equation
(GPE) [138, 139]. In particular, this holds true for two- as well as three-dimensional
systems. The Gross—Pitaevskii equation is a non-linear Schrédinger equation for
the condensate wave function and accounts for contact interactions between the
constituent bosons. However, its applicability ceases if the density of the gas is
increased or the interactions between the bosons become too large. While there
indeed exist also other theoretical approaches and methods for the description of
interacting or dense condensed Bose gases, they all capture only certain aspects of
the physics but typically not the entire system.

Hence, the non-equilibrium dynamics of superfluids and BECs defies a theoretical
treatment that is capable of describing the system despite strong correlations and
in many cases (such as for superfluid helium) large couplings, ideally in terms of a
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fundamental theory. Other examples of quantum many-body systems for which non-
equilibrium dynamics has been observed and for which the theoretical description
poses a major challenge, include the quark—gluon plasma (see e. g. [140]), the dynam-
ics of the early universe after inflation, (see e.g. [141, 142]), superfluid phenomena
in astrophysics (see e. g. [143]) and exciton-polariton superfluids, cf. [144-147].

Gauge/gravity duality provides a framework in which both of these challenges,
strong correlations as well as large couplings, are naturally accounted for. Indeed,
holographic models, at least in the weak form of the respective dualities, inherently
capture strong interactions or strong couplings of the quantum field theory. In
addition, the classical bulk description dual to the quantum theory is naturally
capable of capturing strong correlations and non-linear dynamics. In particular,
even during far-from-equilibrium real-time dynamics of the quantum field theory, the
equations of motion of the dual gravitational theory remain classical. Moreover, even
if in bottom-up holographic models the exact field-theory Lagrangian is unknown,
it is nevertheless an ab initio description of the quantum theory. The holographic
framework further allows for a quite natural and straightforward way of introducing
finite temperature and a non-zero chemical potential, ¢f. our discussion in section
2.3.

In recent years, holographic models have proven to be a powerful tool in describ-
ing the non-equilibrium time evolution of quantum field theories. In principle, the
equations of motion of the classical gravitational model dual to the quantum theory
can be straightforwardly solved employing numerical methods. Today, holographic
dualities have been applied for studying various physical systems in far-from equi-
librium situations, including strongly coupled and dissipative superfluids (see e. g.
[148-150]) as well as heavy-ion collisions and the quark-gluon plasma where typically
shock-wave collisions are studied to investigate the fast equilibration of the systems
induced by the intrinsically large couplings of the respective holographic models
(see e. g. [151-155]). For a review of holographic methods used in the description of
far-from-equilibrium dynamics see also [156], and for reviews of applications of holo-
graphic systems to strongly coupled and strongly correlated quantum-many body
systems in general see [17, 19].

Much attention has in particular been paid to applications of gauge/gravity du-
ality to superfluids and superconductors (see [157] for a review). The gravitational
model of a superconductor or a superfluid was first introduced in [46-48]. It is given
in terms of an Abelian Higgs model in an asymptotically anti-de Sitter spacetime
that has one additional spatial dimension as compared to the dual field theory. With
applications to superfluids as well as superconductors, this system has been studied
extensively, with particular focus on linear [47, 48, 158, 159] and non-linear exci-
tations such as vortices [148, 150, 160-164]. Remarkably, the gravitational model
as well as modifications and generalisations thereof can be applied to superfluids
and superconductors in one (see e.g. [165]), two [47, 48] as well as three spatial
dimensions (see e. g. [166, 167]).

In this thesis, we apply a holographic model of superfluidity of type [46—48] to
study the dynamics of vortices and aspects of quantum turbulence in strongly cor-
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related and dissipative superfluids in 2 4+ 1 as well as in 3 + 1 spacetime dimensions
by means of numerical real-time simulations. The holographic framework provides
an ab initio description of strongly dissipative superfluids. In particular, the dis-
sipation is a feature intrinsic to the system and not put in by hand as in many
conventional models used for the description of superfluidity. As such, the holo-
graphic model captures regimes of out-of-equilibrium superfluid dynamics, induced
by vortices or other topological defects, that cannot be accessed by conventional
descriptions such as the Gross—Pitaevskii model. Moreover, even though a number
of methods exist that are typically employed to study, e. g., vortex dynamics in dis-
sipative superfluids, they always capture only certain aspects of the dynamics and
only with limited accuracy. Since holography by contrast provides a fundamental
description, it captures all aspects of the characteristic behaviour of vortex defects
as well as the dynamics of the hosting superfluid. While it has been well established
that the holographic superfluid in the presence of vortices is strongly dissipative
(see e.g. [148]), the dissipation has thus far never been quantified. Our work con-
stitutes the first ever quantitative characterisation of the dissipative nature of the
holographic superfluid as well as a systematic analysis of the applicability of holo-
graphy to the description of real-world superfluids. Moreover, for the first time ever
we employ a fundamental description to study vortex defects and their dynamics as
well as quantum turbulence in a three-dimensional strongly dissipative superfluid.

The two-dimensional holographic superfluid has been subject of many investiga-
tions of vortex dynamics and quantum turbulence, see e.g. [148, 150, 168, 169].
In Part I we for the first time quantitatively characterise the dissipative nature of
the underlying superfluid hosting the vortex dynamics and classify the applicability
and relevance of the holographic model of superfluidity to the description of vor-
tex dynamics in experiments on ultracold Bose gases as well as superfluid helium
in two spatial dimensions. We study the dynamics of vortex dipoles to infer fric-
tion coefficients characterising the dissipation of the superfluid and compare them to
measured values in real-world systems. We conjecture holography to be applicable in
the description of vortex dynamics in superfluid helium as well as thermally excited
Bose-Einstein condensates. In chapter 4 we present a more thorough discussion of
our work and the physical motivation for our studies concerning the two-dimensional
holographic superfluid.

While the three-dimensional holographic superfluid has also been the subject of
many investigations, neither its non-equilibrium dynamics nor vortex solutions of the
system have been studied to this day. In this work, we for the first time construct
vortex solutions of the strongly dissipative superfluid and analyse their character-
istics. Moreover, we study the dynamics of vortex defects, with a special emphasis
on vortex rings, and investigate the far-from-equilibrium dynamics and turbulent
behaviour of the superfluid induced by dense tangles of vortex lines and rings. Our
work thus constitutes the first ever investigation of vortex dynamics and quantum
turbulence in a strongly dissipative three-dimensional superfluid employing a fun-
damental description of the system. On a qualitative level, we also characterise the
dissipative nature of the superfluid by analysing the dynamics of vortex rings and in
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analogy to the two-dimensional system discuss the applicability of the holographic
system to the description of real-world superfluids and Bose—Einstein condensates
in three spatial dimensions. We present a more thorough discussion of our work and
the physical motivation for our studies concerning the three-dimensional holographic
superfluid in chapter 10.

In the next section, we present a detailed account of the holographic model of
superfluidity in d + 1 dimensions that we apply throughout this thesis and discuss
the bulk equations of motion of the Abelian Higgs model. The subsequent chapters
are then grouped into two main parts, the first on the two-dimensional and the
second on the three-dimensional holographic superfluid. In both parts we start off
with an introductory chapter in which we specifically motivate our investigations of
the respective part.

3.2 Holographic Model of Superfluidity

In the previous section, we have laid out our motivation for studying holographic
superfluids in two and three spatial dimensions. We now proceed to discussing
their dual gravitational descriptions and covering all necessary prerequisites for the
following chapters. In our presentation we loosely follow [18, 91, 157], however,
generalising the discussions in [18, 157] to d spatial field-theory dimensions. We note
that unless explicitly stated, all results presented in the present and the following
section are valid for both, the two- and three-dimensional holographic superfluid.
Due to the historic development of the models, we often refer to works that focus
only on the two-dimensional system but keep in mind that the results are universally
valid (see e. g. [18, 91]).

In holography, the bottom-up construction of the gravitational bulk physics dual
to a quantum field theory at the boundary is strongly constrained by the symmetries
of the field theory. In the case at hand, superfluidity is commonly associated with
the breaking of a global U(1) symmetry. Remarkably, the existence of a conserved
boundary U(1) current operator suffices to construct the dual gravitational model.
From the holographic dictionary, it is well known that a conserved U(1) current has
a dual description in terms of an Abelian gauge field Aps (cf. section 2.2.2 for a
discussion). Therefore, in order to break the global boundary symmetry, one has
to break the local bulk symmetry. This requires the Higgs mechanism [170-174].
Hence, one has to introduce a complex scalar field and couple it to the gauge field.

In his seminal work on Abelian gauge-symmetry breaking in an anti-de Sitter
spacetime [46], Gubser laid down the minimal requirements on such a Higgs model
for spontaneous symmetry breaking to occur. In particular, his work set the basic
concepts for the construction of the holographic superconductor [47] and superfluid
model? [48]. Gubser showed that only a simple Abelian Higgs model without self-
interaction is necessary to spontaneously break the local gauge symmetry in the

2The work [175] was published at about the same time and has some overlap with [48].
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bulk®. It was shortly thereafter realised that within the holographic framework, this
allows for the description of dual boundary superfluids or superconductors [47, 48].
In fact, in holography the gravitational models dual to a superconductor [47] and
a superfluid [48] essentially coincide. We give details concerning the differences
between holographic superfluids and holographic superconductors, in particular with
regard to the applications of the holographic superfluid model in this thesis, in the
final paragraph of this section. The gravitational model dual to a superfluid in
d+ 1 dimensions is given in terms of a complex scalar field minimally coupled to an
Abelian gauge field in a (D+1)-dimensional asymptotically anti-de Sitter spacetime,
where D =d + 1.
The action of the gravitational model is given by

1 1
/ dD+1ZL‘ vV —g (R —2A + q72 Egaugematter) 3 (31)
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167TG1(\ID+1)

where we have introduced the gauge-matter Lagrangian

1 .
Egaugefmatter = _ZFMNFMN - ’(VM - 1AM)(I)’2 - mz\@lz . (3.2)

Here, Gl(\IDH) denotes Newton’s constant in D + 1 dimensions. The first two terms
in the parenthesis in (3.1) correspond to the gravitational part of the action with
R denoting the Ricci scalar of the metric gyy and A = —D(D — 1)(2L3,5) " is
the negative cosmological constant of the anti-de Sitter spacetime, cf. section 2.3.
Furthermore, Lagg again denotes the curvature radius of the asymptotic AdS space-
time. In the prefactor, we use g = det gasn to denote the determinant of the metric
gun- The gauge-matter fields in (3.2) are the scalar field ® and the gauge field
Apr, where we use M = t,x, z to characterise the spacetime indices of the gravi-
tational bulk with p = ¢, the coordinates* of the dual field theory. For the two-
dimensional superfluid the spatial boundary coordinates are given by & = (1, x2)
while in three spatial dimensions ® = (x1,z2,z3). As in the previous chapter, we
use z to denote the additional holographic bulk direction. The z-direction is not
to be confused with the third spatial dimension of the three-dimensional super-
fluid. The kinetic term of the gauge field in (3.2) is formulated in terms of its
field strength tensor Fy;ny = VyAny — VA, where Vi is the gravitational co-
variant derivative associated with the Levi-Civita connection of gasn. Left implicit,
we define the gauge covariant derivative associated with the local U(1) symmetry®

3In fact, Gubser argued that this should be the case but points to some ‘logical gaps’ in his
arguments [46]. However, these were later remedied. See e. g. [18, 91] for details.

“In the action (3.1) we use, in a slight abuse of notation, dP*1z as a short-hand notation in place
of dt dx dz.

5 An alternative holographic superfluid model is obtained by promoting the U (1) Abelian symmetry
to the non-Abelian SU(2) gauge symmetry instead of introducing the scalar field ® [176]. In this
case, a component of the SU(2) gauge field Ay constitutes the order parameter of the phase
transition. An appealing characteristic of this model for the three-dimensional superfluid is its
analytic behaviour in the proximity of the phase transition [177, 178]. For more on this, see also
[157] and references therein.
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Dy =V —iAp. We note that due to the Abelian nature of the gauge field, the
field strength tensor can equivalently be defined in terms of the gauge covariant
derivative, Fayy = —i[Dyr, Dn], where we use a square bracket to denote the com-
mutator. The scalar field ® is charged. It has mass m and is minimally coupled
to the gauge field Ay via its charge q. However, in equations (3.1)—(3.2) we have
rescaled the fields appropriately such that the charge g can be pulled out front of the
gauge—matter Lagrangian. Written in this form, it becomes evident that ¢ controls
the dynamic coupling between the gauge—matter sector and the gravitational part of
the action, cf. (3.1). According to the holographic dictionary (see also our discussion
in section 2.2.2), the Abelian gauge field in the bulk is dual to a conserved global
U(1) current operator j* in the boundary theory. The scalar field ® is dual to a
complex scalar operator ¥ of the dual quantum theory.

Superfluidity is a low-temperature phenomenon that can be associated with Bose—
Einstein condensation [135, 179]. A condensate is described by a non-zero vacuum
expectation value of a complex bosonic field operator defined in a (d+1)-dimensional
spacetime, (V) # 0. The complex-valued classical field

¢(t7x) = <\I/(t7 w)) =\ n(tv :U) exp{icp(t,a:)}, (3'3)

here written in the Madelung representation [134], encodes the superfluid-condensate
density n(t,x) = |¢(t, x)|? of the condensed particles as well as their velocity, the
gradient field

v(t,x) ~ Vo(t,x), (3.4)

with the phase configuration ¢(t,x) = arg(y)(¢t,z)). Here, we use V to denote
the gradient with respect to  in two or three spatial dimensions. We note again
that everything presented in this chapter is universally valid for two- as well as
three-dimensional superfluids. The field ¢ = (V) acts as an order parameter which,
if non-zero, breaks the U(1) symmetry of the system’s vacuum state under global
phase rotations ¥(¢,x) — ¥ (¢, x) exp(iA) for A € R. If the U(1) symmetry is broken,
the system is in the superfluid phase.

In the holographic framework, one extracts the superfluid order-parameter field,
i. €., the vacuum expectation value ¢ = (¥) of the dual scalar operator ¥, as the
sub-leading coefficient in the near-boundary expansion of the scalar field ®, c¢f. our
discussion of the holographic dictionary in section 2.2.2. To allow for spontaneous
symmetry breaking to occur, the leading-order coefficient in the near-boundary ex-
pansion, on the other hand, has to vanish as it corresponds to the source conjugate to
the scalar operator and thus breaks the global U (1) symmetry explicitly (in standard
quantisation, cf. section 2.2.2).

To induce the Higgs mechanism in the bulk, the gravitational model (3.1) has
to be supplemented with an appropriate set of boundary conditions for the gravita-
tional sector as well as the gauge—matter fields along the holographic z-direction. To
be specific, the boundary conditions are imposed at the black-hole horizon z = z}, as
well as at the AdS boundary z = 0. The boundary conditions for the gauge—matter
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fields determine, inter alia, the chemical potential of the superfluid which sources the
boundary U(1) current-operator component j°. If the temperature, determined by
zn, and the chemical potential of the superfluid are chosen appropriately, an instabil-
ity occurs in the bulk, causing the scalar field to condense. This higgsed bulk vacuum
state is dual to the superfluid phase of the boundary theory with ¥ # 0, 7. e., the
state after the U(1) symmetry has been broken spontaneously®. In this case, the
classical gravitational model (3.1) encodes the full quantum behaviour of the dual
superfluid in one lower dimension. Above the critical temperature of the bulk phase
transition, by contrast, the boundary U(1) symmetry is intact and the vacuum ex-
pectation value of the scalar operator vanishes, 7. e., ¢ = 0.

Having understood the basic concepts of the holographic superfluid model, let us
take a short detour into some rather technical details with regard to the occurrence
of the bulk instability which triggers the phase transition into the superfluid phase
at the boundary. In the following we explain the reason why the scalar field ®
condenses and thus induces the spontaneous breaking of the gauge symmetry. The
mechanism was first understood by Gubser [46]. In our discussion we closely follow
[18, 91] but focus mainly on the qualitative arguments, leaving out mathematical
details. For the interested reader we refer to [91, 182] for subsidiary details. In the
symmetric phase of the gravitational model, the scalar field vanishes [47] and the
action (3.1) thus reduces to the Einstein—Hilbert—Maxwell action (2.39) studied in
section 2.3. The solution to this model is given by the Reissner—Nordstrém—AdS
metric (2.51), i.e., a static charged black hole embedded in an (asymptotically)
anti-de Sitter spacetime. Due to isotropy of the underlying system, we can again
set the spatial gauge-field components A; to zero and in addition have the gauge
freedom to set A, = 0 as well. One then finds an effective mass-squared for the
scalar field @, cf. the gauge-matter Lagrangian in equation (3.2),

mgﬂc = m2 — q2‘gtt|AtAt 5 (35)

with temporal gauge-field component A;. Here, ¢ denotes again the scalar charge and
g = —22h(z)7! the time-time component of the inverse AdS-Reissner—Nordstrém
metric (2.51) with h(z) the associated horizon function (2.52). The temporal gauge-
field component (or electrostatic potential) thus contributes a negative shift to
the scalar mass-squared m?2. If this effective mass drops below the Breitenlohner—
Freedman (BF) bound (cf. (2.33)), it induces an instability and causes the scalar
field to condense. For completeness, let us note again that the mass-squared m? may
well be negative but still not induce an instability as the AdS geometry allows for
tachyonic masses above the BF bound. In the ultraviolet (UV), |¢g%|A;A; tends to
zero and the effective mass-squared thus reduces to the scalar mass-squared at the

boundary, i. e., m%; = m? at z = 0. The same holds true also in the (strong) infrared

5A comment is in order here. In two spatial dimensions the Mermin-Wagner—Hohenberg (MWH)
theorem [180, 181] forbids the spontaneous symmetry breaking (SSB) at non-zero temperatures.
However, in the holographic system the MWH theorem is evaded due to the large-N. limit of
the boundary theory [47]. Indeed, the large-N. limit allows for a second-order phase transition
into the superfluid phase. For further details we refer to chapter 5.
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(IR) at the black-hole horizon z = zj, since we have to demand A;(z = z,) = 0 in
order to ensure regularity of the gauge field at the horizon, cf. our discussions in
section 2.3. Within the holographic z-interval in the bulk, the effective mass-squared
is thus bounded by the scalar mass-squared which we assume to be above the BF
bound.

In section 2.3 we have argued that in the low-temperature limit, the AdS—Reissner—
Nordstrom spacetime reduces to an S-AdSs x RP~! geometry in the near-horizon
limit and an AdSp41 geometry in the near-boundary limit. This implies that in
the UV the negative mass shift vanishes as |¢g"|A;A; ~ p?2? and the effective mass-
squared mgﬁ thus stays well above the BF bound. Therefore, no instability occurs
in the near-boundary region of the bulk. We stress that this is crucial for the
UV theory to be well-defined. In the IR, on the other hand, the S-AdS, x RP~!
geometry contributes a constant or even growing shift to the effective mass. Hence,
in the near-horizon limit, for low enough temperatures, the effective mass-squared
may drop below the BF bound and thus induce an instability. Notably, the BF
bound in the IR and the one in the UV also differ due to the different geometries.
After reinstating Lags, one finds m3pL% ;g = —D?/4 in the UV, while in the IR
the BF bound is reduced” to m3pL3,5 = —D(D — 1)/4. Once the effective mass-
squared of the scalar field drops below the BF bound and induces an instability,
the electric field causes the local vacuum near the charged black-hole horizon to
discharge. This dynamical process terminates with the formation of a scalar charge
cloud, sourcing the electric flux in the bulk. In figure 3.1 we show a sketch of the
gravitational model dual to a superfluid. During the formation of the condensate,
the backreaction of the gauge—matter fields on the gravitational background causes
the geometry to adapt accordingly and thus render the system stable again (see e. g.
[91, 182]). Also, the formation of the charge cloud corresponds to the scalar field
gaining a non-trivial bulk profile. In this sense, one often refers to the black hole
‘developing scalar hair’. Because of the geometry of the anti-de Sitter spacetime, the
standard no-hair theorem [183] is evaded (see e. g. [184]). The modulus of the scalar
profile in the bulk reaches a maximum at the horizon and decreases monotonously
towards the UV where it vanishes. This agrees with our discussion above, according
to which the leading-order coefficient of the near-boundary expansion of ® has to
vanish while the sub-leading coefficient encodes the vacuum expectation value of
the dual scalar operator which is non-zero in the symmetry-broken phase (in the
standard quantisation).

In a nutshell, we find that spontaneous symmetry breaking occurs due to an in-
stability of the charged black hole and the subsequent formation of a scalar charge
cloud. In the dual field theory, this process corresponds to the spontaneous break-
ing of the global U(1) symmetry and thus a phase transition into the superfluid

7Here, we have used Laqs to denote the curvature radius of the AdSp41 spacetime as before. In
the near-horizon geometry AdSs x RP~! the BF bound is given by m2L2Ad52 = —1/4, in terms
of the AdS; curvature radius Laas,. The two radii are related by Laas, = Laas/+/D(D — 1),
¢f. (2.63). With this relation, one eventually finds mapLigs = —D(D — 1)/4 as stated in the
main text.
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Superfluid
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Z=2zp z z=0

Figure 3.1: Schematic illustration of the holographic superfluid model. In the near-
horizon geometry of the AdS spacetime, the occurrence of an instability
induces the formation of a scalar charge cloud. The black area at z = 2y,
represents the black-hole event horizon. In the dual boundary theory
(at z = 0), the bulk processes correspond to the formation of a bosonic
condensate 1 and thus a phase transition into the superfluid phase.

state, see also figure 3.1. From thermodynamic considerations, one finds the phase
transition to be of second order in two [47, 48] as well as three [166] spatial field-
theory dimensions. Furthermore, employing the so-called probe-approximation to
simplify the equations of motion, the models have been shown to obey mean-field
critical behaviour near their respective phase transition [48, 185]. We discuss the
probe-approximation in the next paragraph. In other superfluid or superconductor
models, the critical exponents of the phase transition have been shown to deviate
from mean-field values, cf. [186, 187].

In principle, we could now go ahead and derive the equations of motion associ-
ated with the action (3.1). However, solving them to simulate the real-time dy-
namics of the holographic superfluid is notoriously difficult. Therefore, we take
a slightly modified route in this work. Instead of solving the full set of coupled
gravity—gauge—matter equations of motion, we ‘decouple’ the gauge—matter system
(3.2) from the gravitational sector. To be precise, we first solve the equations of
motion corresponding to the gravitational sector only, neglecting the backreaction
of the gauge-matter fields. Subsequently, we solve the gauge-matter equations of
motion in the fixed background metric determined by the pure gravitational sector.
In this so-called probe-approximation, which is applicable if the temperature of the
superfluid is below but of the order of the critical temperature of the phase transi-
tion [158, 188], the energy of the gauge—matter fields is insufficient to significantly
curve the gravitational background. Therefore, the fields may be treated as small
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3.2 Holographic Model of Superfluidity

perturbations, so-called ‘probes’ The black hole, on the other hand, is static and
can absorb energy and momentum modes of the gauge—matter fields. Hence, even
in the probe-approximation, there is still an interplay between the gravitational and
the gauge—matter sector. Mathematically, the probe-approximation corresponds to
taking the scalar charge ¢ to large values. To see this, we recall that the charge ¢
effectively controls the dynamical coupling between the gauge—matter and the gravi-
tational sector in terms of the prefactor 1/¢? in the action (3.1). In the limit ¢ — oo,
the two sectors decouple and allow us to first solve the gravitational equations of
motion and then use the corresponding metric solution to define the Levi-Civita
connection Vs in the Lagrangian (3.2). For a more thorough discussion of the
probe-approximation, see e. g. [148].

The probe-approximation has become very popular over the past decade and
proven to be a successful approximation of the fully backreacted theory, see for in-
stance [18]. However, there are severe shortcomings in the low-temperature regime
as the large-¢ limit does not commute with the limit of low temperatures [47]. The
fully backreacted solution of the AdS4 system at finite temperature has first been
constructed in [189, 190]. Further (early) works include, e. g., [158, 191]. For the
AdS5 system, see, e. g., [191] for an influential work in which the backreaction of the
gauge-matter fields onto the gravitational background is included. However, in [191],
a slightly modified model as compared to the one discussed here is used and studied
only in the low-temperature limit. For constructions of low- or zero-temperature su-
perfluids or superconductors with very interesting physical properties, see [192-195].
Instead of applying the probe-approximation, there exist also other approximation
methods, including e. g. [196] where the authors derive and solve an analytic approx-
imation of the gravitational model. Furthermore, it is worth noting that thus far our
discussion has evolved only around the bottom-up construction of the holographic
superfluid model. Consequently, the exact dual UV quantum field theory is un-
known. To gain a deeper understanding of the nature of the holographic superfluid
in the UV, one has to rely on top-down constructions which are inherently much
more difficult to deal with. These are typically constructed using ‘flavour-branes’
in the ten-dimensional supersymmetric string theory. For a first construction of a
gravitational model, dual to a superconductor with fermions in the fundamental
representation, see [56]. Further interesting works include e. g. [197, 198].

In the following we make use of the probe-approximation and solve the (D + 1)-
dimensional gravitational background system. Neglecting the gauge-matter La-
grangian Lgauge-matter (3.2), the action (3.1) reduces to the Einstein-Hilbert action,
cf. equation (2.5) of section 2.1.2. Since we have already solved the vacuum Ein-
stein equations for non-zero temperature of the dual field theory in section 2.3, we
refrain from going into details here and only review the results for convenience.
In D + 1 dimensions, the Einstein equations are solved by the (D 4+ 1)-dimensional
Schwarzschild—anti-de Sitter spacetime with a planar Schwarzschild black hole whose
event horizon in the bulk is situated at z = z,. In Poincaré coordinates, the line
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element is given by

L dz?
ds? = ZAIS [ _p(2)dt? + de? + —— 3.6
= TS (hE) di? 4 da? ) (36)
where we again use the mostly-plus sign convention. In the following and throughout
this thesis, we set the AdS curvature radius to unity, Laqs = 1. The blackening (or
horizon) function h(z) is given by

S\ D
h(z) =1— <) , (3.7)
Zh
and the associated temperature is
D
T = 3.8
pret (3.8)

which is also the temperature of the dual superfluid.

With the solution for the Einstein—Hilbert part of the action (3.1), we can now
derive the equations of motion for the gauge—matter fields in the fixed background
metric (3.6). They are given by the Maxwell equations for the gauge-field compo-
nents and a Klein—Gordon equation for the scalar field

VyFMN = 7N (3.9)
(-p*+m*) @ =0, (3.10)

where we have introduced the bulk electromagnetic current
gV =i(e*pVe—a (D)), (3.11)

which is not to be confused with the globally conserved field-theory current j*, re-
ferred to above. The current JV couples the Klein-Gordon and Maxwell equations,
making (3.9)—(3.11) a system of coupled non-linear partial differential equations in
t, x and z. Throughout this work we fix the gauge freedom by setting A, = 0.
The z-component of (3.9) can therefore be interpreted as a constraint equation,
ensuring the chosen axial gauge. After imposing appropriate boundary conditions,
the non-trivial solutions to these equations yield the dual gravitational description
of the holographic superfluid. We note that the mass-squared m? can be chosen
freely so long as it is below zero and above the BF bound, c¢f. our discussions in the
previous chapter in section 2.2.2. We choose m? = —2 and m? = —3 for the two-
and three-dimensional system, respectively.

For the numerical implementation of the equations of motion (3.9)-(3.11), it
turns out to be convenient to switch to a different, more appropriate, set of co-
ordinates. Instead of using Poincaré coordinates for the metric (3.6), we employ
infalling Eddington—Finkelstein coordinates with respect to the holographic bulk
direction z. The infinitesimal coordinate transformation between them is given by

dtpr = dt — h‘i; : (3.12)

46
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where on the right-hand side Poincaré coordinates are used. If integrated, equation
(3.12) shows that the coordinate times at the boundary only differ by a constant off-
set which can be set to zero. For the boundary superfluid, the coordinates therefore
agree. In Eddington—Finkelstein coordinates the metric reads

2
ds® = % (~h(z) dt* + dz? — 2dtdz) | (3.13)
where we have dropped the subscript of the time component. The use of infalling
Eddington—Finkelstein coordinates is common for numerical simulations of real-time
dynamics in holography [199]. They have two particular advantages over Poincaré
coordinates. First, unlike the Poincaré coordinates, they do not have a coordinate
singularity at the black-hole horizon. And second, they naturally incorporate that all
radial null geodesics fall into the black hole which allows for a so-called characteristic
formulation of the dynamics [199]. For a discussion of this type of formulation in a
general-relativistic context see for instance [200, 201].

In the previous section we have discussed that at finite temperature the hydro-
dynamical (or ‘quantum hydrodynamical’) description of (non-relativistic) super-
fluidity is encompassed in the Tisza-Landau two-fluid model [116, 117] (see also
[202]). In flat space, the relativistic version of this model was introduced in [203—
205]. Moreover, the model has also been formulated in a gradient expansion in the
gravitational background that is dual to the superfluid discussed above [158, 206—
208]. For a review of the so-called fluid/gravity duality in the context of which these
calculations were performed, see e. g. [209, 210]. A crucial success for holographic
superfluids has been to show that to leading order the dual boundary description of
the bulk hydrodynamics in [158, 206-208] is governed by the relativistic version of
the two-fluid model with only non-dissipative contributions, [158].

Despite [158] being formulated in the fully backreacted theory, it appears likely
that an interpretation of the holographic superfluid in terms of the two-fluid model is
also valid and indeed useful in the probe-approximation. In the probe-approximation,
the black hole is static and does not backreact to dynamical processes of the gauge—
matter sector in the bulk. Its dual interpretation is therefore given in terms of a
static heat bath, fixing the temperature in the boundary theory (cf. our discussion
of the holographic dictionary in section 2.2.2). In this sense, it may loosely be in-
terpreted as the normal component of the fluid while the gauge—matter sector is
interpreted to constitute the superfluid-condensate component. Since the gauge—
matter sector is solved within the fixed gravitational black-hole background, the
superfluid component is coupled to the normal component and can dissipate energy
and momentum to it. On the gravity side, dissipation corresponds to energy and
momentum modes falling into the black hole. Naturally, the holographic superfluid
therefore incorporates a dissipation mechanism. Let us further note that the holo-
graphic superfluid is in no sense a hydrodynamical expansion of the bulk dynamics
at the boundary. Instead, it captures the physics at all scales and is intrinsically
relativistic. However, for many applications, the system bears strong resemblance
to non-relativistic superfluids. In particular, the dynamics of vortices and other
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topological defects is dominated by small, non-relativistic, velocities, cf. [148] and
our discussions in sections 7.3 and 8.2.

As a final remark of the present section, we want to point to a common mis-
conception regarding the interpretation of the quantum theory, dual to the model
discussed above, in terms of a superfluid or superconductor. From a field-theoretical
point of view, superfluidity corresponds to the breaking of a global U(1) symmetry
while superconductivity corresponds to the breaking of a local U(1) symmetry. By
construction, the gravitational model discussed above has a gauged, 1. e., local U(1)
symmetry with associated gauge field Ajs. According to the holographic dictionary,
such a gauge field in the bulk is dual to a conserved global U(1) current j*. In the
bulk, the condensation of the scalar field spontaneously breaks the local bulk U(1)
symmetry. In the dual field theory, this corresponds to the breaking of the global
U(1) symmetry. Loosely speaking, one therefore finds superconductivity in the bulk
and superfluidity at the boundary. However, by ‘weakly gauging’ the boundary U (1)
symmetry, the boundary superfluid can be promoted to a superconductor® (see e. g.
[18]). This is typically done by weakly coupling the scalar operator ¥ in the bound-
ary theory to an additional U(1) gauge field. In this work we are interested in the
holographic superfluid and in particular vortex excitations thereof and hence need
not worry about the differences between the holographic superfluid and the holo-
graphic superconductor since vortices in both systems have a fundamentally different
nature. For a discussion of the differences between the holographic superfluid and
superconductor with regard to such topological excitations, see [162].

3.3 Boundary Conditions

In the previous section we have reviewed the gravitational model dual to a holo-
graphic superfluid in d+ 1 dimensions. Let us now proceed to augmenting the equa-
tions of motion for the gauge-matter fields (3.9)—(3.10) with appropriate boundary
conditions. Along the spatial field-theory directions, we impose periodic boundary
conditions for the two- as well as three-dimensional system. However, we postpone
a more thorough discussion of the (¢, x)-dependence of the equations to chapters 5
and 11 and focus here only on the holographic z-direction. The boundary conditions
are dictated by the holographic dictionary, cf. section 2.2.2, and crucially depend on
the dimension. Nevertheless, there are some universal aspects for the two- and the
three-dimensional system, and we will discuss these here. For a detailed discussion
of the boundary conditions for the two- and three-dimensional superfluid we refer
to sections 5.3 and 11.3, respectively.

In agreement with our discussion of the Reissner—Nordstréom solution in section
2.3, the temporal component of the gauge field fixes the chemical potential p of the

8This yields s-wave superconductors [47]. One can also construct more sophisticated gravita-
tional models whose dual condensates carry angular momentum and are thus similar to p-wave
superconductors, ¢f. [56, 166, 176, 211, 212].
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dual boundary superfluid, cf. equation (2.49),
A(t,x,z=0)=p. (3.14)

Here and throughout this thesis, we assume the chemical potential of the superfluids
(in two and three spatial dimensions) to be independent of time and the boundary
spatial coordinates. We therefore suppress any arguments on the right-hand side of
equation (3.14). The chemical potential is given by the leading-order coefficient in
the near-boundary expansion of the gauge field A;. Thus, it sources the temporal
component of the vector operator j#. By fixing it, we allow the sub-leading coeffi-
cient, i. e., the charge density which is proportional to the vacuum expectation value
of 7°, to be determined dynamically by the equations of motion.

The chemical potential has units of temperature. On dimensional grounds, the
introduction of another dimensionful parameter is imperative to ensure the existence
of a distinct ‘critical’ temperature 7. at which the bulk instability occurs. Let us
explain this in more detail. Without another scale, the conformal invariance of the
dual field theory would imply that all its temperatures are equivalent. Hence, the
existence of a preferred critical temperature T, would be prohibited and there could
thus not be a phase transition. This changes with the introduction of the chemical
potential, immediately implying that u sets the scale for the critical temperature
Te, i.e., Tc ~ . The conformal invariance of the superfluid further implies that
its thermodynamics can only be controlled by the dimensionless parameter p/T.
Indeed, one finds that the instability occurs above a critical value (u/T). and the
scalar field ® condenses in the bulk [47, 48]. This implies

H He
=T (3.15)
where on the right-hand side we have introduced the critical chemical potential p.
For our numerical implementation, we fix the units of the system by setting 2z, = 1.
Let us stress that due to the relativistic nature of the system, this choice simultane-
ously and uniquely fixes the space as well as time scales of the superfluid. For the
absolute temperature of the superfluid, z, = 1 implies

D

:E‘

(3.16)

Consequently, from our discussion above we learn that for fixed temperature T the
phase transition is solely controlled by the chemical potential u. Hence, every choice
for the chemical potential p fixes the temperature ratio T'/T of the system according
top~t = pt (T/T.). Above the critical chemical potential? s the temperature ratio
T /T, drops below unity and the solution to the above equations is the holographic
superfluid [46, 47]. In particular, in equilibrium, |¢(x)| > 0 for all x.

f 2y, is reinstated, one finds that there exists a critical value for the dimensionless product pzy.
For (pzn) > (pzn)c the system is in the superfluid phase with ¢ # 0 (and of course ®(z) # 0).
On the other hand, for (uzn) < (zn)c, the boundary theory is in the normal phase and the
scalar field ® vanishes in the bulk.
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The boundary values of the spatial gauge-field components determine the super-
fluid velocities along the corresponding directions!® [48]. We are only interested in

vanishing external superfluid velocities and thus choose the boundary conditions
Ai(t,x,z=0)=0, (3.17)

throughout this work. Here, i = x1, o for the two- and i = x1, z9, z3 for the three-
dimensional system characterises the spatial coordinates of the superfluid. Further-
more, we impose A;(z = z) = 0 for all 4 and A;(z = z,) = 0 to ensure regularity of
the gauge field A,s at the black-hole horizon z = zy.

With regard to the scalar field ®, we have already discussed in the previous
section that the boundary condition at z = 0 has to ensure that the external source
conjugate to the dual scalar operator ¥ vanishes. The source conjugate to the scalar
operator typically corresponds to the leading-order coefficient in the near-boundary
expansion (z — 0) of the scalar field, cf. equation (2.31). However, for our choices
of the scalar mass, it turns out that both the leading as well as the sub-leading
coeflficient can be interpreted as the source conjugate to and the respective other
one as the expectation value of the dual scalar operator, thus allowing for both the
standard as well as alternative quantisation, cf. our discussion in section 2.2.2. We
will comment further on this and also review the explicit near-boundary expansions
in the two- as well as three-dimensional system in sections 5.3 and 11.3, respectively.
In anticipation of the fact that we choose the standard quantisation in both systems,
we can nevertheless quote the boundary condition here,

lim ®(t, 2)2AP =0, (3.18)
with the scaling dimensions A defined in equation (2.32). In addition, the scalar
field has to be regular at the black-hole horizon at z = z,. This second boundary
condition is of behavioural nature, 7. e., |®(z = 23)| < co. In Eddington-Finkelstein
coordinates, it corresponds to an infalling boundary condition, cf. [213].

We have now augmented the equations of motion discussed in the previous section
with a set of boundary conditions that allow us to find a superfluid phase in the dual
field theory. In particular, the boundary conditions control the corresponding phase
transition. We can now proceed and study the real-time dynamics of the two- and
three-dimensional holographic superfluids. While the equations of motion of both
systems have strongly resembling structures, a key difference between holographic
models lies in the near-boundary expansion of the scalar field ®. This is crucial as
it dictates how we choose our boundary conditions and extract the superfluid order
parameter v from the solutions of the scalar field. From a systematic perspective
concerning the implementation of the equations of motion, however, we proceed

0These are only externally imposed superfluid velocities. If set to zero, the boundary conditions
in no way imply that the system is static. Vortices, for instance, cause the superfluid to have a
finite velocity that is completely independent of the boundary conditions for the spatial gauge-
field components. For a discussion of superfluids with finite overall superfluid velocity, see e. g.
[48, 175].
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similarly for both systems. We stress that in order to compute the near-boundary
expansion of the gauge—matter fields it is important to know their solution in the
entire bulk. In particular, despite referring to the dual superfluid as ‘boundary
theory’ or ‘boundary superfluid’, it must not be thought of as being in some sense
trivially given by the scalar field restricted to the boundary. In light of the holo-
graphic principle, it should rather be thought of as a projection of the bulk dynamics
onto the boundary. In particular, while the gravity equations are purely classical,
superfluidity is a quantum phenomenon. Remarkably, the gravity equations cap-
ture the exact time evolution of the superfluid density n(t,x) = [¢(¢, x)| as well
as its velocity field which is encoded in the phase structure of the order parameter
p(t,x) = arg((t, ).

We have now gathered all necessary ingredients to study the real-time dynamics of
holographic superfluids in two and three spatial dimensions. The remainder of this
thesis is split into two parts. In Part I we focus on the two-dimensional superfluid
and Part II is concerned with the three-dimensional system. Eventually, in chapter
16 we summarise our most important results and present an outlook. Let us note
that throughout this thesis, we typically refer to the superfluid model just discussed,
for both the two- and three-dimensional system, as the holographic superfluid. In
doing so, we keep in mind that there are in fact many models for superfluidity
within the holographic framework. However, all of them are, in one way or another,
modifications of the model introduced in [46-48].
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4 Motivation and Outline

We now begin with our investigations of the dynamics of quantised vortices in the
two-dimensional holographic superfluid. We are primarily interested in the physics
of vortex dipoles and, most notably, how they can be used to characterise the un-
derlying superfluid with regard to its dissipative nature. In particular, we want to
gain insight into the applicability of the holographic framework to the description of
vortex dynamics in experimentally accessible systems such as highly oblate ultracold
atomic gases [214] and thin films of liquid helium [109, 134].

Only a few years after the discovery of the superfluid phase of liquid helium
4He in the 1930s [102, 110], it was first noticed that the underlying physics of col-
lective phenomena, such as superfluidity, changes fundamentally upon lowering its
dimensionality [215]. While it was well understood that in three spatial dimensions
long-range order occurs below the critical temperature of a phase transition [125], it
was also known that in two spatial dimensions such long-range order is destroyed by
thermal fluctuations [180, 181]. However, a quarter of a century later, Berezinskii,
Kosterlitz and Thouless (BKT) were the first to predict that also in two spatial
dimensions a phase transition into the superfluid phase at finite temperature can
in fact exist [216, 217]. For the groundbreaking nature of their discovery, two of
these authors were awarded the Nobel Prize in 2016. Soon after BKT published
their work, their prediction was experimentally confirmed for liquid helium [218].
For many years thereafter, two-dimensional helium films were intensively studied
(see e.g. [179]). Moreover, with the experimental breakthrough in the creation of
Bose-Einstein condensates at the end of the last century [127-129], new vistas have
been opened in the study of two-dimensional collective quantum phenomena. It
was quickly understood that trapping potentials allow for the creation of Bose—
Einstein condensates also in two spatial dimensions [219] and subsequently it only
took a few years until the condensation of Bose gases in two spatial dimensions was
first experimentally realised [220, 221] and the BKT phase transition was observed
[222-225]. Evidently, these findings have also triggered much theoretical interest in
two-dimensional Bose—Finstein condensates. From a theory perspective, the BKT
transition was first found for ultracold Bose gases in [226]. Nowadays, refined ex-
perimental methods as well as advanced theoretical models break new ground in the
study of two-dimensional superfluids and Bose—Einstein condensates. For reviews
on two-dimensional Bose gases, see e. g. [227, 228].

Much focus in the study of two-dimensional superfluids concerns quantum-turbulent
behaviour induced by the appearance of quantised vortices, e. g. [229-232]. In an ex-
perimental setup, the vortices are free to move only in the plane of the highly oblate
condensate or liquid film and can thus, to a good approximation, be considered as
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being point-like along the third spatial direction. From a theoretical perspective,
vortex dynamics is typically studied in numerical real-time simulations, see e. g. [233—
237]. For such investigations, the holographic description of a superfluid in 2 + 1
dimensions has proven particularly successful, see e. g. [148, 150] and our discussions
in chapter 3. In this work, we use the holographic superfluid to study the real-time
dynamics of single vortex—anti-vortex pairs. Such vortex pairs are of particular inter-
est as they constitute the fundamental building blocks of large vortex ensembles as
they are typically seen in experiments and numerical simulations (see for instance
[229, 232]). Furthermore, while the topological characteristics of vortices are the
same in all superfluids and Bose-Einstein condensates, their dynamics is highly de-
pendent on the underlying superfluid. Therefore, gaining an in-depth understanding
of the kinematic aspects of the vortex dynamics allows one to deduce properties of
and characterise the superfluid hosting the dynamics. We will make use of this fact
and characterise the holographic superfluid with regard to its dissipative nature.
In two-dimensional systems, the study of interactions between vortices as well as
between vortices and the background excitations has drawn much attention, both
theoretically and experimentally. Important works include [31, 37, 134, 238-248] for
thin films of superfluid helium, [32, 33, 40, 249-251] in the context of cold atomic
gases, and [252] for similar scenarios in two-dimensional superconductors.

In this thesis, we build a clean theoretical laboratory to study the dynamics of
vortex—anti-vortex pairs in the (2+ 1)-dimensional holographic superfluid. We anal-
yse the dipole dynamics by means of the vortex trajectories, velocities and accelera-
tions and in particular, use the kinematic aspects to quantify the dissipation of the
holographic superfluid. For more than a decade now, various aspects of the holo-
graphic superfluid have been intensively studied and analysed, see e. g. [18]. Yet, it
is still an open question how the holographic superfluid compares to experimentally
accessible superfluids and cold atomic Bose gases. It is therefore of great interest to
gain insight into the characteristics of the holographic superfluid with regard to the
physical parameter regime it captures.

We close the aforementioned longstanding gap and for the first time present a
quantitative analysis of the dissipative nature of the two-dimensional holographic
superfluid in the presence of quantised vortices. We match to the dynamics of a
vortex—anti-vortex pair in the holographic superfluid the analogous solution of the
dissipative Gross—Pitaevskii equation (DGPE) in two spatial dimensions. The dissi-
pative Gross—Pitaevskii equation is given by the standard Gross—Pitaevskii equation
(GPE) [138, 139] supplemented with an additional phenomenological damping term
(cf. section 7.1 for details). Throughout this thesis we occasionally also refer to the
GPE as Gross—Pitaevskii (GP) model. To be specific, we prepare only a single vor-
tex dipole in the initial configuration of both systems and subsequently simulate the
respective time evolutions on large numerical grids until the respective vortices anni-
hilate and the superfluids equilibrate. Imprinting only a single dipole, instead of an
ensemble of vortices, ensures that we can neglect more complicated many-body in-
teractions. Furthermore, we employ large grids in order to suppress finite-size effects
so that we reach the precision we seek for our studies. The basis of our evaluation

o6



method of the dipole dynamics and many further investigations in this work is a
high-precision tracking routine which enables us to locate the vortices to inter-mesh
precision on the numerical grid. In particular, we introduce a new algorithm that is
highly accurate and numerically very efficient. However, while it can be applied for
most of the dipole evolution, it breaks down once the vortex-induced density deple-
tions deform and overlap. For those situations, we employ another, well established,
albeit slower, tracking routine. Upon combining these algorithms, we extract the
vortex trajectories from our numerical simulations of the respective superfluid time
evolution in a quasi-continuous manner. For the matching of solutions of the DGP
model to the holographic system, we tune the free DGPE parameters such that the
sizes of the vortex-induced density depletions around the vortex cores coincide and
their quasi-continuous trajectories agree in space and time!.

Employing known relations between the DGPE and the Hall-Vinen—lordanskii
(HVI) equations describing the mechanical motion of point vortices subject to in-
teractions with the dissipative superfluid hosting the dynamics further allows us to
translate the matched DGPE parameters into friction coefficients. These friction
coefficients in turn are related to experimentally measurable observables such as the
vortex diffusivity. The vortex diffusivity is the key to comparing our findings for the
holographic superfluid to experimental results in both cold atomic gases [214] and
superfluid helium [134, 135]. The results of this comparison lead us to conjecture
that the holographic framework should be applicable to the description of strongly
dissipative vortex dynamics in highly dense ultracold alkali gases near a Feshbach
scattering resonance?, thermally excited Bose-Einstein condensates or in superfluid
helium at temperatures in the Kelvin regime.

In addition to using the dipole dynamics and specifically the vortex trajectories
for the characterisation of the holographic superfluid, we also investigate the kine-
matic details of the dynamics. In particular, for the first time for vortices in the
holographic superfluid, we determine their velocities and accelerations. Indeed, due
to the precision gained from our tracking routine as compared to standard plaquette
techniques previously used in the literature (see e.g. [163]), we can employ finite-
difference methods to compute derivatives of the trajectories with respect to time
and thus obtain the respective vortex velocities and accelerations?. Let us note that

!See https://www.thphys.uni-heidelberg.de/~holography/holoDGPE/ for videos demonstrating
the matched vortex dynamics and further supplementary material.

2In the low-energy (s-wave) scattering of two atoms, a so-called Feshbach resonance occurs when
the total energy of the two incoming atoms equals the binding energy of a molecule formed
by the two colliding atoms. If the magnetic moments for the molecule and the two incoming
atoms differ, the energy difference AE between the total energy and the binding energy can
be tuned using magnetic fields. Close to a Feshbach resonance (AE — 0), the two channels,
viz. the open scattering channel of the two atoms and the channel forming a bound state, mix,
causing a change in the s-wave scattering length [253]. In particular, this allows for an increase
in the scattering length and thus the interaction strength between the constituent atoms. See
e. g. [254] for a review.

3For videos demonstrating the dynamics of vortex dipoles in the holographic superfluid, see
https://www.thphys.uni-heidelberg.de/~holography /DipoleDynamics/.
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4 Motivation and Outline

the trajectories of vortex dipoles in the holographic superfluid* have been studied
before in [163]. The work presented in this thesis extends and improves on the work
in [163] in several ways, most notably by the vast increase in precision of the vortex
trajectories due to our improved tracking routine. We further study the dependence
of the dipole dynamics on the initial configuration of the vortices on the grid and
on the chemical potential of the superfluid. Despite the dipole dynamics itself being
our primary focus, we also extend our analysis to times past the annihilation of the
vortices and study the nature and behaviour of the rarefaction pulse that is created
by the annihilating vortices. In particular, we compare the rarefaction pulse with
similar excitations in the GP model, so-called Jones—Roberts solitons, as well as
with grey-soliton solutions of the holographic superfluid. Despite the large number
of works on vortex dynamics in the two-dimensional holographic superfluid, its rar-
efaction pulses, created by annihilating vortices, have thus far not been studied in
the literature.

Organisation of Part |

In chapter 5 we discuss the details of the two-dimensional holographic superfluid that
we have previously left out in chapter 3. In particular, we find the static and homo-
geneous background solution of the superfluid and derive the full set of dynamical
equations of motion which we later use for our numerical real-time simulations.

In chapter 6 we first discuss the initial conditions for the vortex defects used
throughout this part, and we present a first qualitative discussion of the dynamics
of a single vortex dipole. We then proceed to setting the basis for a more quantitative
analysis of the dynamics by introducing a tracking routine that allows us to locate the
vortices on the numerical grid to high accuracy. The tracking routine is composed of
two separate algorithms, one of which we introduce and apply for the first time in this
context. Finally, we comment on a characteristic feature of the vortex trajectories,
which is in fact an artefact of the initial preparation of the dipole configuration using
a procedure that is also commonly employed in the literature, that has thus far in
the literature not been addressed and can only be resolved due to the improved
tracking routine.

In chapter 7 we first introduce the (dissipative) Gross—Pitaevskii model and the
Hall-Vinen—Iordanskii equations and discuss their relevance in the description of
cold Bose gases and vortex dynamics in dissipative superfluids, respectively. We
then proceed to matching solutions of the DGPE to the dipole dynamics in the
holographic superfluid by tuning the free numerical DGPE parameters. In this con-
text we also discuss the geometric bulk representation of vortices in the holographic
framework and comment on the associated geometric interpretation of the superfluid
dissipation mechanism. A matching of solutions of the HVI equations to the vortex
dynamics finally enables us to convert the extracted parameters of the holographic

“In addition, similar work to [163] has also been performed in the context of the Gross-Pitaevskii
equation in [255].
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superfluid to observables that are also measurable in experiments with real-world
superfluids and Bose—Einstein condensates.

In chapter 8 we investigate the kinematic aspects of the dynamics of vortex dipoles
in the holographic superfluid and interpret our findings in light of the results of
chapter 7. To be specific, we study the dependence of the vortex trajectories as
well the vortex velocities and accelerations on the initial dipole configuration and
on the chemical potential of the superfluid. In the final section of this chapter, we
investigate the rarefaction pulse created by the annihilating vortices and show that
it strongly resembles soliton solutions in the GP model.

Finally, in chapter 9, we summarise our results and discuss possible directions for
future research on the two-dimensional holographic superfluid.
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5 Gravitational Model Dual to the
Two-Dimensional Superfluid

Having laid out our motivation for studying the two-dimensional holographic super-
fluid introduced in chapter 3, let us now discuss the missing details of the dual grav-
itational model, given in terms of an Abelian Higgs model in a (3 + 1)-dimensional
asymptotically anti-de Sitter spacetime (cf. the action in equation (3.1)). In the
following section 5.1, we briefly summarise the most important aspects of section
3.2 with the dimensions fixed to D = 3. In section 5.2 we discuss the boundary con-
ditions for the gauge—matter fields. We then proceed to constructing the static and
homogeneous background solution of the superfluid (section 5.3) and subsequently
derive the full set of dynamical equations of motion that we use in our simulations
of the real-time dynamics of the superfluid (section 5.4).

5.1 Gravitational Background Solution

The gravitational model dual to the two-dimensional superfluid is constructed in a
bottom-up approach by minimally coupling a scalar field to an Abelian gauge field
in an asymptotically anti-de Sitter spacetime in 3 + 1 dimensions. However, in this
work, we employ an approximation of the model that allows us to distinctly simplify
the equations of motion but nevertheless capture the main aspects of the underlying
physics. To be specific, we solve the system in the probe-approximation in which
the backreaction of the gauge—matter fields on the gravitational sector is neglected.
This approximation is applicable if the temperature of the system is close to the
phase-transition temperature in which case the energy of the gauge—matter sector
is too small to significantly curve the gravitational background, cf. [47]. Hence, the
gauge—matter Lagrangian (3.2) decouples from the gravitational sector of the action
(3.1) and the backreaction of the scalar and gauge field on the metric tensor gpsy is
negligible. Solving only the gravitational sector of the action (3.1) then yields the
(3 + 1)-dimensional Schwarzschild—anti-de Sitter spacetime with metric

L2
ds? = ~A8 (=h(2) dt* + da? + daf — 2dtdz) (5.1)

here written in infalling Eddington—Finkelstein coordinates with respect to the holo-
graphic bulk direction z. Henceforth, we set Laqs = 1. Furthermore, we note that
throughout Part I we use @ = (x1,x32) to denote the two spatial boundary coordi-
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5 Gravitational Model Dual to the Two-Dimensional Superfluid

nates of the superfluid. The horizon function is given by
2\3
hz)=1- () , (5.2)
Zh

with the black-hole horizon located along the holographic z-direction at z = zy.
Using equation (2.46), we find the associated Hawking temperature of the black
hole,

3
_4:71',2’}17

T (5.3)
which is also the temperature of the dual superfluid. To fix units in the gravitational
system, we set zy = 1. Thus, the absolute temperature of the superfluid is fixed to
T =3/(4m).

In the next section we discuss the boundary conditions for the gauge—matter fields
in the AdS4 bulk. Then, in the subsequent two sections, we review the equations of
motion of the gauge—matter sector in the fixed gravitational background determined
by the metric (5.1). In section 5.3 we study the static and spatially homogeneous
solution of the superfluid and discuss details regarding the nature of the phase tran-
sition from the normal to the superfluid state. The static solution is important as we
will later use it to construct the initial vortex configurations for the non-equilibrium
dynamics. In section 5.4, we then proceed to deriving the full set of dynamical
equations of motion, without imposing any constraints on their symmetries. As a
final comment, let us point out that all results presented in this section are already
well established in the literature and we only review them here for completeness.

5.2 Boundary Conditions

In this section we discuss the boundary conditions for the gauge—matter fields of
the holographic superfluid model. In a very general dimension-independent form we
have already mentioned them briefly in chapter 3.3. Here, we make them explicit for
the two-dimensional superfluid. In particular, we give the boundary conditions for
the gauge-field components and for the scalar field, at the conformal boundary z = 0
and the black-hole horizon z = z,. Moreover, we discuss aspects of the holographic
dictionary for the superfluid.

In order to make the boundary conditions at z = 0 explicit, we have to study
the near-boundary expansion of the fields. Let us start with the gauge field and
specifically its temporal component Ay, for which one finds the asymptotic behaviour
(see for instance [92])

Ay(t,m, 2) = p(t,x) + p(t,x)z + O(2?), (5.4)

where p is again the chemical potential and p the charge density of the dual quantum
theory. Since we want to describe a superfluid at fixed chemical potential, we fix
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at the boundary,
At(ta T,z = 0) =M, (55)

and leave p to be dynamically determined by the equations of motion. Throughout
this thesis, we take the chemical potential to be static and spatially homogeneous and
therefore suppress any dependences on the field-theory coordinates on the right-hand
side of equation (5.5). In the holographic interpretation, p is the source conjugate to
the temporal component of the boundary U(1) current operator j*, and p is propor-
tional to its expectation value. Analogously, we find for the gauge-field components
parallel to the spatial boundary directions

Ai(t,x, 2) = &(t, ) + Ji(t, )z + O(2%) (5.6)

where &; is the superfluid velocity along the i-th field-theory direction, sourcing
Ji, the corresponding component of the dual U(1) current operator, and J; is pro-
portional to the vacuum expectation value of j;. We want to study the superfluid
without externally imposed velocities and therefore take the boundary conditions to
be

Ai(t, r,z = 0) =0. (57)

For the scalar field ®, we find the near-boundary expansion from equations (2.31)
and (2.32), upon substituting D = 3 and our choice for the scalar mass-squared,
m? = -2/ LQAdS' Importantly, while this mass is slightly tachyonic, it is well above
the Breitenlohner-Freedman bound m3pL3 45 = —9/4. It does therefore not induce
an instability. The asymptotic behaviour of the scalar field near z = 0 is thus given

by
O(t,x, 2) = n(t,x)z + bt x)2* + O(23). (5.8)

In accordance with the holographic dictionary, we now choose the boundary con-
dition at z = 0 such that there is no external source conjugate to the dual scalar
operator W. There is, however, a subtlety. For our choice of the mass of the scalar
field, both coefficients in (5.8) may be interpreted as the source conjugate to the
scalar operator ¥ and the respective other one is its vacuum expectation value [79],
see also our discussion in section 2.2.2. Hence, there are two possible choices for
the boundary condition for the scalar field. Corresponding to these choices, there
are also two solutions to the equations of motion and thus, in a sense, two types
of superfluids or superconductors for this choice of the scalar mass! [47]. Here, we
follow [148] and choose the leading-order coefficient 1 in the expansion (5.8) to be
the source conjugate to the dual operator ¥ and ¢ = (¥) to be its vacuum expecta-
tion value. Thus, we follow the standard quantisation as opposed to the alternative
quantisation for which the roles of 7 and 3 are reversed. In order to allow for a

!The two solutions are related by a Legendre transformation [79].
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5 Gravitational Model Dual to the Two-Dimensional Superfluid

spontaneous breaking of the U(1) symmetry, the source n conjugate to the scalar
operator has to vanish. The boundary condition at z = 0 for the scalar field is
therefore given by

0,9(t,x,2)|,=0=0. (5.9)

We have now specified the boundary conditions for the gauge-matter fields at
the conformal AdS boundary at z = 0. Since the equations of motion (3.9)-(3.11)
are of second order, we also need to impose boundary conditions at the black-
hole horizon at z = z,. For the gauge-field components, we take them to be
Ai(z = 2zn) = Ai(z = z1) = 0, and the scalar field has to be regular. For convenience,
let us summarise all boundary conditions,

A(z=0)=p, A(z=2z) =0, (5.10)
Az (z=0)=0, Az, (z=2p) =0, (5.11)
Az, (z2=0)=0, Az, (z=2p) =0, (5.12)
0,9(2)],=0 =0, |P(z = 2p)| < 0. (5.13)

We use these boundary conditions for the construction of the static and spatially
homogeneous solution of the two-dimensional holographic superfluid as well as for
the full set of dynamical equations of motion of the system in section 5.4.

5.3 Static and Homogeneous Solution

In this section we explore the equilibrium solution of the holographic superfluid in
two spatial dimensions. Since we use this solution for the construction of initial
vortex configurations, we sometimes refer to it as background or static background
solution of the superfluid. In the probe-approximation, this solution was first con-
structed in [47, 48]. Including backreaction, on the other hand, the solution was
first considered in [189]. We note again that the probe-approximation retains the
interesting physics in the parameter regime that we will consider throughout this
thesis. We loosely follow [157] in our discussions in this section.

Varying the action (3.1) with respect to the gauge—matter fields yields the Maxwell
and Klein-Gordon equations (3.9)—(3.11). To find the static background solution to
these equations, we make an ansatz for the fields according to

d=d(z2), Ay = Apn(2). (5.14)
Hence, in addition to being static, we assume the solution to be spatially homoge-
neous in x. To fix the gauge freedom, we set A, = 0. Using the ansatz (5.14), we

obtain a set of ordinary differential equations in the holographic z-direction with the
fields defined on the finite domain 0 < z < z},. In Eddington—Finkelstein coordinates
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5.3 Static and Homogeneous Solution

the equations of motion for the Maxwell field?> Ay, are given by

0= 2%A 4+ 2Tm(®'®%), (5.15)
0 = 2%(hA! + I A) — 2|®24;, (5.16)
0 = 24;|®> — ih (D*®' — ¥ D) | (5.17)

where we use ¢ = x1,xs to denote the spatial field-theory directions and a prime
denotes a derivative with respect to z. Since all fields in the above equations depend
on z only, we refrain from making this dependence explicit. For the scalar field ®
the Klein-Gordon equation (3.10) reduces to

0= 22 h@" — 2 (=2izA + 2h — 2h') &' — (2i24, — 1224} + 2247 + m?) &, (5.18)

where we have introduced A = (A,,, A,,) for the spatial gauge-field components.

In the above system of equations, equation (5.17) originates from the z-component
of the Maxwell equations. Due to our gauge choice of A, = 0, this equation is not
independent of the other equations and should therefore rather be considered as a
gauge constraint. Indeed, one can show explicitly that if (5.18) is satisfied and the
fields obey their boundary conditions, equation (5.17) is satisfied for every z-slice in
the bulk.

Equations (5.15)—(5.16) and (5.18) form a closed system of second-order non-linear
ordinary differential equations. Augmented with the set of boundary conditions at
the AdS boundary z = 0 and the black-hole horizon z = zy, discussed in the previous
section, the holographic superfluid constitutes a one-parameter family of non-trivial
solutions to these equations [47, 48]. In the following we solve® this boundary-value
problem. It turns out that for the solution below the critical temperature, this
can only be done numerically [47]. In this work, we employ an iterative Newton—
Kantorovich procedure to linearise the equations and then solve the resulting system
of linear equations at every iterative step using a collocation method (see e. g. [256]).
For the latter, we expand the fields in a basis of 32 Chebyshev polynomials and
evaluate them on a Gauss—Lobatto grid. In appendix A we give further details on
our numerical methods.

In chapter 3 we have argued that the thermodynamics of the gravitational model
is uniquely determined by the dimensionless parameter /7. Since we have fixed

2From isotropy of the underlying system, it follows immediately that the spatial gauge-field compo-
nents A; vanish identically. For completeness, we nevertheless quote the corresponding equations
of motion here.

3A comment is in order here. In practice, we derive the solutions of the static and spatially
homogeneous system not in Eddington—Finkelstein (EF) but in Poincaré coordinates, i. e., using
the metric (3.6). We discuss the corresponding equations of motion and the transformation of
the solutions to EF coordinates in appendix A.4. We have checked explicitly that the solutions
derived in EF and Poincaré coordinates agree after transforming the fields appropriately and
we only use the latter for convenience. To construct the initial conditions for our real-time
simulations we use equations (5.15)—(5.18) and then solve the dynamical equations of motion
(cf. section 5.4) in EF coordinates.
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Figure 5.1: Modulus of the superfluid order parameter 1 as a function of T'/T, (lower
abscissa) or the chemical potential (upper abscissa), in the probe approx-
imation. The square of the order parameter yields the condensate density
of the superfluid n = |¢|2. Above the critical temperature T, the order
parameter || is strictly zero. The chemical potential u and T'/T, are in
one-to-one correspondence, cf. (5.20) and the main text.

the temperature by our choice of z;, = 1, ¢f. equation (5.3), the chemical potential
alone controls the phase transition. Above a critical value p. for which the temper-
ature ratio T7'/7T. drops below unity, the solution to the above equations yields the
two-dimensional holographic superfluid with [¢| > 0 [46, 47]. From our numerical
implementation of the equations of motion, we find

fie ~ 4.06371 , (5.19)

which agrees with the typical value quoted in the literature [47]. According to (3.15),
we can now directly relate the chemical potential to the ratio T'/T.. Throughout
this work we use T'/T. and p interchangeably to characterise the thermodynamic
state of the superfluid which is justified by the one-to-one correspondence

-1 T
W= (5.20)

In figure 5.1 we show the modulus of the superfluid order parameter ¢ as a func-
tion of the chemical potential p or the temperature ratio T//T.. The static and
homogeneous background solution represents the unperturbed equilibrium super-
fluid condensate. In general, the density of the condensate is defined as n = |¢|?
and its phase is given by ¢ = arg(v). Throughout this work we denote the equilib-
rium density as ng. The value of the scalar charge ¢ plays no role here since it acts
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only as an overall parameter in the action (3.1) and accordingly drops out in the
equations of motion. Moreover we use p = 6 which sets the system into the super-
fluid phase at T'/T. = 0.68 with ng ~ 41.7 for our studies throughout Part I, except
for chapter 7 and section 8.3. In those chapters, on the other hand, we analyse the
vortex dynamics in the superfluid for a number of chemical potentials. We mark the
corresponding values by ticks on the p-axis in figure 5.1. The largest chemical po-
tential we employ is p = 9, corresponding to a ratio of T'/T, = 0.45. We expect the
probe-approximation to be still applicable in this regime. The probe-approximation
becomes less trustworthy for increasing chemical potentials or decreasing tempera-
tures.

Before we review the full set of dynamical equations of motion, let us discuss
the bulk configuration of the gauge-matter fields in the equilibrium solution. We
study both, the low-temperature and the high-temperature branch. Naturally, in
this thesis we are most interested in the low-temperature superfluid phase and for
our studies we will find it very useful in the following chapters to have a good un-
derstanding of the dual bulk configuration of the gauge—matter fields. We therefore
begin our discussion with the low-temperature branch for 7//T. < 1. In figure 5.2
we illustrate the bulk configuration of the fields in this regime. To be specific, we
show the profile of the modulus-squared of the scalar field* |®|? (solid blue), the
temporal gauge-field component A; (dotted turquoise), the scalar charge density
V—9|J°| (dash-dotted red) and the field |®|?/2* (dashed green), computed in the
probe approximation for a chemical potential of ;4 = 6. The spatial gauge-field
components A; are zero in the static background solution. In agreement with our
discussion in chapter 3, the scalar charge density, also referred to as (scalar) charge
cloud, /—g|J°| is non-zero at the black-hole horizon, has a maximum in the inte-
rior of the bulk and vanishes at the boundary. Due to its profile in the interior of
the bulk, it screens the boundary superfluid from the black-hole horizon. At the
boundary z = 0 the scalar field |®|2/2* reduces to the superfluid-condensate density
n = |¢|%. Here n = ng since we show the equilibrium solution. For different choices
of the temperature, or equivalently the chemical potential, of the superfluid, the
bulk profiles of the fields are qualitatively similar to those displayed in figure 5.2.
However, for decreasing temperature, the absolute value of the scalar field in the
bulk grows until it ultimately becomes too large in the vicinity of the black hole (cf.
figure 5.2) for its backreaction on the gravitational geometry to be negligible. At
this point, the probe-approximation breaks down.

Before we proceed to the high-temperature solution, a comment is in order. From a
field-theory perspective, one would expect the Mermin-Wagner—Hohenberg (MWH)
theorem [180, 181] to prohibit the spontaneous symmetry breaking at non-zero tem-
peratures in the two-dimensional superfluid. Nevertheless, in the holographic setup,
a second-order phase transition to a superfluid phase is seen [47, 48, 158]. It has

4Numerically, one finds that there is more than one non-trivial solution for the scalar field ®. The
solutions differ by additional nods in the bulk profile of |®|?. However, the one presented in
figure 5.2 is energetically favoured and believed to be the only stable solution, see e. g. [18].
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Figure 5.2: Typical bulk profiles of the gauge-matter fields of the holographic su-
perfluid in equilibrium for an exemplary chemical potential of u = 6.
The AdS boundary is at z = 0 (right) and the black-hole horizon at
z = 2z, = 1 (left). modulus-squared of the bulk scalar field |®|? is de-
picted by the solid blue line and the temporal gauge-field component
A; by the dotted turquoise line. In addition, we show the scalar charge
density \/—g|J°| in red (dash-dotted) and the field |®|?/z% (in green,
dashed) which reduces to the superfluid density n at the boundary. In
equilibrium, n = ng ~ 41.7. In a related context, a similar version of
this figure has been used before in [257].

further been shown that the transition has mean-field critical exponents [48, 185].
The reason the MWH theorem can be evaded in holography is the large-N, limit
which suppresses thermal fluctuations that would usually destroy the long-range
order. Hence, the nature of the phase transition of the holographic system differs
from the BKT transition that is typically seen in conventional two-dimensional field
theories. In such systems, long-range order is destroyed by thermal fluctuations and
only algebraic long-range order prevails. This is a fundamental difference between
the holographic superfluid model we consider in this work and conventional two-
dimensional superfluids. However, taking into account gravity corrections dual to
1/N. corrections in the boundary field theory, it has been shown that for all non-
zero temperatures in the holographic system, strong infrared fluctuations cause the
phase of the order-parameter field to be washed out everywhere and thus prevent
the spontanecous breaking of the U(1) symmetry [159]. In this case one also finds
algebraic long-range order [159] in the holographic framework. As a result, the criti-
cal exponents deviate from their mean-field values. We note that the latter can also
be achieved by studying broader classes of holographic superfluid or superconductor
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models, e. g., [186, 187].

On the second branch above the critical temperature, for 7'/T. > 1, there is only
a trivial solution for the scalar field, given by ® = 0. Moreover, a vanishing scalar
field implies A; = 0 for the spatial gauge-field components due to isotropy of the
underlying system (see also equation (5.16)) and, after reinstating z,

z

A= (1 - ) , (5.21)

Zh

for the temporal component of the gauge field. For the gauge field, these configu-
rations agree with the ones we have encountered before in section 2.3, c¢f. equations
(2.47) and (2.54), corresponding to solutions of the Einstein—Hilbert—Maxwell action
(2.39). However, a non-zero value of the electrostatic potential A; (5.21) requires the
black hole to be charged and thus to be given by a Reissner—-Nordstrom—AdS, black
hole which is not the case in the probe-approximation. Hence, the solution for the
gauge field and the solution for the gravitational sector, given by the Schwarzschild—
AdS, spacetime with metric (5.1), are not compatible. Indeed, in the Schwarzschild—
AdS, spacetime there is no charge that can source the electric flux in the bulk and
the solution (5.21) is therefore inconsistent and thermodynamically unstable. The
thermodynamically stable and ‘proper’ solution for 7'/T, > 1 would require taking
the backreaction of the gauge—matter fields onto the gravitational sector into account
in which case we would find the metric to be given by the Reissner—Nordstrom—AdSy
metric (2.51), just as in section 2.3 [189].

5.4 Dynamical Equations of Motion and Numerical
Implementation

We are ultimately interested in studying the non-equilibrium real-time dynamics of
the holographic superfluid. In the previous section we have constructed the static
background solution by effectively reducing the equations of motion in (3.9)—(3.11)
to a one-dimensional problem in the holographic coordinate z. To evolve the system
in time, we have to solve the equations of motion (3.9)—(3.11) in the gravitational
background determined by the metric (5.1) without any further simplifying assump-
tions with regard to symmetries of the respective field configurations. While in
the previous section we have left m? unspecified in the equations of motion (5.15)-
(5.18), here we plug in m? = —2 explicitly as it allows us to distinctly simplify the
dynamical equation of motion for the scalar field.
In light of the boundary condition (5.8) for the scalar field, it turns out to be
useful to formulate the equations of motion in terms of the rescaled field @,
5=2 (5.22)

z

We further use the so-called lightcone-derivative defined by

h(z)
2

ViX =0X - 20X for X e{® A, A}, (5.23)
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where we have suppressed the arguments of the gauge—matter fields but keep in
mind that X = X (¢, x, z). By gauge freedom, the z-component of the gauge field is
again set to zero, A, = 0.

After some algebra, the equations of motion (3.9)—(3.11) for the spatio-temporal
gauge-field components and the scalar field read

D2A; =0.V-A—2Im(9*0,9), (5.24)
1 - ~ -
0:V4ds =3 (33214“ + 0y, (0, Ay — amAm)) — |24y, + Im($*0,, @), (5.25)

1 i L
0.V Ay == (aglAm + Oy (02 A — arlel)) — |®24,, + Im($*0,,®), (5.26)

N = DN

V.8 = V2D —iA- VP +i40,d — % (V-A—0.A4,)d

5 (A7), (5.27)

where we have used the two-dimensional gradient V = (0,,,0:,). In addition, we
find from the z-component of the Maxwell equations

0 = 0. A — V2A + 9,V - A —hd.V - A+ 2|D|? Ay
—2Im (é*atci) - hé*azci)) . (5.28)

Equations (5.24)—(5.27) form a closed system of non-linear partial differential
equations in (¢, x,z). Equation (5.28), on the other hand, is by purpose detached
from the other dynamical equations as it is not independent of them. Indeed, due
to the axial gauge condition, equation (5.28) can be expressed as a linear differential
equation in terms of equations (5.24)—(5.27). The boundary conditions for the fields
(5.10)—(5.13) further ensure that equation (5.28) is always satisfied at the conformal
boundary, z = 0. It follows that if equations (5.24)—(5.27) are satisfied, also (5.28)
is satisfied in the whole bulk. Hence, equation (5.28) should rather be interpreted
as a gauge constraint for the axial gauge condition. Likewise, one could equally
well treat the dynamical equation for the temporal gauge-field component (5.24) as
the gauge constraint and (5.28) as the dynamical equation for A;. In this work,
we interpret (5.28) as the constraint equation. In our numerical implementation
we check explicitly that (5.28) is indeed satisfied throughout the evolution of the
superfluid.

Despite their second-order, non-linear and coupled nature, the equations of motion
can be solved in a straightforward manner. In the following we lay out the basic
scheme of our numerical implementation. We first leave aside equation (5.24) and
focus on equations (5.25)-(5.27). In these equations, derivatives with respect to time
appear only on the left-hand sides, hidden in the lightcone derivative V,. On every
fixed timeslice we can therefore compute the right-hand sides of the equations at
every point (x1,x2) and then integrate them with respect to z, imposing boundary
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5.4 Dynamical Equations of Motion and Numerical Implementation

conditions for the fields at z = 0, to find V4 A,,, VA, and V,®. Subsequently,
we undo the linear shift of the lightcone derivative (5.23) in each of the equations
to obtain expressions for the derivatives of the fields A,,, A;, and ® with respect
to time. Upon using an explicit time-stepping algorithm, we propagate the fields
one step forward in time. Eventually, we use these fields on the new timeslice to
compute the right-hand side of equation (5.24). Integrating the result with respect
to z twice, with boundary conditions imposed at z = 0 and z = 2y, we also find A;
on the new timeslice. The boundary conditions for the fields are the same as for the
static equations of motion, cf. equations (5.10)—(5.13).

With regard to technical details, the procedure outlined above is implemented as
follows. Like for the static solution, we expand the fields in a basis of 32 Chebyshev
polynomials on a Gauss—Lobatto grid along the holographic z-direction. Such an
expansion allows for the implementation of derivatives via matrix multiplications.
Along the spatial field-theory directions, we use a pseudo-spectral method. We
expand the fields in a basis of Fourier polynomials which allows us to implement
derivatives with respect to x using discrete Fourier transforms. Throughout Part
I, we employ grid sizes of 512 x 512 points along the (x1,x3)-directions. For the
time propagation, . e., to integrate the fields 0;A,,, 0; Az, and 9,®, we use a fourth-
order/fifth-order Runge-Kutta—Fehlberg algorithm with adaptive timestep size. We
split one unit timestep (in units of z;, = 1) into an adaptive number between 10 and
1000 numerical timesteps. Further details regarding our numerical implementation
of the equations of motion and further technical details are presented in appendix A.
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6 Holographic Vortex-Dipole Dynamics
and Evaluation Method

In the previous two chapters 4 and 5, we have set out our motivation for studying
the real-time dynamics of vortex—anti-vortex pairs in a two-dimensional superfluid
employing the holographic duality. Moreover, we have discussed the corresponding
gravitational model dual to the superfluid in 2 + 1 dimensions. In this chapter, we
now proceed to introducing quantised vortex excitations of superfluids and analysing
their dynamics in the holographic system. To be specific, we qualitatively study the
dynamics of vortex dipoles and discuss the basic concepts and quantitative evalua-
tion methods that we employ in our investigations in this chapter and throughout
this thesis.

In section 6.1, we first comment on some general characteristics and aspects of
topological vortex defects in superfluids and subsequently discuss how we prepare
vortex defects and specifically the initial vortex-dipole configuration in the holo-
graphic system. Thereafter, in section 6.2, we discuss the time evolution of a vortex
dipole and qualitatively analyse the characteristics of its dynamics. The subsequent
section 6.3 is concerned with the introduction of tracking algorithms for the vortices
on the numerical grid. This is necessary as a quantitative analysis of the dipole dy-
namics requires us to determine their trajectories to the highest attainable precision.
In the final section 6.4 of this chapter, we comment on a characteristic feature of the
dipole dynamics in our simulations that becomes evident only once we employ the
tracking algorithms. We show that its origin can be attributed to our initial prepa-
ration of the vortex configuration. By the end of this chapter, we have introduced
and covered all necessary prerequisites needed for the study of the dipole dynamics
on a quantitative level. In particular, in the subsequent chapter 7 we use the highly
accurate vortex trajectories obtained from the tracking methods to quantitatively
characterise the holographic superfluid with respect to its dissipative nature and
finally, in chapter 8, to analyse the kinematic aspects of the dipole dynamics itself,
including the vortex velocities and accelerations.

Throughout this chapter we fix the chemical potential of the superfluid to u = 6,
which corresponds to a ratio of T/T, = 0.68, cf. equation (5.20). However, all
results, discussions and methods presented in the following are universally valid
and applicable for all chemical potentials allowed in the probe-approximation. In
particular, in chapter 7 and section 8.3, we are interested in the dependence of
various aspects of the dipole dynamics on the chemical potential of the holographic
superfluid. For the respective analyses, we employ the same initial conditions and
evaluation methods as presented in the present chapter.
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6 Holographic Vortex-Dipole Dynamics and Evaluation Method

The content of this chapter is mainly based on our publications [164, 258] and
some parts are taken verbatim from them. For a better embedding in the context
of this thesis, we have further added and modified several parts.

6.1 Initial Conditions

Quantised vortices in superfluids, or more generally, in Bose—Einstein condensates
are the quantum analogue to classical eddies [259, 260]. They represent topological
defects in the complex order-parameter field' (¢, z) = /n(t, z) €**®). A vortex
is characterised by a quantised phase winding around its core. The phase field ¢
winds around the position xg of the core by 27w, with w = (27)~! § dp € Z\{0}, the
winding number of the vortex, also commonly referred to as its topological charge.
The phase winding gives rise to a non-vanishing curl V x v(t,x) ~ wo(x — x¢)é
of the superfluid velocity field v(t,x) ~ Vp(t,x), where & points in the direction
perpendicular to the two-dimensional plane (in an embedding of the system in a
three-dimensional space). At the position of the vortex core xg, the quantised phase
winding forces the superfluid density n(t, ) to drop to zero in order to avoid a phase
singularity. Away from the core, the density ‘heals’ back to the background density
no on a characteristic length scale &, the healing length?. While in the GPE the
healing length has an explicit definition (see the next chapter), this is not the case
within the holographic framework. Nevertheless, one may think of the healing length
as the length scale which determines the width of the superfluid-condensate-density
depletion around a vortex core. We will further address this in the next chapter.
Finally, a comment is in order here. In agreement with what we have just discussed,
throughout Part I, we refer to the point around which the phase winds and at which
the condensate density drops to zero as the core of a vortex. When we refer to a
vortex or a vortex-induced density depletion, on the other hand, we mean not only
the core but also the density profile around the core.

The study of quantised vortices in superfluids has been of great interest for many
years now, experimentally as well as theoretically [134]. Since the advent of exper-
imentally realised Bose-Einstein condensates [127-129], investigations of vortices,
their characteristics, and their interactions with the non-condensed excitations of
the system have intensified even more [261]. Nowadays, experimental vortex forma-
tion can be achieved by various refined technological methods. A prominent example
is the rotation of the condensate by lasers [262—264]. This method is mainly used to
create dense vortex lattices, see e. g. [263, 265]. In superfluid helium similar vortex
lattices can be created by rotating the container, cf. [266, 267]. Analogous situations
have also been studied theoretically, within the Gross—Pitaevskii equation [268, 269]
as well as in the holographic system [169, 270, 271]. Other experiential methods

'The idea of quantised vortices was first put forward by Onsager [259] and Feynman [260] for
three-dimensional vortex rings. We will focus more on this aspect in Part II. Excellent reviews
of quantised vortices in ultracold atomic gases and superfluid helium include [134, 261].

2We note that the healing length £ is not to be confused with the externally imposed superfluid
velocities &; which we set to zero in the boundary conditions of section 5.2.
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include for instance using optical potentials or the flow past obstacles, see e. g. [229—
231]. For condensates with spin degrees of freedom, vortices can be created by
‘topological phase imprinting’ [272] (based on the proposals in [273-275]). Despite
being applicable only for condensates with internal degrees of freedom, the topologi-
cal phase-imprinting method resembles the preparation of the initial condition in our
theoretical setup which we will discuss in the following paragraph. Before we pro-
ceed with this discussion, however, let us briefly mention that refined experimental
methods have also been developed to locate vortices in experiments with superfluids
or ultracold dilute Bose gases and even to determine their topological charge, which
are central prerequisites for a possible comparison of our findings discussed in this
thesis with experiments on vortex dynamics. For Bose-Einstein-condensed gases
these include, inter alia, the use of time-of-flight techniques to measure the conden-
sate’s density profile [276-278] and, more recently, spectroscopic methods [232, 279]
(based on [280]). For superfluid helium, the use of so-called tracer particles [281]
has proven very successful, see e. g. [134, 282].

The type of initial condition we have in mind consists of only a single vortex—
anti-vortex pair. In the following three chapters, we will find this apparently simple
system to offer insights not only into the dynamics of single vortices, but also of large
ensembles of vortex defects as well as the holographic superfluid itself. As the name
suggests, the system is composed of one vortex of topological charge w; = 1 and one
vortex of topological charge wy = —1 (‘anti-vortex’). In analogy to electrodynamics,
the vortex—anti-vortex pair can therefore also be referred to as vortex dipole. In
chapter 4 we have set out our motivation for studying the dynamics of such a dipole
in a ‘clean’ theoretical environment. Here, ‘clean’ refers to the minimisation of
uncertainties, of physical as well as numerical nature, in the analysis. From a physics
perspective, the dynamics of a vortex dipole is most accurately studied if there
are no other vortices present that might cause the occurrence of more complicated
many-body interactions which are rather difficult to account for. By our choice for
the initial configuration, such effects are avoided. Numerically, the main sources
of uncertainty originate from the size of the computational domain as well as the
periodicity of the grid. Again borrowing terminology from electrodynamics, due
to the periodicity in the (z1,x9)-directions, the dipole finds itself surrounded by
‘mirror vortices’ Effects on the vortex dynamics originating from the presence of
these mirror vortices have to be minimised in order to capture solely the physics of
a single dipole. The straightforward way to ensure that this is indeed the case is by
choosing the grid size to be, in a sense, sufficiently large. By sufficiently large we
mean that an increase in the size of the grid should have no noticeable effect on the
physics of the vortex dipole to the precision we seek to achieve in our investigations.
In practice, we find that a (x1,x2)-grid of 512 x 512 points, supplemented with our
typical choice for the grid spacing of [ = 2/7 (in units of zy = 1), is sufficient for
our purposes as long as the vortex—anti-vortex separation does not exceed ~ 180
grid points. We give details on our choice for the grid spacing as we go along
in this chapter. Along the holographic bulk direction, we find 32 grid points to
satisfy our needs. To check that the chosen (z1,z2)-grid size is indeed sufficiently
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6 Holographic Vortex-Dipole Dynamics and Evaluation Method

large, we perform one simulation on an additional grid of twice this size, 7. e., 1024
grid points along both directions, and find that the dipole dynamics agrees to the
desired precision. Thus, we restrict all numerical simulations of Part I to grid sizes
of 512 x 512 points and the corresponding maximal vortex—anti-vortex separation.
We prepare the initial vortex configuration by imprinting the vortices individ-
ually onto the homogeneous equilibrium solution of the holographic superfluid at
time t = ty. Specifically, we multiply the winding structure of the vortex configura-
tion into the equilibrium solution of the bulk scalar field ®. For a single vortex of
winding number w; at position (z1,,2,;), this phase-winding configuration is given
by ¢(to, x); = w;arg(z1 — x1,; + i(xe — x2,)), extending over the entire (x1,x2)-
grid. To imprint a number of vortices, the individual winding structures are simply
added up linearly ¢ = >, ;. Subsequently the total phase configuration is multi-
plied into the scalar field ®(tg,x,z) — ®(tg, x, z) €(10:?) for every slice along the
holographic z-direction. In the dual superfluid, this corresponds to multiplying the
respective phase configuration into the static background solution of the superfluid
order-parameter field ¥ (tg, ) — (to, z) €90, However, we stress that in the
holographic framework, it is essential to imprint the phase windings in the entire
bulk and not only at the boundary at z = 0 [161]. See also our comment in the
second to last paragraph of section 3.3. Moreover, we impose the vanishing of the
scalar field® ®(tg,x, z) at the respective positions x; of the vortex cores for every
fixed-z slice along the holographic direction, . e., ®(tg, x;, 2) =0V 2z € [0, z,]. At all
other grid positions, the absolute value of the scalar field remains unchanged. Like-
wise, also the solutions for the gauge-field components Ajs remain unchanged. The
vortices then individual build up their density and true phase profile dynamically as
we propagate the system in time. For our type of initial configuration, consisting of
only two well-separated vortices, the build-up process takes approximately At = 5
unit timesteps. Once the vortices have developed their profile, we reset the time to
t = 0 and begin our analysis of their dynamics. However, we stress that whenever
we quote initial conditions throughout this part, we refer to the configurations at
time tg = —5 and note that at time ¢ = 0 the vortices have already slightly moved
and therefore changed positions. For our purpose this motion can safely be ignored.
The topological characteristics of vortices are universal to all superfluids or Bose—
Einstein-condensed dilute gases. The characteristic shape of the density depletions
around the vortex cores as well as the vortex behaviour, on the other hand, is
determined by the underlying superfluid. Understanding the details of the dynamics
of vortex dipoles in the holographic superfluid is one of our main goals for the next
chapters. Vortices in the holographic superfluid were first constructed? in [161, 162]

3In fact, it turns out that presetting the phase-winding configuration only, suffices for the vortex
solutions to build up dynamically. In order to accelerate the build-up process, however, we
additionally demand the scalar field ® at the positions of the vortices to vanish along the
holographic z-direction.

4For the holographic superconductor, vortex solutions have been constructed before in [188, 283].
However, the stability of these solutions requires the presence of an external magnetic field. This
is not required for vortices in the holographic superfluid [161, 162].

76



6.1 Initial Conditions

500 1.0 500 u
4 0.8 400
300 0.6 Z 300
0.4 % 200 D
100 0.2 100 F .
0, 0.0 ol g

100 200 300 400 500 00 100 200 300 400 500
Grid position x4 Grid position x;

o
(e

e

[\)
o
(e}

o
Phase angle ¢

Grid position xs
B

Normalised density n/ng

Figure 6.1: Illustration of a typical initial configuration of a vortex dipole stud-
ied here. Left: The superfluid density n(x) = |¢(x)|?> normalised to
the static background density ng. The blue dips in the density repre-
sent the vortex and anti-vortex at positions (z1,1,221) = (356,256) and
(x1,2,222) = (156,256), respectively. Right: The corresponding phase-
angle configuration ¢ = arg(¢(x)). Here, the colour map is adapted to
the 2m-periodicity of the phase. The snapshot is taken at time ¢t = 0,
after the vortices have fully developed, cf. the main text for details.

and prominent studies of ensembles of vortices in the holographic superfluid include
[148, 150, 168]. Furthermore, we point out that also in [163] the authors study
the dynamics of single vortex dipoles in the holographic superfluid. However, our
investigations extend and improve on their work in several ways. Later in this
chapter as well as in chapter 8, we comment in more detail on how our results
compare to those presented in [163].

In figure 6.1 we illustrate a typical initial configuration studied throughout the
next chapters of this thesis. It shows a single vortex—anti-vortex pair with a separa-
tion of dy = 100 grid points. The individual vortices of winding numbers w; = 1 and
wy = —1 are imprinted on the quadratic grid at positions (21,1, z2,1) = (356,256) and
(x1,2,222) = (156,256) for the vortex and anti-vortex, respectively. The snapshot
shown in figure 6.1 is taken at time t = 0 when the vortices have fully developed.
In the left panel we show the superfluid density n(t = 0,x) = [1)(t = 0,z)|? nor-
malised to the equilibrated background condensate density ng. The right panel
shows the corresponding phase configuration ¢(t = 0,x) = arg(y)(t = 0,x)) of the
scalar order-parameter field ©. Note that both plots in figure 6.1 comprise the full
(1, x2)-grid. In our numerical implementation we use a grid spacing of [ = 2/7, in
units of 2z = 1. The choice of grid spacing is in principle arbitrary so long as it
ensures that a vortex is resolved by an appropriate number of grid points for the
purposes of the respective investigations. Given our choice, the diameter of an in-
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dividual and isolated vortex-induced density depletion is resolved by approximately
13 grid points at 95% of the background density ng which we find very convenient
for our purposes. Other choices for which the grid spacing is of the same order of
magnitude, however, would also serve our needs. We stress that the physical size
of a vortex is determined by the only free parameter of the holographic superfluid,
namely the ratio p/7 and specifically in our case, for fixed absolute temperature T,
only the chemical potential u. The choice of the grid spacing only determines to
what accuracy we resolve the vortex in our numerical simulations. In the following
chapter 7, we find it more convenient to have a higher resolution of the vortices than
in the present chapter and therefore choose a smaller grid spacing given by [ = 1/8.
See also section 7.3 and the introduction to chapter 8 for a discussion of this matter.

6.2 Dipole Dynamics

Let us now proceed to studying the dynamics of a vortex dipole in the holographic su-
perfluid. In this section we focus on a qualitative description of the vortex evolution
and the underlying physics driving the dynamics. For a detailed and quantitative
analysis we refer to the following chapters.

Once the vortices have been imprinted, they move in the flow field of the re-
spective other vortex. If there was no friction, the vortices would simply move on
straight lines perpendicular to the dipole vector d(t) = (&1 — @2)(t) = d(t) do, here
defined to be directed from the anti-vortex to the vortex and dy = d(0)/|d(0)] is
the corresponding normal vector. This motion of the vortices in parallel is known as
Helmholtz pair propagation®. If the superfluid is dissipative, on the other hand, the
vortices behave differently. Namely, as a result of friction between the topological
defects and the fluid, the vortex velocity decreases relative to the flow field at the po-
sition of the respective vortex. This causes the emergence of a Magnus force, directed
along (opposite to) the dipole vector for the anti-vortex (vortex). In other words,
the Magnus force causes the vortices to approach each other so that they finally
annihilate. For a more detailed discussion of this aspect, see chapter 7. After the
annihilation, the vortices leave behind a rarefaction pulse (or rarefaction wave) that
quickly picks up velocity and eventually decays into sound excitations of the super-
fluid. In the following we denote the direction perpendicular to the dipole axis as the
transverse direction, and the direction parallel to it as the longitudinal direction.

To visualise the vortex behaviour, we consider the vortex-dipole evolution from
the exemplary initial configuration displayed in figure 6.1. In figure 6.2 we show
snapshots of the corresponding density modulation at four times characteristic for
the evolution. Given the initial configuration in figure 6.1, the vortices annihilate
after At ~ 2422 unit timesteps. Before we go into details, we note that the vor-

SNamed after Hermann Ludwig Ferdinand von Helmholtz (1821-1894) who predicted this be-
haviour for one-dimensionally extended straight vortex lines (Wirbellinien) in classical three-
dimensional liquids in his celebrated work [284]. See Part II for further details on Helmholtz’
contribution to the study of vorticity.
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Figure 6.2: Snapshots of the normalised condensate density at four times character-
istic for the evolution of a vortex dipole. The vortices annihilate at time
t = 2422. (a) t = 1600, early to intermediate stage. The vortex—anti-
vortex separation is still large and the vortices are spherically symmetric
in shape. (b) t = 2405, entry stage of the late-time regime. The vortices
have significantly approached each other and their density depletions
mutually deform and merge. (c) t = 2418, final stage of the annihila-
tion. The vortices have strongly deformed and their density depletions
overlap. (d) t = 2427, propagating rarefaction pulse after the annihila-
tion. At even later times the pulse quickly decays into sound waves and
the superfluid equilibrates.

tices approach each other very quickly with a strong suppression of Helmholtz pair
propagation. This hints towards a strongly dissipative nature of the superfluid. In
the next chapter we will find that the system indeed has a strong dissipation and
quantify it precisely.

We now turn to a more detailed discussion of the vortex evolution presented in
figure 6.2. First, we note that time proceeds from the upper left (a) to the lower
right (d) panel. At the time of the first snapshot (¢ = 1600), the vortices have
already approached each other significantly but are still far apart as compared to
the width of their density depletions. Hence, the vortex diameters are much smaller
than the vortex—anti-vortex separation and their shape is perfectly spherical. In this
limit, the vortices can be approximated as point-like depletions in the background
density with regard to the effect they have on one another. We confirm this explicitly
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in the following chapter and find it to be very useful for the quantification of the
mutual friction between the superfluid and the defects. Snapshot (b) is taken at
time t = 2405, 7. e., only 17 unit timesteps before the vortices annihilate. At this
stage of the evolution, the vortex-induced depletions in the superfluid density begin
to deform strongly non-elliptically and merge. A notable deformation of the vortices
sets in only a few unit timesteps earlier than this. The circular or only elliptically
deformed shape of the depletions during most of the vortex evolution is a crucial
prerequisite our following analysis of the dipole dynamics. While it takes most of
the evolution time for the vortices to approach each other, the final stage during
which the vortices deform, merge and eventually annihilate proceeds very quickly,
within approximately 30 unit timesteps. This final stage constitutes only ~ 1.2% of
the total evolution time. Henceforth, we denote this time interval as the late-time
regime of the evolution. Snapshot (¢) is taken at time ¢ = 2418, four unit timesteps
before the vortices annihilate and their phase windings disappear. At this time,
the vortices have merged into a peanut-shaped system with strongly overlapping
density depletions. However, there are still two distinct zeros in the condensate
density corresponding to the vortex cores. Only once the two zeros merge and
form a continuum (with the order-parameter field Fourier interpolated at inter-mesh
points), the quantised phase windings mutually annihilate. After the annihilation,
the vortices leave behind a rarefaction pulse in the superfluid-condensate density,
cf. panel (d) of figure 6.2, which subsequently decays into sound excitations. The
snapshot of the rarefaction-pulse configuration is taken at time ¢ = 2427. We will
study the past-annihilation regime more closely in section 8.4. Once the sound waves
have damped out, the system equilibrates and approaches the background solution
with homogeneous density ng.

6.3 Vortex Tracking

In the previous section we have qualitatively described the time evolution of a single
vortex—anti-vortex pair. We now want to set out the basis for a more quantitative
analysis of the dipole dynamics. We are in particular interested in the trajectories of
the vortices. All other observables that we are ultimately interested in, such as the
velocities and accelerations of the vortices, can be inferred from their trajectories.
In order to extract the trajectories from our numerical simulations, we have to track
the vortices on the (x1,x2)-grid. Naturally, in light of our matching procedure with
the GPE dynamics as well as the computation of derivatives of the trajectories with
respect to time, the vortices have to be located to higher than plaquette-precision.
Hence, we have to introduce a high-accuracy sub-plaquette tracking routine.
Numerically, there are more than one ways to extract the locations of vortices
from simulations of their dynamics. In the literature, one finds that the most com-
mon way of tracking vortices is to locate their phase windings on the numerical
grid, see e.g. [148, 150, 163]. In such procedures, a single vortex is tracked with
plaquette resolution. The main advantage of these plaquette-technique methods is
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their numerical simplicity. They are mainly used for large ensembles of vortices
for which the given precision is sufficient as one is in general not interested in the
behaviour of individual vortices but rather ensemble-averaged observables. In con-
trast, for an in-depth investigation of the dynamics of only two distinct vortices, a
tracking algorithm allowing for sub-grid resolution is required. Such a high level of
accuracy is necessary in order to resolve the vortex dynamics quasi-continuously. In
particular, when the vortices move slower than one grid spacing per unit timestep,
which they do for most of their evolution as we will find in chapter 8, derivatives
of plaquette-precision trajectories with respect to time either vanish or are equal
to unity. Derivatives of trajectories extracted with sub-plaquette precision, on the
contrary, allow for the computation of quasi-continuous vortex velocities and accel-
erations, throughout the entire dipole evolution. For details see also our discussions
in sections 6.3.3 and 8.2.

There exists a larger number of different tracking algorithms that allow for a sub-
plaquette tracking of vortices. For an incomplete list of methods applied to simula-
tions of various physical superfluid systems, see for instance [285-291]. Each of these
methods has its own advantages, drawbacks and limitations. For the purpose of this
work, 7. e., the tracking of a single vortex—anti-vortex dipole on a two-dimensional
background condensate without an external potential, we find that none of those
methods fully satisfies our needs. We therefore propose a new tracking algorithm
which we employ for most of the dipole evolution and combine it with an existing
Newton-Raphson tracking method, used, e. g., in [291] (for a review of various New-
ton methods, see [292]). Combining the two methods ensures that at each stage of
the evolution the vortices are most accurately and numerically efficiently tracked.

In the following subsection we introduce our new tracking algorithm and discuss
its applicability. Thereafter, we review the Newton—Raphson method and eventually
comment on the advantages of combining both tracking methods. In particular, we
contrast the combined routine with a standard plaquette phase-winding technique.

6.3.1 Gaussian Fitting Algorithm

We introduce a new tracking routine that has the advantage of being applicable
for most of the dipole evolution and, moreover, being numerically very efficient.
We stress that numerical efficiency is crucial for our investigations in the subse-
quent chapters, as we perform a larger number of simulations for various superfluid
parameters and initial vortex—anti-vortex configurations. Furthermore, the sought
quasi-continuous nature of the trajectories requires us to track the vortices at every
unit timestep or even more frequently. This adds up to several tens of thousands
of tracking steps. Hence, we strongly rely on time efficient but still highly accurate
tracking algorithms.

In a nutshell, the algorithm we propose tracks the vortices by simultaneously infer-
ring the positions of the minima of the respective vortex-induced density depletions
from a simple fitting routine. To be specific, on a fixed timeslice we choose a rect-
angular subregion of the (z1,z2)-grid that contains both vortices. We then apply
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a fitting algorithm to the superfluid density n(x) in that subregion which captures
both vortex-induced density depletions simultaneously and determines the positions
of their respective minima. We take these to be the locations of the vortex cores.
In practice, we choose the rectangular subregion to be spanned by the vortex dipole
plus 40 grid points in the positive and negative x;- and xa-directions. We have
explicitly checked the independence of our results on the above choice of subregion,
given that it is sufficiently large to capture the density depletions of both vortices.
For the fitting routine itself, we are free to choose any function that captures the
flanks of the vortices sufficiently well. The reason for the independence of the results
on the details of the used profile is as follows. Due to the quantised phase windings
of the vortices, the superfluid density must vanish at the positions of the vortex
cores. Consequently, the density n(z) = |1)(z)|> has a minimum at this location on
the (z1,z2)-grid. Furthermore, for spherical or only elliptically deformed vortices,
the location of the respective minima can be inferred from the flanks of the density
depletions. Therefore, we only have to describe the flanks of the vortices accurately
in order to track their locations by subsequent interpolation to the respective min-
ima. Clearly, this yields the vortex locations with sub-grid resolution as the fitting
function interpolates between the grid points to the minima.

In practice, we fit a linear combination of two two-dimensional upside down Gaus-
sians according to
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to the density profile on the rectangular subregion to determine the core positions
x; = (21,4, x2,;) of the vortices i = 1,2 forming the dipole. The positions x; are
the fitting parameters of interest to us. In addition, the tuple (04, i, 04,,), ¢ = 1,2,
denotes the widths of the Gaussians in the x1- and zo-direction. We impose no
restrictions on the symmetry of the two Gaussians and thus leave the widths as free
fitting parameters. The amplitudes A, Ay and A, are additional fitting parameters
to embed the fit of the vortex dipole into the condensate background. This enables
us to capture the entire vortex dipole in a single fit. For the fitting routine we use
a Levenberg—Marquardt least-squares fitting algorithm. For faster convergence, we
provide an initial guess for the vortex locations by locating their phase windings to
plaquette precision.

As described above, this choice for the fitting function is only one of many options.
Explicit checks with other functions that describe the flanks similarly well show that
the results for the vortex-core positions agree to high accuracy. Let us give a specific
example. Another choice could, for instance, be the approximate analytic solution
for the vortex profile of the Gross—Pitaevskii equation (GPE) [136, 293],

N Tlg(:l! — :L'Z')Q
n(@) = 262 + (x — ;)2

(6.2)
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Here, n(x) parametrises the profile of a spherically symmetric vortex -induced den-
sity depletion but can straightforwardly be generalised also to elliptically deformed
vortices. In addition, ng is again the equilibrium superfluid density and € is the GPE
healing length. In anticipation of our studies in the next chapter, we introduce the
tilde notation here for the GPE healing length and reserve ¢ for the more generally
defined holographic vortex width, cf. section 7.3. We discuss the Gross—Pitaevskii
equation and its solution for the profile around a vortex core (6.2) in more detail in
sections 7.1 and 7.3, respectively. For now, it may suffice to take this solution and
proceed as for the Gaussian above by fitting an appropriate linear combination of it
to the same rectangular subregion of the superfluid density n(t, x).

We find the results for the vortex-core positions to be in excellent agreement with
the ones obtained from the Gaussian fitting routine, with discrepancies occurring
only on the few-percent level (in grid points). In the following, we take the absolute
deviations between the respective positions to be an estimate for the uncertainty
of the extracted core positions. The maximal absolute discrepancy we find is given
by 4+0.02 grid points. We expect the uncertainty of the vortex positions from the
Gaussian fitting routine to be of this order of magnitude. However, we stress that
this estimate is solely based on the comparison of the results obtained from both
fitting routines. We will later find that discrepancies between the positions extracted
from the fitting routines and a second tracking method that we introduce in the next
subsection are also of this order of magnitude, thus corroborating our estimate of the
uncertainty. Since the exact vortex locations are unknown, it appears not feasible to
determine an exact error of the extracted positions. In particular, the uncertainty
reported by the fitting routine itself cannot be used for obvious reasons since the
shape of the vortex-induced density depletion is clearly not entirely captured by a
Gaussian.

To further check if the estimate of +£0.02 grid points for the error is sensible, we use
the following toy model. We take the static background solution for the superfluid
density on the quadratic grid and imprint two upside-down Gaussians at random,
inter-mesh, positions onto it. For the numerical parameters of the Gaussians we take
values similar to the ones we obtain from the fitting routine above. We proceed as if
these density depletions were vortices and use the procedure with the approximate
analytic GPE vortex solution (6.2) outlined above to find their locations on the
numerical (z1,22)-grid and the compare the outcome with the analytically known
positions of the density depletions. We repeat this several times for different ini-
tial random positions in order to analyse whether the discrepancies depend on the
locations of the density depletions relative to the integer grid points. Moreover,
we proceed likewise with the roles of the Gaussian and GPE vortex solutions inter-
changed. We find that for both scenarios the deviations between the analytically
known positions and the ones extracted from the fitting routine are again of the
order of £0.02 grid points. While this is only a toy model, it nevertheless shows
that the error estimate for the vortex locations is reasonable.

The reason we use the Gaussian (6.1) for all practical purposes in the fitting
routine and not the approximate GPE vortex solution or other alternatives is its
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6 Holographic Vortex-Dipole Dynamics and Evaluation Method

analytical simplicity and the fast numerical convergence of the fitting algorithm. In
figure 6.3 we illustrate such an exemplary fit to the superfluid density profile n(x).
We note that we indeed fit the entire dipole system as explained above but restrict
the plots in figure 6.3 to only one of the vortices in order to aid the readability.
In the upper panel, the fit (dashed red line) to the condensate-density depletion
(blue dots) is shown in a cross section of the vortex along the zj-axis for fixed x5
grid position. The chosen value of x9 is the nearest integer grid position to the
xo-location obtained from the fitting routine. The fit clearly captures the steepest
segments of the flanks to high accuracy, but does not reach the minimum of the
depletion. Remarkably, this is not necessary to track the location of the minimum.
In addition, we point out that only very few data points on the flanks are required
to accurately determine the vortex location. In the lower panel of figure 6.3 we show
a contour plot of the same fit to the vortex-induced density depletion. The colour
coding for the condensate density is the same as above in figure 6.1 and the contour
lines of the fit are displayed in grey-scaling. The isolines of the Gaussian are not
perfectly circular due to the discrete nature of the numerical grid. This concerns in
particular the innermost contour line.

The Gaussian tracking algorithm has the great advantage of being numerically
easy to implement and requires very little computation time. It can be applied
to vortices that are either spherically symmetric or elliptically deformed as both
geometries can be captured by Gaussians. We have seen above in section 6.2 that
these requirements are satisfied for most of the dipole evolution. However, as soon as
the vortices deform non-elliptically and the density depletions begin to overlap, this
tracking algorithm breaks down. The reason for this is simply that a Gaussian can no
longer account for such strong non-symmetric deformations. The fits can no longer
accurately capture the flanks and thus fail to interpolate to the real minima. For
the evolution of a single vortex dipole (with the numerical parameters as discussed
above), non-elliptical deformations set in approximately 30 unit timesteps before
the vortices annihilate, ¢f. our discussion in section 6.2. At that time, the vortices
are approximately eleven grid points apart®. To determine the vortex trajectories in
the next section, we can therefore rely on the Gaussian-fit tracking routine only for
vortex—anti-vortex separations larger than d(¢) = 11 grid points. As a side remark,
we note that we employ our analysis of the dipole dynamics only for times later
than t = 0, when the vortices have fully developed their characteristic shape in the
condensate density.

5This holds true for our present choice of the grid spacing, given by | = 2/7. Upon changing
the grid spacing and thus the vortex resolution, the vortex—anti-vortex separation at which the
Gaussian fitting routine breaks down changes as well. For | = 1/8, our choice in the next
chapter, the fitting routine breaks down at a separation of d(t) = 25 grid points. This is crucial
for our analysis and has to be taken into account in chapter 7.
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(i) Cross section of the superfluid density (blue dots) and the Gaussian fit (dashed red line)
through the vortex along the x;-axis for fixed zo = 256.
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(ii) Two-dimensional contour plot of the Gaussian fit to the vortex. The superfluid density
is colour-coded as in the previous figures, and the contour lines of the fit are illustrated
in grey-scaling. Due to the discrete nature of the numerical grid the contour lines are
not perfectly circular.

Figure 6.3: Illustration of a Gaussian fit to a spherically symmetric vortex-induced
density depletion in the superfluid used in the tracking algorithm to lo-
cate the vortices on the numerical grid. In the fitting routine we capture
the vortex and the anti-vortex simultaneously. For conciseness we only
show the anti-vortex here.
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6.3.2 Newton—Raphson Tracking Algorithm

In the previous subsection we have seen that there is a need for an alternative vortex
tracking algorithm in the regime of overlapping density depletions. A reliable method
to locate vortices on the numerical grid even for strongly deformed vortex-induced
density depletions around their cores is given by the Newton—Raphson (NR) method.
The NR method is a standard algorithm for numerical root-finding and therefore
ideally suited to locate vortices on our two-dimensional grid. In the literature,
the NR method is already a well-established vortex tracking routine, cf. [286, 287,
291]. In the following, we briefly outline the main aspects of the corresponding
algorithm and discuss its advantages and drawbacks as compared to the Gaussian
fitting routine.

On a fixed timeslice, the Newton—Raphson method locates the vortices by nu-
merically finding the corresponding zeros in the superfluid density n(x) = |1 (x)|?.
More specifically, the method is based on an iterative procedure that finds the roots
of the complex-valued order-parameter field 1, where for now we use

_ (Belu@)
w“”‘@mwmo’ 03

instead of ¢(x) = Re[¢(x)]+ilm[ip(x)], allowed by the isomorphism between C and
R? as additive groups. Starting from an initial guess for the vortex position xf, the
next better approximation is obtained from a Taylor expansion of ¥ (x) about %,

0= (@) = Y(af) + J (&) - (s — 2§) + O [(z; — 2§)?] . (6.4)

Here, we have used ¢ (x;) = 0, for ; the location of the i-th vortex, and introduced
the Jacobian matrix,

Re[0z,9(x)] Re[Ox, 9 ()]
J(x) = ! 2 . 6.5
®) GM%W@HIM%W@H (65
If the Jacobian has full rank it can be inverted to solve (6.4) for the vortex position
L,

zi = af — I (@) (@) + O (@i — )] . (6.6)
Iterating this procedure, @; converges to the desired true vortex position with sub-
plaquette precision. To evaluate the Jacobian at inter-mesh points, we Fourier in-
terpolate the field ¥ on the entire (z1,x2)-grid. This also ensures that the tracking
algorithm respects the periodicity of the field configuration. Remarkably, the NR
algorithm requires no prior assumptions with regard to the shape or symmetry of
the density depletions of the vortices. To ensure that the tracked zero @x; indeed cor-
responds to the location of the i-th vortex, one has to check explicitly if the phase

of the order-parameter field winds around this position by +27. As initial guess x%
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for the vortex location, we use the approximate position obtained from tracking its
phase winding. It turns out that plaquette-precision for the initial guess is sufficient
to ensure convergence of the NR algorithm. We stop the iterative procedure once
the condition n(x;) < 1078 ng is satisfied.

In general, the Newton—Raphson method has the advantage of being universally
applicable for the tracking of vortices, independent of the background geometry
of the condensate and the vortex shape. This makes the algorithm superior to
the Gaussian fitting routine during the late-time regime of the dipole evolution
in our studies, when the density depletions strongly deform and overlap. On the
downside, the success of the convergence is dependent on the initial guess for the
vortex position. If the initial guess deviates too strongly from the real solution, the
algorithm might get caught in an infinite loop. Furthermore, to ensure accuracy of
the algorithm, the Fourier interpolation of the field ¢ and its derivatives requires
a large number of grid points. For our purposes in this work, these drawbacks are
negligible. Taking the approximate position from locating the phase winding of
the vortex core as initial guess ensures convergence of the algorithm. In addition,
we find that for grid sizes of 512 x 512 points the uncertainties from the Fourier
interpolation are negligibly small. Nevertheless, the Newton—-Raphson method has
the disadvantage of being numerically much less efficient than the Gaussian fitting
routine. While all steps of the tracking algorithm are in principle straightforward
to implement, the number of recurrences of the numerical operations are very time
demanding. In particular, at every step of the iterative procedure the three fields
Y, 05,1 and 0., have to be Fourier interpolated and evaluated at position x; and,
in addition, the 2 x 2 Jacobian matrix has to be inverted. Despite the fast (in
principle) quadratic convergence, this causes the algorithm to be distinctly slower
than the Gaussian fitting routine.

In figure 6.4 we directly compare the vortex trajectories extracted from a simula-
tion of the dynamics a vortex dipole using the Newton—Raphson method with those
extracted from the same simulation using the Gaussian fitting routine. We apply
both algorithms at every unit timestep of the evolution. The initial condition for
the dipole evolution is again given by the exemplary configuration of figure 6.1, 7. e.,
a vortex dipole horizontally aligned at zo = 256 with a size of dy = 100 grid points.
We find that for all vortex—anti-vortex separations larger than eleven grid points,
the two tracking algorithms yield the same results for the vortex locations within a
maximal absolute deviation of 0.02 grid points. This corroborates our earlier discus-
sion regarding the uncertainty-estimate for the vortex locations from the Gaussian
fitting routine. In figure 6.4 the uncertainty is far smaller than the point sizes and
therefore not explicitly indicated. During the late-time regime, 1. e., for dipole sizes
d(t) < 11, figure 6.4 clearly displays the break-down of the Gaussian fitting algo-
rithm. The corresponding vortex trajectories continuously bend and finally advance
almost in parallel. Evidently, this is not how the vortices behave in our simulation,
see also figure 6.2 for comparison. The NR method, on the other hand, accurately
captures how the vortices approach and finally annihilate.
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Figure 6.4: Vortex trajectories extracted from the dipole dynamics using the Gaus-
sian fitting routine (red diamonds) and the Newton-Raphson method
(blue dots). During the final stage of the evolution the two tracking
algorithms yield strongly disagreeing vortex locations, indicating the
break-down of the Gaussian fitting routine for strongly deformed and
overlapping density depletions. At earlier times, the positions obtained
from both methods are in excellent agreement with deviations signifi-
cantly smaller than the point sizes.

6.3.3 Sub-Plaquette Vortex Tracking

We are now equipped with two tracking algorithms that allow us to determine the
grid positions of the moving vortex cores to high accuracy with sub-grid-spacing
resolution. To optimise accuracy as well as numerical efficiency, we combine both
methods to extract the vortex locations in our investigations in the following chap-
ters. Numerically, the Gaussian fitting routine is distinctly faster then the NR
method. Hence, for vortex—anti-vortex separations larger than d(¢) = 11 grid points
we employ the Gaussian fitting routine, as in this regime the two methods yield,
within the given uncertainty, the same results for the vortex locations. For smaller
separations, on the other hand, when the dipole system merges and the vortices de-
form, we use the Newton—Raphson method. We recall from our discussion in section
6.2 that this regime makes up only about 1.2% of the total dipole evolution for an
initial vortex—anti-vortex separation of dy = 100 grid points. However, this fraction
obviously grows for smaller initial separations.

The combination of the two tracking procedures allows us to determine the po-
sitions of the vortices in a precise and quasi-continuous manner throughout their
entire evolution, on every fixed timeslice. We contrast this to the standard plaque-
tte technique of locating the phase windings of the vortices, where the positions can
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Figure 6.5: Comparison of the vortex trajectories extracted from the dipole dynamics
from our combined tracking routine (blue dots) and the standard pla-
quette technique of locating the phase windings (red diamonds). This
illustrates the quasi-continuous nature of the vortex trajectories which
is a crucial prerequisite for many investigations throughout this work.

only be extracted with an uncertainty of one grid point. For the trajectories, this
implies a stair-like structure since the vortices can only jump from one integer grid
point to another. For an exemplary dipole evolution, we show a comparison of the
vortex trajectories obtained from our tracking procedure (blue dots) and the stan-
dard plaquette technique (red diamonds) in figure 6.5. We apply both algorithms
at every unit timestep of the evolution. For a better visualisation of the differences
between the two methods, we employ a slightly different initial configuration for
the dipole than so far in this chapter. To be precise, we rotate the configuration
displayed in figure 6.1 by 7/4 counter-clockwise such that the vortices are aligned
along the diagonal of the (x1,z2)-grid. Subsequently, we evolve the system in time
until the vortices have annihilated. Figure 6.5 clearly illustrates our description of
the stair-like and quasi-continuous nature of the respective trajectories. Evidently,
the gain due to the sub-plaquette tracking procedures is immense and allows us to
resolve the characteristic behaviour of the dipole to much higher accuracy. It also al-
lows us to study the velocities and accelerations of the vortices which would only be
discrete for the stair-like trajectories. Furthermore, we will find in chapter 7 below
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that only due to the strong increase in precision we can successfully match the dipole
dynamics in DGPE and holography. Hence, the tracking procedures set the basis
and are a crucial prerequisite for all of our investigations in the following chapters.
Henceforth, we refer to the combination of the tracking methods as one tracking
routine or tracking procedure. While this eases the notation, we nevertheless keep
in mind the change in algorithms at short distances (or late times).

To conclude this section, let us give an empirical estimate for the advantages
of the sub-plaquette tracking methods over the phase-winding plaquette-technique.
For times distinctly earlier than the late-time regime, it takes approximately 30 unit
timesteps for one vortex to move as far as one grid spacing. On average during
the early stages of the evolution, every red diamond of the stair-like trajectory
in figure 6.5 therefore corresponds to 30 unit timsteps. From the sub-plaquette
tracking algorithms, on the other hand, we obtain 30 distinct positions (blue dots)
at inter-mesh points, demonstrating the quasi-continuous nature of the extracted
trajectories. With proceeding time, however, the vortex velocities increase and the
number of timesteps it takes the vortices to move as far as one grid spacing reduces
gradually. Consequently, the increasing velocity diminishes the differences between
our tracking procedure and the plaquette technique of locating the vortices, cf. figure
6.5. In particular, during the late-time regime the vortices move of the order of one
grid point per unit timestep as evidenced by the reduced density of data points in
this regime in the figure above. In order to track the vortices such that the spatial
separation of the vortex locations at two consecutive times is of the same order
throughout the evolution, we have to track the vortices more frequently than at
every unit timestep during the final stage of the evolution. However, for now the
given precision, also during the late-time regime of the evolution, is sufficient for our
purposes, and we postpone a discussion of the trajectories in the late-time regime
to chapter 8.

Finally, let us stress that we cannot unequivocally validate our results for the
vortex locations. However, the strong consistency in the results obtained from the
various tracking algorithms, ¢. e., the fitting routines with different profiles and the
NR method, as well as its consistency with our expectation and the observed be-
haviour of the vortices, provides strong evidence that the results are reliable and
highly accurate.

6.4 Phase Healing

In this final section, we want to point to an important feature of the dipole dynamics
studied above that is essential also for our investigations in the next chapters and
that highlights the increase in precision gained from our tracking routine. Figure 6.5
clearly indicates that during the initial propagation of the vortices their trajectories
bend slightly outwards. Only after some time we find the vortices to approach
each other on inward-bended curves. The outward bending can only be resolved
due to the sub-plaquette resolution of the tracking routine since its magnitude is

90



6.4 Phase Healing

smaller than the distance between two grid points (given our choice for the grid
spacing of | = 2/7). Further investigations of this effect show that it occurs for
all initial vortex—anti-vortex separations and arrangements of the vortices on the
(z1,x2)-grid. A priori, such a behaviour of the vortices is not expected. Indeed,
one would intuitively rather expect the vortices to approach each other on inward-
bended curves, just like they do after the slight but distinct outward bending. In
the following, we present an explanation for the observed behaviour.

The outward bending can be attributed to the preparation of the initial vortex con-
figuration used in our simulations. We imprint the two vortices independently onto
the background condensate by linearly superimposing their phase-winding structures
and multiplying the sum into the scalar field. For a ‘proper’ vortex dipole, in con-
trast, the phase configurations of the vortex and anti-vortex are coupled. A vortex
dipole constitutes a unique solution to the equations of motion (3.9)—(3.11), differing
from the linear superposition that we imprint in our initial condition. Thus, in our
preparation of the initial vortex configuration we omit the important fraction of the
dipole phase configuration that couples the vortex and anti-vortex phase configura-
tions. This missing part causes the observed outward bending of the vortices.

As we propagate the system in time, we find that the phase configuration of
the dipole ‘heals itself’. Indeed, during the evolution of the vortices, the individual
vortex and anti-vortex phases dynamically couple and transition into a proper dipole
solution. Once this process terminates, the vortices exhibit the expected behaviour
of a dipole, with approaching and inward-bended trajectories. We call this initial
process ‘phase healing’ and refer to the corresponding time interval as the early-time
regime of the evolution. We stress that the phase healing is not a feature specific to
the holographic superfluid, nor does it give any insight into the dynamics of vortices
in the holographic superfluid. It has only to do with how we initialise the vortex
configuration and we will find below in chapter 7 that it also occurs in the evolution
of vortex dipoles in the Gross—Pitaevskii equation. In addition, similar effects have
been found before in the preparation of soliton solutions” in the GPE [295, 296].

In order to illustrate that the missing fraction of the phase configuration indeed
causes the vortices to bend outward, we compare the non-coupled phase structure
prepared in the initial dipole configuration to the phase structure of the proper
vortex-dipole solution. Our procedure is as follows. We start from a typical ini-
tial vortex configuration such as the one we have displayed in figure 6.1 and evolve
the dipole system in time until the phase has fully healed and the vortices move
along inward-bended trajectories. We then take a snapshot of the phase configu-
ration and compare it with the linearly superimposed phase-winding configuration
for the dipole system that we would imprint if the current location of the vortices
was taken as new initial configuration. Subtracting the latter from the former yields
the initially ‘missing’ part of the phase configuration, i.e., the component of the
proper phase configuration that couples the vortex and anti-vortex phases. If this

"Solitons are localised depletions in the condensate density with a phase jump across their respec-
tive minimum. See e. g. [294] for details.
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Figure 6.6: Flow lines illustrating the origin of the initial outward bending of the
vortex trajectories in the dipole dynamics. In the initial preparation
of the vortex configuration we linearly superimpose the phase-winding
structures of the vortex and anti-vortex. For a proper vortex dipole,
however, the phase structures are coupled, yielding an additional com-
ponent to the total phase configuration. The shown flow lines result from
the negative gradient of this missing component which, if present, would
compensate the outward bending.

phase configuration is not taken into account in the preparation of the vortices, the
resulting flow field causes the vortex trajectories to initially bend outward. This
is illustrated in figure 6.6. Here, we plot the streamlines of the negative gradient
field of the missing phase configuration on the (x1,x2)-grid. Evidently, if the corre-
sponding sign-reversed phase configuration was included in the initialisation of the
vortices, it would counteract the outward-driving flow lines and the vortices would
follow inward-bended mutually approaching trajectories. In addition to the phase
configuration in figure 6.6, we also plot the normalised density modulation n(x)/ng
at the same time at which we take the snapshot of the phase configuration. Another
interesting feature of the flow lines in figure 6.6 is that away from the dipole the
components of the streamlines along the transverse direction of the vortices point
in the direction opposite to the centre-of-mass motion which is directed along the
negative xy-axis. The motion of the vortices along this direction is therefore slowed
down. In section 8.2 we show this explicitly. We are not aware of a closed-form
expression for the coupled phase configuration of a proper vortex dipole. This is
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why, throughout this part of the thesis, we imprint vortices just as discussed above
and for the analysis of the dipole motion neglect the early phase-healing regime.

We find that the phase healing depends mildly on the initial separation of the
vortices and takes slightly longer if the vortices are further apart. We confirm this
explicitly in our quantitative analysis of the dipole kinematics in chapter 8. For
the initial vortex configuration of figure 6.1, 7. e., a horizontally aligned vortex—
anti-vortex pair with a separation of dy = 100 grid points, the phase healing takes
approximately At = 600 unit timesteps. Note that this makes up a considerable frac-
tion, namely ~ 25%, of the total dipole evolution, taking At = 2422 unit timesteps.
Since the phase healing is a continuous process, it is not possible to pinpoint an
exact endpoint. However, one can estimate it by studying at what point the out-
ward bending ends. In all following investigations of Part I, the consequences of the
phase healing on the kinematics of the vortex dipole have to be taken into account.
Indeed, if they were not taken into account and therefore not excluded from certain
analyses, they would spoil the results. For instance, while the same effect of the
phase healing occurs in our GPE simulations in chapter 7 just as in holography, it is
naturally not accounted for in the HVI equations. Thus, the phase-healing regime
has to be explicitly excluded from the matching procedure with the HVI equations
in the next chapter. We comment further on this as we go along in section 7.3.

The above discussion clearly illustrates the great importance of using a sub-
plaquette tracking routine to extract the vortex trajectories from the numerical
simulations. If we tracked the vortices using plaquette techniques only, we could not
resolve the phase-healing regime. Moreover, most the analyses of this thesis would
not be possible. Our tracking routine is also a key improvement of our analysis of
the dipole dynamics on the results of [163]. Indeed, the authors of [163] only employ
a plaquette-precision tracking routine which therefore implies, inter alia, that they
cannot resolve the phase-healing regime that is present in their simulations as well
which we infer from their set of initial vortex configurations. Consequently, they do
not exclude the corresponding time interval from their analysis of the vortex—anti-
vortex separation and in particular its functional dependence on time. In chapter
8 we show that excluding the early-time regime is in fact an essential aspect of the
analysis. For further discussions regarding the comparison of our results with [163],
see section 8.1.
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7 Quantification of Dissipation in the
Holographic Superfluid

In the previous chapter 6, we have qualitatively studied the dynamics of vortex
dipoles, and introduced a high-precision tracking routine that allows us extract
quasi-continuous vortex trajectories from our real-time simulations. We now begin
with our quantitative analysis of the dipole dynamics.

The goal of the present chapter is to quantitatively characterise the holographic
superfluid in the presence of vortices with respect to its dissipative nature. The
guiding question one should keep in mind throughout the next sections is what
physical parameter regime the holographic framework captures and how the observed
vortex dynamics compares to the analogue in real-world superfluids such as liquid
helium and Bose—Einstein condensates. In order to answer this question, we match
solutions of the dissipative Gross—Pitaevskii equation (DGPE) to the dynamics of
a vortex dipole in the holographic superfluid. To be specific, we tune the free
DGPE parameters so that the vortex sizes as well as the spatio-temporal vortex
trajectories in both theories agree to high accuracy. Furthermore, we compare the
matched dipole dynamics to solutions of the Hall-Vinen—lordanskii (HVI) equations
for the mechanical motion of point vortices in dissipative superfluids. Using known
relations between the DGPE and the HVI equations, we extract friction coefficients
characterising the dissipation of the holographic superfluid. Finally, we compare
our numerical results for the friction coefficients of the holographic superfluid to
experimentally accessible superfluids such as superfluid helium and cold atomic Bose
gases. For such systems we infer the friction coefficients from measurements of the
vortex diffusivity.

This chapter is organised as follows. In section 7.1, we first introduce the (dissi-
pative) Gross—Pitaevskii model and comment on its applicability in the description
of cold Bose gases in two as well as three spatial dimensions. Furthermore, we
briefly comment on our numerical implementation of the DGPE. In section 7.2 we
shift focus and review the HVI equations for a single vortex dipole. In particular,
we use known relations between the DGPE and the HVI equations to relate their
parameters. We then proceed to the main part of this chapter in section 7.3 and
match solutions of the DPGE to the dipole dynamics in the holographic superfluid.
Furthermore, we show that within a certain regime, the matched dipole trajecto-
ries also obey the HVI equations. In the final section 7.4, we interpret our results
with regard to the experimental relevance of the holographic description of vortex
dynamics in a superfluid.

For our investigations in this chapter we slightly adapt the numerical parameters
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of the holographic system and change the grid spacing from | = 2/7 to [ = 1/8,
while simultaneously keeping the number of grid points fixed. In this setting, vortex-
induced density depletions are resolved by a larger number of grid points than in the
previous chapter which we find convenient for our matching procedure. With regard
to physical observables such a rescaling has no consequence. In order to distinguish
parameters denoted by the same letter in holography and DGPE, we denote the
respective DGPE parameters with a tilde.

The content of this chapter is mainly based on our publication [258] and some
parts are taken verbatim from it. For a better embedding in the context of this
thesis, we have further added and modified several parts.

7.1 The (Dissipative) Gross—Pitaevskii Model

In this section, we briefly summarise the implications of the (dissipative) Gross—
Pitaevskii model for the description of cold Bose systems. For a concise discussion
see, e.g., [214]. The Gross—Pitaevskii equation is a non-linear Schréodinger equa-
tion in the mean-field regime for the order-parameter field ¢ (t,x) of a cold un-
damped Bose gas. More relevant for our studies in this thesis, the dynamics of a
cold Bose gas subject to damping due to interactions between the condensate and
the non-condensate excitations, can be described by the dissipative Gross—Pitaevskii
equation (DGPE) for the order-parameter field. Reinstating % for the moment, the
DGPE for a single-component Bose system is given by

2
RO @) = —(+7) |5 V2 4 gl @) | vt (1)

Here, M is the mass of the bosons, g characterises their interactions, 7 is a dimen-
sionless phenomenological damping parameter quantifying the dissipation, and f is
a chemical potential representing a constant shift of the single-particle energy. For
v = 0, equation (7.1) reduces to the (non-dissipative) standard Gross-Pitaevskii
equation (GPE).

To match a solution of the dissipative GP (DGP) model to the dipole dynamics
in the holographic superfluid, we numerically solve equation (7.1) in two spatial di-
mensions. However, as written above, equation (7.1) is likewise applicable in three
spatial dimensions if the dimensionality of the fields and parameters is adjusted
accordingly. In the following, we set the stage for the matching procedure in this
chapter and briefly comment on the conditions under which the DGPE (7.1) or more
generally the GPE is applicable to the description of cold Bose gases. Moreover, for
a comparison of our numerical simulations with results obtained in experiments on
the dynamics of vortices in Bose gases performed in quasi-two-dimensional trap-
ping potentials, we need to distinguish different conditions in the crossover regime
between strictly two and strictly three spatial dimensions.

Quite generally, the GP model provides a quantitatively valid description of di-
lute ultracold, 4. e., condensed — or ‘degenerate’ — Bose gases, typically prepared
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with alkali atoms. Dilute means that the length scale characterising the collisional
interactions is much smaller than the mean inter-particle spacing. While at very
low temperatures (T < fi), the GP equation itself provides a good approximation
of the condensate dynamics, a self-consistent evaluation of the combined dynamics
of the condensate field ¥ and the thermal component is required at higher tem-
peratures, and is increasingly difficult the closer T is to the critical temperature of
Bose-Einstein condensation. An even more intricate problem is set by non-dilute
systems such as superfluid helium where strong quantum fluctuations and depletion
of the condensate, also at very low temperatures, limit the applicability of equation
(7.1) and one generically resorts to other approaches, in particular the Tisza—Landau
two-fluid model, c¢f. our discussion in section 3.1.

The atoms’ two-body interactions at the energies prevailing in dilute systems are
well captured by a single parameter, the s-wave scattering length! a, with values
of a ~ 3nm and a ~ 5nm for the most commonly used elements sodium ?*Na and
rubidium 8"Rb, respectively. The s-wave approximation implies that the two-body
interactions entering the many-body field theory are local in space and time, meaning
that the ultraviolet length scale below which this locality is violated corresponds to
collision energies much higher than those attained in the low-temperature system,
see, e. g., [298].

However, the actual value of the respective GP coupling parameter g and the con-
ditions for mean-field and perturbative approximations to be valid depend on the
dimensionality of the system. Let us, for simplicity, assume that the Bose system
described by (7.1) is confined within a d-dimensional box of volume V with peri-
odic boundary conditions such that its ground state is characterised by a uniform
mean-field condensate density nog = V! [}, da [¢(¢,x)|? = ||¢||*. For gases trapped
in three-dimensional volumes V ranging between 107!% and 10716 m3, typical ex-
perimental densities n4—3 are between 10'? and 10'° particles per cm?® [298]. In
three spatial dimensions, the interactions are characterised by the coupling constant
g = ga—s3 = 4mh%a/M, with the three-dimensional s-wave scattering length a.

For a given coupling g and a background condensate density ng in d dimensions,
the characteristic length scale of the condensate is the healing length

h

(2Mgno)'* i

€ is the scale on which the density rises to the uniform background value ng near an
infinite potential wall. Likewise, as we have discussed in the previous chapter, £ sets
the length scale on which the density around a vortex core ‘heals’ to its background
value, 7. e., it determines the diameter of a vortex-induced density depletion. Note
that (7.2) holds for all spatial dimensions, with g and ng adjusted accordingly.

An important parameter in three-dimensional cold Bose gases is the diluteness
¢ = v/ng=3a3, which depends on the ratio of the scattering length a and the density
of the atoms which is inversely related to the mean inter-particle separation. The

'For a pedagogical introduction to low-energy quantum-mechanical scattering theory, see [63, 297].
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diluteness needs to be small for a mean-field description in terms of the DGPE (7.1)
or including perturbative corrections to equation (7.1), to be valid in three spatial
dimensions. In dilute alkali gases it is ¢ ~ 1073 while in superfluids like *He it is of
order unity.

More relevant for the settings discussed in this thesis, various experimental real-
isations with a quasi-two-dimensional trapping geometry have been achieved, with
a transverse confinement down to a (atomic) cloud thickness of o ~ 10%...10%nm
[32, 33, 40, 230, 250, 251, 299]. As this thickness is still considerably larger than
the respective three-dimensional scattering lengths a of the alkali gases, the cou-
pling entering the DGPE (7.1) in such a quasi-two-dimensional setting is given by
g = V8rh*a/(Mo) [40, 219, 300]. We point out that while generic settings are
characterised by the small dimensionless ratio a/o, substantially larger values of ¢
are possible near a so-called confinement-induced resonance [301]. Typical exper-
imental two-dimensional densities are n ~ 103 m=2 [32, 33, 40], implying healing
lengths (cf. equation (7.2)) € = (4v/2man/o)~/? between 0.4 and 2 um, which are
usually smaller than or similar to the cloud thickness o. Such cloud geometries are
still three-dimensional for the collisions between particles. Hence, if also the particle
motion in the confined direction occupies many transverse trap levels, the validity of
mean-field and perturbative approximations is ensured by a small three-dimensional
diluteness parameter ( = y/na3/o, with two-dimensional density n.

In modern experiments, however, only the lowest transverse trap mode is pop-
ulated in typical quasi-two-dimensional settings and hence the states are strongly
localised in the transverse direction. This implies that perturbation theory is con-
trolled by the small dimensionless parameter (4—o = a/(v/2mwo) which typically
takes values between 1072 and 1072 and does not depend on the particle den-
sity [32, 33, 40, 298]. For even tighter confinement, i.e., approaching the two-
dimensional limit, the parameter (4—o becomes sensitive to the density of the conden-
sate. In this case, the expansion parameter is instead of (4—o = a/(v/270) given by
Ca—o ~ 1/|In(na?_,)|, with ag—o = o\/m/Bexp{—+/7/20/a}, being the respective
two-dimensional scattering length, where B ~ 0.916 is Catalan’s constant. Thus,
Ca—2 ~ 1/|In(no?mr/B) — /27 o /a|, which accounts for the confinement-induced res-
onance [40, 300-302].

In the following we finally comment on the dissipative damping of the condensate
order-parameter field ¢ caused by the interactions, which is taken into account in
the DGPE (7.1) by a non-zero value of the dimensionless phenomenological damping
parameter .

If the temperature T of the condensed Bose gas is large compared to the zero-
point energy but well below the critical temperature of the phase transition, which
in two spatial dimensions is of BKT type, the interactions between the condensed
and thermal particles give rise to exponential damping in the limit of long evolution
times, once initial effects have been damped out which may arise, e.g., from the
particular quench bringing the system out of equilibrium. Within a perturbative
expansion of the time-dependent self-energy, the damping parameter v results, in

98



7.1 The (Dissipative) Gross—Pitaevskii Model

two-particle-irreducible two-loop approximation, quadratic in g and thus a, as [249]

12 Ma?kpT

mh? ’
Here we have for the moment re-introduced the Boltzmann constant kg. We note
that, if we take the chemical potential i in (7.1) to equal the energy eigenvalue
i = gng of the zero-momentum eigenstate of the stationary GPE for a homoge-
neous gas at zero temperature, all modes except the zero-mode are damped for
v > 0. Hence, obtaining self-consistent stationary solutions for a condensate at
non-vanishing temperatures in general requires to go beyond the DGPE (7.1). One
possibility is the inclusion of a noise term and thus the extension of (7.1) to a stochas-
tic differential equation [303, 304], or the coupling of the GPE to the dynamics of
higher-order correlators [305, 306] which account for a self-consistent treatment of
condensed and non-condensed particles. If the temperature is too high for the per-
turbative estimate (7.3) of v to apply, such methods have been used to obtain an
estimate. We comment further on this in section 7.4 below.

But even if the estimate (7.3) is not valid, the DGPE can provide a quantitatively
good description of dissipative dynamics as long as the system is away from station-
arity and as long as the thermal fraction, which gives rise to the dissipation, does not
become significantly disturbed by the evolving condensate field. As we are, here, pri-
marily interested in the matching of the vortex dynamics, subject to friction exerted
by a static thermal bath, to the analogous dynamics in the holographic superfluid,
we make use of equation (7.1) as a phenomenological description of cold Bose gases
which we use to determine v as part of the matching procedure and compare it with
experimentally measured values as well as other theoretical approaches.

In our numerical implementation of the DGPE, we solve a dimensionless form
of equation (7.1). To transform the DGPE to dimensionless units, we make use
of the freedom to choose the temporal and spatial grid units of the GP model
independently. To be specific, we introduce the dimensionless (denoted with an
overbar) coordinate and time as & = I and t = tM[?/h7 in terms of the spatial and
temporal grid units I and I?/7, respectively. Adopting our language from before,
[ is the spatial grid spacing and 12/7 fixes the numerical timestep size. Here, we
have introduced the time-rescaling parameter 7. In terms of free parameters of the
DGPE (7.1), T takes the place of the boson mass M. Analogously, for the coupling
g and the chemical potential [i, the respective dimensionless parameters are defined
by g = gh?/M, i = fih?/(MI?). We furthermore define the dimensionless and
normalised complex field u(t,z) by ¥(t,x) = /nou(t,z), with the background
density ng = ngl~2. Suppressing the overbar on all quantities measured in grid
units yields the dimensionless DGPE in the form
i+

T

v~ (7.3)

Syu(t, z) = (V2427 (1= Ju(t, 2)]?) | u(t, @), (7.4)

for the complex field u(t,z). From equation (7.2) and the dimensionless chemical
defined above, we infer the dimensionless healing length £ = (2;1)_1/ 2 where we have
again suppressed the overbars.
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Interestingly, the dimensionless DGPE (7.4) has a rescaling symmetry. Indeed,
for a dimensionless parameter s € R, the equation is invariant under a rescaling of
the physical coordinates and parameters according to

x =xs, t'=ts?, w = p/s?, (7.5)

where the un-primed parameters are the dimensionless ones defined above (formerly
denoted with an overbar) and the primed parameters are the new, rescaled ones.
In addition, v and 7 remain unchanged under the rescaling. For the dimensionless
healing length, the rescaling implies £ = £s. In section 7.3 we will find the rescaling
symmetry to be essential for our comparison of the holographic and matched DGPE
vortex dynamics with solutions of the HVI equations.

In our matching procedure, the three free DGPE parameters v, 7, and §~ are de-
termined by matching the characteristic size of the vortices as well as their dynamics
in the DGPE to the respective holographic simulations, see our discussion below.
We? numerically solve (7.4) by means of a spectral split-step algorithm [307] with
fixed timestep on high-performance graphical processing units.

7.2 Vortex Motion in a Dissipative System —
the HVI Equations

The overall goal of this chapter is to use the dynamics of vortex dipoles to quantify
the dissipation of the holographic superfluid. To this end, we match solutions of
the DGPE to the dipole dynamics in the holographic superfluid. However, in order
to actually relate the results from the matching procedure to experimentally mea-
surable observables, it turns out to be essential to compare, or better match, the
holographic and matched DGPE dynamics of the vortex dipoles also to predictions
for the motion of vortices obtained from a more general superfluid-hydrodynamical
ansatz. Here, we have in mind the Hall-Vinen—Tordanskii (HVI) equations [238, 239]
which describe the mechanical motion of vortices in the point-particle approxima-
tion. These equations are derived only from a force balance in a closed system and
their general form is therefore independent of the specifics of the respective under-
lying superfluid. Importantly, the HVI equations account for friction between the
vortex defects and the fluid and thus for dissipation. Here, point-particle limit of
vortices refers to vortex-induced density depletions of zero width. In their simplest
form, the HVI equations describe the mechanical motion of N vortices, accounting
for the different forces exerted on the vortices by the fluid and, if present, bound-
aries. They were originally formulated for superfluids in three spatial dimensions,
but can straightforwardly be generalised also to two-dimensional systems.
Specifically, for a number N of elementary vortices in the point-particle limit in
two spatial dimensions, the HVI equations determine the velocity v; of the i-th

2 As stated at the beginning of this thesis, the DGPE simulations were not performed by the author
of this thesis, but by C.-M. Schmied.
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vortex at position x; (i = 1,..., N) according to
o diEl o i /A i
Vi =g = vy + C(vy —vg) +w; C'é; x (v —vyg), (7.6)

where ! is the superfluid velocity induced by the phase configuration of all vortices
but the i-th®, v, is the velocity of the normal fluid component, w; € {1,—1} is
the winding number of the vortex, and C' and C’ are phenomenological friction
coefficients. In addition, é; is a unit vector perpendicular to the (z1,z2)-plane.
This should be understood in light of an embedding of the two-dimensional system
in a by one higher-dimensional space such that the unit vectors in the x1- and xo-
direction supplemented with & constitute a right-handed coordinate system. All
quantities are taken to be dimensionless in the units of equation (7.4). Equation
(7.6) is obtained by balancing the Magnus force* resulting from the vortex moving
relative to the superfluid velocity induced by all other vortices [238] against the drag
forces along and perpendicular to the relative velocity of the vortex and the fluid,
and by solving this force-balance equation for the vortex velocity [242, 243].

As we consider the dynamics of the superfluid component of the system only,
we neglect the normal-fluid velocity v,. This is consistent with our interpretation
of the two-fluid model in the context of the holographic superfluid in section 3.2.
Furthermore, also in the DGPE discussed above, the system is not self-consistently
coupled to a normal-fluid component. For completeness, we note that a vanishing
normal-fluid velocity implies that the Iordanskii force® does not affect the vortex
velocities, cf. [243]. As a result of v, = 0, equation (7.6) takes the simpler form

v'_dmi
T

Hence, the motion of the i-th vortex is solely determined by the superfluid velocity

=(1-C)vl —w;C'é; x v, (7.7)

| N
vl = dmwies x Vo Hpy({onw)) =2 Y w0t @)

{ili#i}

, (7.8)
|z — x;]?

created by all the other vortices in the system. The superfluid velocity is derived
from the Kirchhoff-Onsager point-vortex Hamiltonian [259],

Hpy({@p,wi [k =1,...,N}) = (2m) "> ww;In|z; — o). (7.9)
i#5

3In general there can be further sources that contribute a finite superfluid velocity to v?, including
in particular an externally imposed superfluid flow. In this work, all additional sources are set
to zero (cf. equation (5.7)).

“For an interesting study of the Magnus force on a vortex in a holographic superfluid see [308].
In that work, the authors show that in the holographic framework the Magnus force serves as a
probe for the charge density outside the horizon.

5The Iordanskii force accounts for a momentum transfer between the moving vortices and the
normal component of the fluid. It arises when the velocity of a vortex deviates from the velocity
of the normal fluid, cf. [243]. If one assumes the normal component to be static, the Iordanskii
force does not contribute to the vortex motion [243].
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The theoretical calculation and understanding of the drag entering (7.6) has been
the subject of extensive work, see e. g. [134, 238246, 249] and references therein. In
this thesis, we are primarily interested in the relation between the HVI equations
and the phenomenological description of the superfluid vortex dynamics in terms of
the DGPE (7.1). The idea here is as follows. The HVI friction coefficients C, C" can
be directly inferred from measurement of the vortex diffusivity (cf. section 7.4) in
experiments with Bose—Einstein condensates as well as superfluids such as helium
4He. Thus, after matching the DGPE to the holographic simulations, a comparison
of the vortex dynamics with the HVI equations in which we determine the friction
coeflicients allows us to infer the range of applicability of the holographic superfluid
in describing experimentally realised superfluids.

The dissipative Gross—Pitaevskii equation as written in (7.1) is just another for-
mulation of the complex Ginzburg-Landau equation (CGLE) (see, e. g., [309]),

(55 + ia) Orug = V2u€ + 512 (1 — ]u£~|2) ug . (7.10)

In the literature one therefore often finds these two equations used synonymously.
Indeed, after rearranging the terms, the CGLE (7.10) agrees with the DGPE as
written in equation (7.1). Interestingly, in [310, 311] it was shown that in the
point-vortex limit, 4. e., for vortex-induced density depletions much smaller than the
distance d = |x; — ;| between the defects, the above dynamical HVI equations
(7.7) provide an approximate description of the motion of vortices according to the
CGLE. The corresponding CGLE solutions ug depend on the parameters &, (55~ and
a. Solutions ug containing N vortices of winding numbers w; at positions x; can be
written as

uglai s N)(3) = izﬁlfl,wi (B2 (3=2) (7.11)

where we use * = (x1,x2) as before and we have further introduced the complex
coordinate 3 = x1 +1ix2, 3; = 1, +iz2,. In addition, the function fi,, : Rt —
[0,1], with f1,,(0) = 0 and fi,4,(c0) = 1 describes the density profile around the
vortex core in the case of £ = 1. As noted before, the healing length £ controls the
size of the vortex-profile solutions of equation (7.10). In the asymptotic limit £—=0
(point-vortex limit), with § = d¢| Iné| € (0,00) kept fixed, the motion of the vortices
(7.11) according to the CGLE (7.10) is well described by the HVI equations (7.7)
with friction coefficients C' and C’ defined given by

o , 0

C=1+—5— C'=————
Tt a2 + 62’

(7.12)
in terms of the CGLE parameters o and 6. We present further details on this in
appendix B.

In order to compare the HVI equations to the matched dipole dynamics in the
DGPE and holography, we express the parameters 65, a of the CGLE (7.10) in terms
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of the parameters of the DGPE (7.1),

2 2
b= a=—. (7.13)
147 1492

Note that in [310], o was set to unity, which is equivalent to flipping the sign on the
left-hand side of equation (7.4) and rescaling time by choosing 7 = —(y%2+1)/2, and
which yields ¢ = —v. Hence, the above definitions generalise the expressions given
in [310] to the case o # 1, 1. e., they allow us to choose the temporal and spatial
grid units independently, as discussed in the previous section. With this, we finally
obtain the asymptotically (£ — 0), valid friction coefficients (7.12)

1 142 ,:'y|ln§~\ 142

C:1_77~, g )
27 1472 Iné? 27 1+7|méf

(7.14)

expressed in terms of the free DGPE parameters which we will later fix in our
matching procedure.

For the case of a vortex dipole, the HVI equations (7.7) can be integrated straight-
forwardly, even analytically, to provide expressions for the vortex trajectories. Defin-
ing, for N = 2 vortices with opposite winding numbers w; = —wo, the relative and
centre coordinates

d(t) = (x1 —wa)(t) =d(t)do,  R(t) = (m1 +@2)(t)/2 = R(t)do x &1, (7.15)

with dy = d(0)/|d(0)|, do = d(0), one finds the solutions (see appendix B for details)

d(t) = \Jd2 —8C't,  R(t) = R(0)+ wl% (do — d(t)) . (7.16)

From equations (7.16) we can now straightforwardly compute the explicit closed-
form expression of the vortex trajectories according to the HVI equations,

~ ~ 1 4
21)5(t) = (R(0) + Ydo) do x &, +d(t) (—Tdo el d0> , (7.17)

where we have defined T = w;(1 — C)/(2C"). We thus find them to be given by
straight lines on the two-dimensional (z1,z2)-grid. The intersection of the linear
vortex paths occurs at time t, = d3/8C", enclosing an angle 3 given by

w1d0/2 C/

tan(8/2) = Za "R " 1-0

5 .
= -~ =7|mé|. (7.18)

We have thus found a solution to the HVI equations for a propagating vortex dipole
in a dissipative medium, with the friction coefficients expressed in terms of the
free DGPE parameters 7,7 and €. A main requirement for the applicability of
the HVI equations is that the vortices are point-like. In section 7.3 we will show
explicitly that for large vortex—anti-vortex separations as compared to the width
of the condensate-density depletions around their cores, the vortices in the DGPE
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and holography simulations, to a good approximation, behave as being only point-
like dips. In this regime, we find that the dipole dynamics is well described by the
HVTI solutions (7.17). From a direct matching of the dynamics we then infer the
friction coefficients C,C" via equation (7.14). Extracting the friction coefficients
is essential for a direct comparison to experimental observables. We discuss the
physical relevance of the friction coefficients in section 7.4.

7.3 Matching the Dipole Dynamics in DGPE to Holography

In the previous two sections we have covered all necessary prerequisites that we will
need as we go along in this chapter. In particular, we have introduced the dissipative
Gross—Pitaevskii model and commented on its applicability in the description of two-
and quasi-two-dimensional cold Bose gases. Furthermore, we have reviewed the
hydrodynamical description of the motion of vortex—anti-vortex pairs in superfluids
and solved the corresponding HVI equations. Importantly, we have argued that
within the point-particle approximation, the HVI equations coincide with solutions
for the motion of vortices according to the DGPE and can thus be expressed in
terms of the DGPE’s free parameters. After these two rather technical sections, we
can now proceed to the main purpose of this chapter, namely matching the vortex
dynamics according to the DGPE to the analogous evolution in the holographic
superfluid.

To uniquely match the dynamics, we have to fix all three free DGPE parameters,
é ,v and 7. We point out that in principle we could have also chosen a different set of
independent parameters. However, this one turns out to be particularly well-suited
for our matching procedure. The healing length & determines the size of an isolated
vortex and has no direct effect on the dynamics of the dipole. The phenomenological
damping parameter v and the time-rescaling parameter 7, on the other hand, have
no effect on the shape or size of a vortex. Instead, they determine the kinematic
aspects of the dipole dynamics. Hence, in our matching procedure we can proceed in
two consecutive steps to fix all three parameters. In a first step, we match the size of
the DGPE vortex to the size of the holographic vortex by tuning the healing length
€. Having fixed the healing length, we match as a second step the trajectories of the
vortices on the two-dimensional (x1, x2)-grid. We use the healing length extracted in
the first step as input for the DGPE dynamics of the second step and then tune the
free damping parameter v and the time-rescaling parameter 7 until the trajectories
agree in space and time to high accuracy.

In the DGPE simulation, we prepare the vortices in a similar way as in the holo-
graphic system as far as the phase field is concerned. Namely, we multiply a quan-
tised phase winding of type ¢(to, x); = w; arg(x1 —x1,;+i(xe—22,;)) into the complex
order-parameter field v (tg, ) — ¥ (to, x) e?0®)i on the entire (z1,xs)-grid, sepa-
rately for the vortex (w; = 1) and anti-vortex (w; = —1). For the density profile
we insert, for each vortex at position x;, the approximate analytic solution of the
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non-dissipative (7 = 0) Gross—Pitaevskii (GP) vortex [136, 293],

(x — x;)?

R et (7.19)

[u) |

Subsequently, we perform imaginary-time propagation® with v = 1 for two timesteps
Atimag = 2/7, to relax the vortex configuration to its full solution, 4. e., have the
vortices dynamically build up their full characteristic density profile. Here, v =1 is
just one choice for the damping parameter, ensuring that the vortex builds up within
short time. Once the vortex has built up, we begin with our matching procedure
and change 7. In addition, we stress that (7.19) is only chosen as an approximate
profile before the imaginary-time propagation causes the field to relax to the actual
vortex profile. Nonetheless, the functional form (7.19) in particular matches the
actual vortex-profile solution to order O((x — x;)?) around the core. The healing
length € determines the width of the density depletion around the core and scales as
€ ~ =2 in the DGPE chemical potential. Note that (7.19) agrees with equation
(6.2) of section 6.3 if (6.2) is divided by the equilibrium background condensate
density ng.

The thermodynamic state of the holographic superfluid is controlled by only one
free parameter, the dimensionless ratio x/7. However, since for our numerical simu-
lations we fix the absolute temperature of the superfluid to T = 3/(4x) by our choice
of 2z, = 1, p is effectively the only free parameter controlling the phase transition.
Moreover, for fixed scalar mass m, u controls all variable quantities of the holo-
graphic superfluid (in the probe-approximation). This includes, but is not limited
to, the background condensate density ngy (cf. figure 5.1), the size of a vortex, the
time scales of the system as well as the shape of the vortex trajectories. In order to
account for this u-dependence of the characteristics of the holographic superfluid,
we match DGPE solutions to the holographic vortex dynamics for a number of dif-
ferent values of the holographic chemical potential. To be specific, we perform the
same matching procedure as we have just described above for four exemplary values
of the chemical potential, given by u = 4.5,6,7.5,9. These values correspond to
the temperature ratios 7'/T. = 0.9,0.68,0.54,0.45. The studied interval of chemical
potentials allows for a numerically efficient and stable simulation of the dynam-
ics. Going beyond this interval to even larger chemical potentials, we expect the
probe-approximation to no longer accurately capture the physics of the system. A
self-consistent analysis for all chemical potentials 0 < p < p. would require taking
the backreaction of the gauge—matter fields onto the gravitational background into
account.

Before we dive into a discussion of the matching procedure, we briefly comment on
some important aspects of the numerical implementations of the equations of motion

SFor the imaginary time propagation we use ¢ = —itimag in equation (7.4) and subsequently
propagate the system forward in timag. This damps out all but the ground-state energy modes
of the GPE and thus causes the approximate vortex solution used in the initial configuration to
relax to the proper low-energy vortex solution.
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of the holographic system and the DGPE. We have already covered the basics of
the algorithms in sections 5.4 and 7.1, respectively, and hence focus in the following
only on the numerical parameters used. For both systems, we employ 512 x 512 grid
points in the (x1,x2)-plane as well as a grid spacing of [ = 1/8 in our numerical
simulations, ensuring that the systems are simulated at the same spatial resolution.
Likewise, we use an equal number of evaluation points along the time direction. In
addition, in both systems the (z1, z2)-directions are taken to be periodic.

7.3.1 Matching the Vortex Profiles

In this subsection we focus on the static aspects of the vortex solutions in DGPE and
holography and match the sizes of the respective vortex-induced density depletions
by tuning the GPE healing length £ appropriately. Furthermore, once the sizes have
been matched, we compare the shapes of the vortices. Our goal is to gain a better
understanding of the characteristics of the holographic vortex and how it compares
to its DGPE analogue, on a qualitative as well as quantitative level. Since the DGPE
damping parameter v has no effect on the size or the shape of the vortex solution,
we set, without loss of generality, v = 0. Thus, we match the vortex profile of the
non-dissipative GPE to the vortex profile of the holographic system. Likewise, the
time-rescaling parameter can be chosen at will.

We point out that in [161] the authors also compare certain aspects of the holo-
graphic vortex to its GPE analogue. However, the purpose of the present subsection
has to be seen in the broader context of this chapter and the matching procedure
as a whole. Furthermore, we present a direct comparison of the vortex shapes after
precisely matching their sizes which is new to this work. Also, we extend [161] by
studying a much larger range of chemical potentials.

To match the vortex sizes in DGPE and holography and subsequently compare
their shapes, we consider a symmetric vortex lattice in accordance with the periodic
boundary conditions in our systems. The configuration consists of two vortices and
two anti-vortices on a square grid in alternating order evenly spaced around the
centre of the two-dimensional grid at (z1,z2) = (256,256). In doing so we ensure a
minimal mutual influence onto the individual shape of each vortex, i. e., the shape
of the respective vortex-induced density depletion is closest to that of an individual
and isolated vortex in an infinite plane. Importantly, this configuration is only used
to compare and match the spatial density profiles of the vortices in the two theories.
We then use the respective healing length obtained from this matching procedure
as input for the simulation of the dynamics of single vortex dipoles.

The quantitative matching of the vortex profiles in holography and DGPE re-
quires adjusting the DGPE healing length £ such that the vortex sizes agree in
both systems. In figure 7.1 we show the density profile of the holographic vortex
(blue dots) for an exemplary chemical potential of u = 6 (corresponding to the ra-
tio T'/T, = 0.68), as well as the (D)GPE vortex (orange diamonds) obtained after
tuning £. In practise, we tune the DGPE healing length £ such that the density
depletions of the vortices are resolved by the same number of grid points at 95% of

106



7.3 Matching the Dipole Dynamics in DGPE to Holography

T T T

]_0 - /vvvvvl\,‘n””“ E ”””"”'\'I\I\f\ﬁ/\/\ -
) - o
() . o
:O (4] : n
~ 0.8F o] H n .
N ) H 3}
.4? @ E o
Z 0.6f R 1
) .
~ :
= v - v
$ 04r 5 -
;TS v . V]
g :
o 0.2r o . 9 7
Z e  Holography o
DGPE 06
0.0F 1 1 ? 1 1 ]
—20 —10 0 10 20

Grid position z; with respect to the vortex core

Figure 7.1: Normalised density profile n/ng of a single vortex in holography (for an
exemplary temperature of T'/T, = 0.68) and DGPE as a one-dimensional
cut through its centre. The vortices are spherically symmetric and we
shift the coordinate axis such that x1 = 0 agrees with the core position.
The healing length used to imprint the DGPE vortex is tuned to £ = 3.5
such that, at 95% of the background density, its size agrees with that
of the corresponding holographic vortex. After this matching we find
that also the shapes of the vortices agree pointwise to within 2% of the
background density.

the background density ng. For the four chemical potentials u = 4.5,6,7.5,9, we find
for the healing length é = 9.25,3.5,2.56,1.93 in units of grid points, respectively.
The results are also summarised in table 7.1 below. The comparison in figure 7.1
shows that after matching the sizes, also the entire spatial profiles of the vortices
agree pointwise within 2% of the background density. This holds true for all u of
the holographic system considered. The excellent agreement of the vortex shapes
is very remarkable since in the holographic superfluid the density profile around a
vortex core is a true solution of the system that builds up in our simulations without
any external constraints with regard to its size or shape. We stress that only the
~v-independence of the vortex size and shape in DGPE allows us to extract the heal-
ing length € at v = 0 and then subsequently to use this value to match the vortex
dynamics to find v and 7.

In the GP model the healing length &, i. e., the width of a vortex-induced den-
sity depletion scales with the inverse square root of the GPE chemical potential,
£~ A~Y/2 with i = ngg. It is interesting to study if the vortex width in the holo-
graphic framework has a similar dependence on the holographic chemical potential.
In particular, such an analysis might yield new insight into the putative analogy
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between the holographic chemical potential u and the GPE chemical potential ji.
For a number of chemical potentials in the interval 4.5 < p < 9 we therefore study
the dependence of the holographic vortex width on u. To be specific, we supplement
the list of chemical potentials for which we have extracted the respective healing
lengths in the matching procedure above by six additional values, spread over the
considered interval. In light of the increased number of chemical potentials, which is
required for a thorough analysis, we extract the width of a vortex for each choice of
the holographic chemical potential from a Gaussian fit to its spherically-symmetric
density profile instead of matching a GP vortex to the holographic one. In particular,
we proceed like this also for the values of the chemical potential for which we have
already determined the healing length in our matching procedure discussed above.
For the fitting routine, we proceed similarly to our Gaussian tracking procedure.
However, here we only fit one vortex. The fitting function is thus given by

n(x) =A— Ajexp {—(x - aci)2/2§2} , (7.20)

where A and A; again account for the embedding of the vortex into the condensate
background, @; is the position of the vortex core and & is the width in x1- and
xo-direction. At small \/(x — x;)? < € and for A = A; = ng equation (7.20) agrees
with the approximate GP profile (7.19) to order O((x — x;)?) if one identifies & = €.
Since (7.19) agrees with the true GP vortex profile to the same order, so does (7.20).
We thus expect the width £ extracted from the Gaussian fit and the healing length
€ we would extract from a matching procedure with the (D)GPE to approximately
coincide. Nonetheless, we denote the width of the holographic vortex extracted from
the Gaussian fit (7.20) by £ (without a tilde), in order to make evident that it is
extracted in a different way than 5 . For the fitting procedure we prepare the same
type of initial condition as for the matching procedure above, i.e., four vortices
symmetrically located around the centre of the (x1,z2)-grid in such a way that the
forces on each individual vortex are balanced. Since the vortex configuration is
symmetric, we are free to apply the Gaussian fit to any one of the vortices. For the
holographic chemical potentials p that we also use in the matching procedure above
(and below), we can compare the widths £ extracted from the Gaussian fits with the
GPE healing lengths & obtained from the matching procedure. For all four values
of 1 we find excellent agreement. This proves that the width extracted from the
Gaussian fit may indeed be associated with the healing length of the holographic
system extracted from the matching procedure, just as we have already discussed
above. In figure 7.2 we show the dependence of the width £ on the shifted chemical
potential dp = p— p9. The double-logarithmic scale clearly demonstrates the power-
law scaling of & with du = p — pp. To characterise the scaling behaviour we fit the
data points with

a
(Op)t’
where a,b and pg are free fitting parameters. Using a Levenberg—Marquardt least-
squares fitting algorithm, we find a linear shift of ug = 4.06 and a scaling exponent

¢ = (7.21)
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Figure 7.2: Width £ of the holographic vortex-induced density depletion as a func-
tion of the linearly shifted holographic chemical potential y — pg. The
width £ (blue dots) is extracted from the vortices by a Gaussian fit to
their density profiles. The double-logarithmic scale demonstrates that
the width depends on §u = 1 — g according to & ~ (6p)~°, where dp and
b are extracted from a fit to the data points (solid red line). The fitted
value pg = 4.06 is close to the critical chemical potential p, ~ 4.0637
and b = 0.54. This behaviour coincides with the dependence & ~ a2
of the DGPE healing length on the non-relativistic chemical potential .

given by b = 0.54. Since a only accounts for an overall normalisation, its exact value
is not of interest to us in this context. Error estimates for the parameters are of the
order of a few percent, mainly caused by the uncertainties in the determination of
the vortex width £. Since we are only interested in the qualitative behaviour, we
refrain from presenting an in-depth analysis of the errors of £ and the free fitting
parameters in (7.21). Our findings show that the extracted shift pg is very close to
the critical chemical potential . ~ 4.0637 at which the order parameter 1 is found
to vanish [48], ¢f. figure 5.1. Such a scaling behaviour has been observed before
in a related context for a holographic superconductor in the vicinity of the critical
point of the phase transition, where du plays a similar role as the gap scale in the
Ginzburg—Landau theory which has strong similarities to the boundary theory of the
holographic superconductor model [312]. We emphasise that the scaling coincides
with the dependence & ~ i=1/2 of the DGPE healing length on the non-relativistic
chemical potential fi. This confirms the holographic system to describe, below the
critical point, a non-relativistic superfluid [47, 48, 148, 158, 159].
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7.3.2 Matching the Trajectories

From the matching of the vortex sizes in the previous subsection we have extracted
the DGPE healing length £ for every value of holographic chemical potential in the
list p = 4.5,6,7.5,9. We now compare and match to each other the time evolution
of the vortices in the respective simulations to find the remaining two free DGPE
parameters v and 7. We stress that we are now back to the dynamics of single vor-
tex dipoles. To be specific, we imprint in each system a vortex dipole consisting of
two vortices with winding numbers w; 2 = %1, at positions (21,1, x2,1) = (331, 256),
(x1,2,222) = (181,256) of our square grid. Thus, the vortices have an initial sep-
aration of dy = 150 grid points. Except for the number of grid points separating
the vortices, this configuration agrees with the exemplary initial condition studied
in the previous chapter. We use the same procedures of presetting the phase and
density and, for the DGPE, a short (imaginary-time) evolution as outlined above.
In both theories, holography and DGPE, we then evolve the system in time and
track the vortices at every unit timestep using the combined tracking algorithms” as
explained in section 6.3. Let us stress at this point that the quasi-continuous nature
of the trajectories obtained from the tracking routine is indispensable for the success
of the matching procedure. Using only plaquette precision for the vortex locations
would not suffice to match accurately the two theories.

In our matching procedure we proceed as follows. For every fixed holographic
chemical potential, we match the DGPE vortex trajectories to their holographic
equivalent in space and time by adjusting the dissipation parameter v and the time-
rescaling parameter 7. Importantly, the matchings in space and time are indepen-
dent of each other. While variations in + only affect the shape of the trajectories,
variations in 7 only affect the time scale of the dynamics.

In table 7.1 we summarise our results. For all four values of the holographic
chemical potential, we present the three matched DGPE parameters é,’y and 7.
The parameters in the right columns of this table are extracted from a matching
of solutions of the HVI equations to the matched holographic and DGPE dipole
dynamics. For details see our discussion below. We find that the phenomenological
damping parameter v depends monotonously but only mildly on the chemical poten-
tial of the holographic superfluid. In particular, its order of magnitude is the same
for all p. In figure 7.3 we display the matched vortex trajectories in holography (blue
dots) and DGPE (orange diamonds) for an exemplary chemical potential of u = 6
(corresponding to T'/T. = 0.68). The matched vortex trajectories are in excellent
agreement up to very late times of the evolution. Only during the very final stages of
the evolution, approximately given by the last three unit timesteps, the trajectories
in DGPE and holography can no longer be matched to each other. In figure 7.3 we

"We note that due to the change in grid spacings from [ = 2/7 in chapter 6, to I = 1/8 in this
chapter and the associated increase in the vortex resolution we have to adapt the distance d(t)
at which we switch from the Gaussian fitting routine to the NR tracking algorithm. The increase
in vortex resolution leads to an earlier onset of the regime of overlapping density depletions. We
therefore use the Gaussian fitting routine for d(t) > 25 (in grid units) and correspondingly the
NR method for d(t) < 25.
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Table 7.1: Summary of the results from the matching procedure. Left columns:
Parameters chosen for the holographic simulations. Middle columns:
DGPE parameters obtained from matching the vortex sizes and the
spatio-temporal trajectories of the vortex dipoles for the respective holo-
graphic superfluid parameters. Right columns: Scale parameter s and
the friction coefficients, ¢ = 1 — (1 + ~?)/[2r(1 + 4%|In€ [?)] and
C' = 4|Iné|(1+~%)/[27(1 + ¥?|In € |?)] of the HVI equations govern-
ing the mechanical motion of the point vortices, evaluated on a rescaled
grid with £ = ¢ /s. We estimate the error of all extracted parameters, in
DGPE as well es for the HVI equations, to be of the order of 1-2%.

pw  T/T, ol 13 T ‘ s C C’

45 09 10330 925 285|114 0.88 0.095
6 0.68 | 0313 3.50 5.76 | 116 0.95 0.047
75 054 | 0297 256 7.46 | 116 0.97 0.036
9 045 0281 193 9.25| 119 0.98 0.029

only display times prior to this point. The minor deviations that are visible in figure
7.3 set in about ten unit timesteps before the vortices annihilate, and their magni-
tude is smaller than one grid point. At all prior times, including the phase-healing
regime, the vortex trajectories match accurately. During the phase-healing regime,
the vortices in the DGPE also exhibit the initial outward bending we have seen in
the previous chapter for the vortices in the holographic system, cf. figure 7.3. In
light of the fact the we use the exact same phase configuration in our preparation of
the initial condition for the vortex-dipole dynamics in the holographic system and
the DGP model, such a behaviour is expected, cf. section 6.4 for details. Neverthe-
less, the fact that the dynamics of the phase healing agrees to the level we observe
in figure 7.3 is remarkable. To illustrate the sensitivity of the DGPE trajectories to
the phenomenological damping parameter v we include error bands corresponding
to variations of the damping parameter v by 10% (turquoise-shaded area) and 20%
(red-shaded area), respectively. The large deviations from the original (matched)
trajectories, caused by only minor variations in -y, highlight the accuracy to which
we match the dynamics. As variations in 7 only result in a change of the time scale
of the DGPE dynamics, we do not illustrate them in figure 7.3. Instead, we only
note that a change in 7 by £10% delays or accelerates the dynamics by several
unit timesteps. We estimate the errors for all DGPE parameters determined in this
way to be of the order of 1-2%. In the next chapter, we will show explicitly that
the dynamics of vortex dipoles in the holographic superfluid is independent of the
initial alignment of the vortices on the numerical grid and solely parametrised by
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Figure 7.3: Hlustration of the matched vortex trajectories from the DGPE (orange
diamonds) and holographic (orange diamonds) simulation for an exem-
plary holographic chemical potential of 4 = 6 and an initial vortex dipole
separation of dg = 150 grid points. The DGPE parameters are adjusted
such that the trajectories agree to high accuracy in space and time. Both
trajectories show a slight initial outward bending which can be attributed
to the preparation of the initial vortex configuration, cf. section 6.4. At
intermediate times (190 < t < 575), for large vortex—anti-vortex separa-
tions, we additionally illustrate the matching to the HVI equations by
the solid green line (deliberately shifted downwards by —2.5 grid points).
The error bands correspond to variations of the damping parameter v by
10% (turquoise-shaded area) and 20% (red-shaded area), respectively.

the dipole size. The same holds true in the GP model. Consequently, it suffices
to restrict our matching procedure to only one initial vortex configuration. Using
the extracted DGPE parameters for a simulation of the dynamics of more than just
two vortices, we again find excellent agreement of the respective vortex trajectories,
given the vortex density, globally as well as in local patches, is not ‘too large’. In
section 7.3.3, we comment further on the dynamics of many-vortex configurations
and present a more thorough discussion of what we mean by ‘too large’ here.

In figure 7.4 we show snapshots of the condensate-density modulation at four char-
acteristic times of the matched DGPE (right panels) and holographic (left panels)
dipole dynamics for a holographic chemical potential of ;4 = 6. For the same simula-
tions we have also presented the trajectories in figure 7.3 above. Given the specific
initial vortex configuration and the choice for the chemical potential of the holo-
graphic superfluid, it takes approximately At = 972 unit timesteps for the vortices
to annihilate. The snapshots in figure 7.4 are taken at times ¢ = 0,929, 969, 980,
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Figure 7.4: Snapshots of the normalised density profile showing the vortex dipole in
the holographic superfluid (left panels) and the DGPE (right panels) at
subsequent moments of the evolution. The panels clearly indicate strong
agreement of the shapes until shortly before the annihilation. (a) Initial
configuration at ¢ = 0, dy = 150: The vortices have a circular shape and
are well separated from each other. (b) Entry of the late-time regime at
t = 929: The vortices have significantly approached each other and start
to become mutually deformed to an elliptical shape. (c) t = 969, three
unit timesteps prior to the annihilation (at ¢ = 972): The vortices have
strongly deformed and their density depressions largely overlap. At this
stage of the evolution the dynamics can no longer be matched and the
trajectories shown in figure 7.3 end. (d) Rarefaction pulses propagate
through the condensates at time ¢ = 980 and subsequently damp out,
with clear differences in size and shape in the holographic and DGPE
cases. Note the different subregions of the (1, z2)-grid as indicated on
the axes.
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representing the initial configuration and the different regimes of the evolution that
we have discussed in the previous chapter. For details see also the figure caption.
From our prior matching of the vortex sizes and our discussion of the vortex shapes
it is expected that both the shape and the size of the vortices also agree during the
early and intermediate stages of the evolution when the vortices are far apart and
perfectly spherical. Remarkably, such strong agreement persists for most of the final
stage of the evolution and deviations arise only within the last few unit timesteps.
In particular, figure 7.4 demonstrates that at prior times the vortices in the two
theories deform highly similarly. The onset of the deviations in the vortex shapes
coincide with the onset of deviations of the respective trajectories observed in figure
7.3. The differences are largest during the final three unit timesteps, yet again cor-
roborating the matching to break down at these times. In the final snapshot of figure
7.4 the vortices have already annihilated and we display the rarefaction pulse that
they have left behind. In the holographic system this pulse picks up velocity very
quickly and travels longer in time and further in space than in the DGPE system. In
the next subsection we present a possible explanation for this behaviour. Moreover,
in section 8.4 of the following chapter, we present a more in-depth analysis of the
rarefaction pulse in the holographic superfluid.

Having matched the holographic and DGPE dynamics, we now compare the dipole
evolutions of both systems with the corresponding vortex trajectories predicted by
the HVI equations, cf. equation (7.17). We find it convenient to first discuss the
main aspects of such a comparison on a qualitative basis and clarify our expectations
before we subsequently turn to a more quantitative analysis. In section 7.2 we have
reviewed that the HVI equations (7.6) predict the point vortices to traverse the
condensate on straight lines. Thus, in light of the trajectories extracted from our
simulations, displayed in figure 7.3, a comparison with the HVI equations must be
restricted to a finite segment of the trajectories at intermediate times. Indeed, at
early times, the phase-healing regime excludes a straight motion, cf. our discussion
in section 6.4. During the late-time regime, on the other hand, the vortices can
no longer be interpreted as being point-like dips in the condensate density and are
thus not expected to follow solutions of the HVI equations which are only applicable
in this limit. In fact, the deviations from the HVI trajectories at late times can
also be observed in the strong bending of the trajectories in figure 7.3. Hence, if
present, a segment in which the vortices follow the HVI trajectories is only expected
at intermediate times when the dipole phase has healed and the vortex—anti-vortex
separation is still sufficiently large so that the vortices are effectively point-like dips
in the condensate density in which case strong bending in the trajectories is avoided.
Indeed, in figure 7.3 there appears to be a regime during which the vortices move
on straight lines.

In the following we analyse explicitly whether during this regime of the dipole
evolution the vortex trajectories indeed follow solutions of the HVI equations. For
that, we use the DGPE parameters £~ ,v¥ and 7 obtained from the matching procedure,
compute the HVI friction coefficients C,C’ according to equation (7.14) and plug
them into the solutions of the HVI equations (7.17). In order to examine if the
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straight segments of the holographic and DGPE vortex trajectories agree with these
solutions, we have to consider two criteria. First, does the enclosing angle of the
straight segments of the trajectories (if extrapolated to their crossing point) agree
with the one predicted by the HVI equations, cf. equation (7.18)7 And second,
does the time that passes as the vortices propagate along the segment agree with
the HVI result? Explicit calculations show that for the given set of parameters,
these criteria are not satisfied. However, there is a caveat in our procedure thus
far. Namely, the HVI equations are only approximate solutions of the DGPE vortex
dynamics in the £ — 0 limit, ¢f. section 7.2 for a discussion. In particular, in order
for equation (7.14) to be valid, the healing length has to satisfy £ < 1 in units
of grid points. In contrast, in our DGPE simulations the healing length lies in an
interval of 1.93 < £ < 9.25, also in units of grid points. Thus, deviations between
the HVI solutions and our numerical simulations are expected. However, there is
in fact a way to circumvent the disagreement in the healing lengths. Namely, one
can make use of the rescaling symmetry of the DGPE (7.5) discussed in section
7.1. This symmetry implies that if we simulate the DGPE vortex dynamics on a
rescaled numerical grid with @’ = xs,t’ = ts> where s € R is a constant number
and v and 7 are the same as before and we subsequently extract the trajectories
and undo the rescaling, the trajectories agree exactly with those extracted from our
original DGPE (and thus holography) simulations. Hence, for a comparison of the
holographic and DGPE trajectories with solutions of the HVI equations, we can
use the parameters obtained from a DGPE simulation on a rescaled numerical grid,
including in particular the rescaled healing length & = £s, to compute the HVI
friction coefficients in equation (7.14) and subsequently evaluate the HVI solutions
(7.17) with these values for the friction coefficients. Proceeding this way, we find that
the two criteria for an agreement discussed above between the DGPE and the HVI
solutions are indeed satisfied. That is, the straight segments of the DGPE dipole
trajectories agree precisely with the solutions of the HVI equations. Let us give a
specific example. We consider the DGPE solution with v = 0.313, 7 = 5.76 and
& = 3.5 which we have obtained by matching it to the holographic dipole dynamics
for a chemical potential of y = 6, on the original grid with grid spacing [ = 1/8. On
the rescaled grid with a grid spacing of I’ = 14.5, corresponding to a grid-unit healing
length ¢ = £(1/I') = £/s = 0.03, and thus a scale parameter of s = 116, the straight
segments of the trajectories agree with the solutions of the HVI equations (7.17)
(using £ to evaluate C,C” in (7.14) and subsequently plugging this into (7.17)). As
we have argued above, if one scales the DGPE trajectories extracted on the rescaled
numerical grid back to the original grid in space and time, they coincide with the
holographic trajectories. Likewise, the straight segments of their trajectories coincide
with the solution of the HVI trajectories, with the parameters extracted from the
DGPE simulation on the rescaled numerical grid, scaled back in space and time to
the original grid.

In figure 7.3 we display the HVI solution for one of the vortices evaluated on the
rescaled numerical grid but scaled back in space and time to the original one as a
solid straight green line, placed below the holographic and DGPE trajectories on
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the right-hand side. As we have discussed above, the time interval during which we
evaluate the HVI equations begins only after the phase-healing regime.

We proceed likewise for the DGPE solutions that we have matched to the respec-
tive dipole dynamics in the holographic superfluid for all of our other choices for the
chemical potential, u = 4.5,7.5,9. In these cases, we find the scale parameter to be
s =114,116,119. We emphasise again that the HVI equations have been shown to
describe the DGPE point-vortex trajectories in the asymptotic limit £ — 0. Hence,
the slightly different scalings with s are due to our matching of the HVI solutions
for non-vanishing vortex sizes. With the DGPE parameters ~, 7 and £~’ we can now
compute the phenomenological friction coefficients C and C’, ¢f. equation (7.14),
which we later compare to according values measured in experiments. We list the
friction coefficients as well as the scale parameters with the other parameters in
table 7.1.

In addition to studying the vortex trajectories, it is also interesting to analyse
the temporal evolution of the relative distance d(¢) and the centre position R(t)
of the vortex dipole. For an exemplary holographic chemical potential ;1 = 6 (the
same as we have used in all other figures in this chapter), in figure 7.5 we show
a comparison of the evolutions of d(t) and R(t), obtained from the holographic
model, the DGPE and the solution of the HVI equations. The solutions of the HVI
equations are obtained using wy = 1, dy = 133.5, R(0) = 247.2 and the respective
friction coefficients C' and C’ stated in table 7.1. Importantly, the HVI solutions
do not start at dy = 150, R(0) = 256 to exclude the outward-bended part of the
DGPE and holography trajectories at short evolution times up to time t = 190
(i. e., the phase-healing regime). Given the excellent agreement of the trajectories
extracted from the holographic and DGPE simulations of the vortex dynamics, it
is not surprising to find d(t) as well as R(t) to be in excellent agreement in these
two theories as well. Like for the trajectories, deviations arise only during the very
final stages of the evolution, cf. our discussion above. In figure 7.5 we again refrain
from showing the final three unit timesteps of the dipole evolution during which
the matching breaks down. For the exemplary evolution displayed in figure 7.5,
we find that the HVI solution is in good agreement with the results obtained from
the DGPE and the holographic model up to times ¢t ~ 600. Deviations arise for
t 2 600. At this point the vortex trajectories begin to bend and deviations are thus
expected. To ease the interpretation, we recall that the vortices annihilate at time
t = 977 (again, for the p = 6 simulation). Except for the specific numbers quoted
above, which are only valid for © = 6, we find, on a qualitative basis, the same
results for all other choices of the chemical potential u, only with adapted DGPE
and thus HVI parameters. As a final comment of this subsection, let us note that
for the comparison of the matched holographic and DGPE dynamics with the HVI
equations it was vital to choose the initial separation of the vortices as large as 150
grid points. For separations distinctly smaller than 150 grid points, one cannot find
a straight segment in the trajectories since after the phase-healing regime, the dipole
size has already decreased so far as to prohibit an interpretation of the vortices in
the point-particle approximation. We will comment further on the presence and
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Figure 7.5: Hllustration of the temporal evolution of the centre position R(t) (upper
panel) and the relative distance d(t) (lower panel) of the vortex dipole
with initial separation dy = 150 as obtained from the holographic model
(blue dots), the DGPE (orange diamonds) and the HVI equations (green
solid line, cf. (7.16)). All quantities are measured in grid units. The
starting time of the HVI curves is the same here as in figure 7.3. Up
to time ¢t ~ 600, the HVI solution agrees well with the results from the
DGPE and the holographic model. For ¢t = 600, the HVI equations
predict a faster approach of the vortex—anti-vortex pair resulting in a
shorter lifetime of the vortex dipole. Note that the last point of the HVI
trajectory shown in figure 7.3 corresponds to time ¢t = 575.
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duration of the transient regime after the phase healing and prior to the regime of
strongly bent trajectories in the following chapter.

7.3.3 Geometric Interpretation of Dissipation in Holography

We have so far left unanswered the question why the matching of the trajectories
breaks down during the very final stages of the evolution. In our analysis presented
above, we have found that we cannot tune v, the relevant DGPE parameter that
controls the shape of the respective trajectories, such that the DGPE and hologra-
phy trajectories agree in the regime of strongly deformed and overlapping vortex-
induced density depletions. Moreover, we have found that the deviations between
the matched trajectories set in already before the matching breaks down as is clearly
discernible in figure 7.3. While the matching breaks down three unit timestep before
the respective vortex—anti-vortex pairs annihilate, notable deviations between the
trajectories occur approximately ten unit timesteps prior to the annihilation. In
addition, we have also observed that, after the vortices have annihilated, the prop-
agating density modulations in holography and DGPE differ strongly, cf. figure 7.4.
The goal of this subsection is to gain a better understanding of what causes these
deviations, in the vortex trajectories as well as in the characteristic behaviour of the
rarefaction pulses after the annihilation.

Let us begin by studying the bulk configuration of the gauge—matter fields in
the AdS4 background. Within the holographic framework, quite generally, the bulk
configuration gives much insight into the dynamics of the dual quantum theory. In
figure 7.6 we illustrate the bulk views of the superfluid at a time shortly before the
vortex—anti-vortex pair annihilates (upper panel) as well as at a later time when only
the rarefaction pulse remains (lower panel). Below the phase-transition temperature,
the scalar field condenses near the black-hole horizon, giving rise to the formation of
a scalar charge cloud in the bulk [46]. We have elaborated on this in detail in sections
3.1 and 5.3. The charged condensate in the bulk screens the superfluid boundary
from the black hole. In both panels of figure 7.6, the scalar charge cloud is depicted
by the orange layers which are isosurfaces of the scalar charge density \/—g|J°| (with
defining value 12.3). Here, the determinant g of the metric gpsn is not to be confused
with the DGPE coupling constant. Since the charge density exhibits a maximum
along the holographic z-direction, cf. figure 5.2, there are in fact two sheets of
V—9|J°|. Naturally, a larger defining value decreases the separation between them.
We also plot isosurfaces of the scalar field |®(x, z)|?/2* (blue tubs, defining value
2.2). At the boundary, |®(x,z)|?/2* reduces to the superfluid-condensate density
n(x), illustrated on the z = 0 slice with the same colour map as in the previous
plots, 4. e., red denotes the background density ng and blue the respective zeros. In
addition, the grey area at z = z; in both panels depicts the black-hole horizon.

A vortex in the superfluid has a dual bulk representation in terms of tubes punch-
ing through the scalar charge cloud, cf. the upper panel of figure 7.6. The scalar
field ® vanishes in the centre of these tubes along the z-direction. Due to the bulk
profile of ® (cf. figure 5.1), the tubes increase in radius with increasing proximity
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7.3 Matching the Dipole Dynamics in DGPE to Holography

Figure 7.6: Geometric bulk representation of the holographic superfluid in the pres-
ence of vortices (upper panel, ¢ = 500) and the rarefaction pulses (lower
panel, t = 975). The blue surfaces are isosurfaces of the scalar field
|®(x, 2)|?/2* and the orange layers are isosurfaces of the charge den-
sity /—g|J°|. The field |®(x,2)|?/2* reduces to the superfluid density
n(x) = [1(x)|?> at the boundary at z = 0 (illustrated with the same
colour map as in Fig. 7.4). The grey area at z = zp, depicts the black-
hole horizon. Superfluid vortices form tubes in the bulk field ®(z), pierc-
ing through the charge density, and thus allow for an energy dissipation
mechanism, c¢f. the upper panel. Once the vortices have annihilated, this
mechanism ceases to exist as the holes in the charge density heal and the
screening is restored (lower panel). For conciseness both panels show a
quadratic subregion of the full (z1, z9)-domain.
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7 Quantification of Dissipation in the Holographic Superfluid

to the black-hole horizon. An interesting consequence of the holes in the charge
density is that they allow for energy and momentum excitations near the boundary
to ‘fall’ into the black hole. This is the geometric interpretation of the dissipation
mechanism in the holographic superfluid, discussed briefly in section 3.1. Due to the
finite width of the tubes, only small wavelengths can fall through the tubes into the
black hole and dissipation is thus dominated by ultraviolet (UV) modes [148]. The
UV-dominated dissipation in the holographic system is a fundamental difference to
the DGPE (7.1). In the DGP model, the dissipation parameter v damps out modes
of all wavelengths equally, including infrared (IR) modes. The deviations seen in
the vortex trajectories between the DGPE and holography simulations during the
final stages of the evolution may thus be due to the differences in the dissipation
mechanisms. In our matching procedure we have matched the infrared physics of
both theories. However, once the vortex separation is of the order of the vortex
width and the respective density depletions overlap, UV modes strongly dominate
the physics. While in the DGPE such modes are just equally damped out as IR
modes, which we expect to dominate at earlier times, in holography the dissipation
of UV modes strongly dominates over the dissipation of IR modes. Hence, we expect
the dissipation in the holographic system to change while it stays the same in the
DGP model. This appears to be a likely reason why the vortices deform differently
and have deviating trajectories.

Once the vortices in the dipole evolution have annihilated, the respective holes
in the charge density close. In particular, the corresponding zeros in ® and thus
vV—9g|J°| disappear instantaneously. Consequently, the screening by the scalar
charge cloud increases and energy and momentum modes can no longer as easily
dissipate into the black hole. We show the respective bulk configuration in the lower
panel of figure 7.6. The snapshot is taken three unit timesteps after the vortices have
annihilated. We note that the defining values for the isosurfaces of |®(x, 2)|?/2* as
well as \/—g|J°| are the same here as in the upper panel. At the boundary, one
can clearly discern the propagating rarefaction pulse (the density depletion) which
quickly picks up velocity and travels for about At ~ 18 unit timesteps before its
density has approximately healed back to its equilibrium value ng, cf. section 8.4 for
further details. The holographic bulk representation of the pulse differs distinctly
from the configuration dual to the vortices. In particular, the pulse does not punch
a hole in the charge density. Instead, as time proceeds and the condensate density
at the minimum of the pulse increases, also the charge density evens out. Thus,
the geometric bulk interpretation suggests that for the holographic superfluid the
presence of vortices strongly increases the dissipation. Nonetheless, it is important
to note that the system is not necessarily dissipationless if vortices are not present.
In the presence of rarefaction and sound waves the system is also dissipative, how-
ever, it appears likely that in these scenarios the dissipation is smaller than in the
presence of vortices.

In the DGPE simulation the rarefaction pulse does not accelerate as strongly as
in holography and is damped out much sooner. It does therefore not travel as far
in space as its holographic analogue. A larger dissipation in the DGPE during this
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regime may explain the observed behaviour. However, as in holography, also in the
DGP model the dissipation mechanism becomes more relevant in the presence of
vortices and is strongest in the vicinity of their cores. Indeed, as we have discussed
in section 7.1, the zero mode in the DGPE is not damped. Nevertheless, from
our qualitative analysis of the rarefaction pulse, we expect that in the holographic
framework the relative decrease in dissipation in the absence of vortices is much
more severe than in the DGPE. Otherwise, we would expect the evolution of the
rarefaction pulses to have stronger agreement.

The deviations of the vortex dynamics in holography and DGPE during the final
stages of the evolution prior to and after the annihilation, have implications also for
a comparison of the respective dynamics of many-vortex configurations. If another
vortex is located in the vicinity of an annihilating dipole, its subsequent time evolu-
tion is affected by the created rarefaction pulse. Since the characteristic behaviour
of the pulse differs in DGPE and holography, an interaction between another vortex
and the pulse induces deviations of the vortex behaviour in DGPE and holography.
Hence, for ensembles of vortices, the trajectory of each individual vortex in DGPE
and holography only agrees if the density of the vortices as well as their locations
on the grid is such that at no point during the respective evolutions an annihi-
lating dipole affects another vortex in its immediate vicinity. For some exemplary
configurations, we have checked and confirmed this explicitly®.

7.4 Discussion of Experimental Relevance

Let us now compare our findings for the damping parameter and the friction co-
efficients for the holographic superfluid to experimental realisations of quasi-two-
dimensional superfluids and cold Bose gases.

In section 7.1 we have argued that the phenomenological damping parameter of
the DGPE ~ can be expressed as v ~ 12 Ma?kgT/(wh?), in terms of the mass of
the bosons M, the temperature 1" of the condensate and the three-dimensional scat-
tering length a. Moreover, for the present section, we have re-introduced % and the
Boltzmann constant kg. Taking into account typical temperatures of the order of
T ~ 100nK for alkali gases such as 23Na and 8"Rb and a ~ 3nm and 5nm for
the respective scattering lengths, one infers v ~ 12 Ma?kgT/(nh?) ~ 107%...1073
which is two to three orders of magnitude smaller than the dissipation scale ob-
tained from matching the DGPE to the holographic model, c¢f. table 7.1. To obtain
the strong dissipation seen in our holographic simulations in an alkali gas would
require increasing the scattering length, e. g., close to a Feshbach resonance, while
simultaneously decreasing the density n in order to fix i = v/8ran/(Mc) and thus
the healing length € ~ i~'/2 to the value we have extracted from our matching
procedure.

8See https://www.thphys.uni-heidelberg.de/~holography /holoDGPE/ for a video demonstrating
the agreement for an exemplary configuration of four vortices and four anti-vortices.
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7 Quantification of Dissipation in the Holographic Superfluid

Hence, we conjecture that the holographic superfluid describes the motion of vor-
tices in a highly dense system, with diluteness ¢ = /na3/oc ~ 1, which requires
a ~ o in the experimental setups realised thus far. Typically, such a system is dif-
ficult to be stabilised with bosons due to three-body-recombination loss prevailing
at large scattering lengths [313]. However, this can be remedied by using ultracold
paired fermions [314].

A supportive complement to our conjecture is obtained by comparing our results
with vortex diffusivities measured in thin films of superfluid *He [31, 37, 247, 248]
and in cold Bose condensates [33, 251]. The dissipative motion of vortices has
been studied experimentally and compared with the description in terms of the HVI
equations (7.6), (7.7) so far mainly in superfluid helium, in two-dimensional films
[31, 37,247, 248, 315-317] as well as in three-dimensional setups [318, 319]. However,
here we are only interest in two- or quasi-two-dimensional systems. In addition, also
experiments with atomic Bose-Einstein condensates provide versatile platforms for
the study of dissipative vortex dynamics [32, 33, 40, 230, 250, 251, 299, 320-322].
Also a number of theoretical studies has been focused on the effects of dissipation
on vortices in such systems, see, e.g., [249, 323-326].

A parameter of interest is the friction coefficient C’ in the HVI equations which
quantifies the motion of vortices perpendicular to the fluid flow and arises from the
drag force created by interactions with the thermal excitations., i.e., the normal
component of the system. It is related to the appearance of v # 0 in the DGPE.
The relation of C’ to the dissipation of the superfluid is usually being expressed in
terms of the vortex diffusivity D. Their relation in two spatial dimensions is given
by

,  2mhnso ~

2D, (7.22)
MkgT

where ng is the three-dimensional superfluid mass density, o is the thickness of the
film, M is the particle mass and 7' the temperature.

On grounds of dimensional arguments the diffusivity has been argued to be of
order D ~ fi/M mnear the critical temperature of the BKT transition [240, 242].
At temperatures in the Millikelvin to Kelvin regime, up to the BKT temperature,
experiments have confirmed this value to form, by order of magnitude, an upper
limit. In general, however, D has been found to be strongly temperature dependent.

In experiments with thin films of superfluid helium, values of D ~ 1072...1 h/M,
corresponding to C' ~ 1072... 1, have been found [247, 248, 316, 317]. However, in
recent experiments with superfluid helium films on silicon chips, coherent dynamics
has been found to dominate, that is with very small friction C' ~ 2...3 x 1076
prevailing [31].

In experiments with ultracold dilute atomic gases at temperatures T' ~ 30 nK [33],
friction coefficients have been measured to be of the order of C’ ~ 1074

For an order of magnitude higher temperatures of the atomic Bose gas, in the range
200nK < T < 450nK, on the other hand, friction coefficients of C’ ~ 0.01...0.03
resulting from strong thermal friction, have recently been measured in experiment
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Table 7.2: Friction coefficient C’. Left column: of the holographic superfluid, ex-
tracted from our matching procedure to the DGPE and HVI vortex dy-
namics. Centre columns: of thin films of superfluid helium extracted from
different experiments. Right columns: of Bose-Einstein condensates, at
ultra-low temperatures and including strong thermal friction due to larger
temperatures. The extracted friction coefficients of the holographic su-
perfluid are in good agreement with those measured in superfluid helium
at T ~ 1K and in thermally excited Bose Einstein condensates.

Holographic | Helium Helium BEC BEC

Superfluid T~1K T ~30nK T ~200...450nK
31] [247, 248, 316, 317] [33] [251]

0.03...0.1 | 3x107° 1021 | 107 0.01...0.03

with a dilute 2*Na gas [251]. There, the observed nearly linear temperature depen-
dence is consistent with the prediction [323]

A aM/?
! ~

which is based on a high-temperature (kT > fi) evaluation of the analysis of
[327]. Moreover, the data of [251] is also matched, at the higher temperatures,
by a numerical evaluation of the Zaremba—Nikuni—Griffin kinetic approach [326],
in which a generalised GPE is coupled to a Boltzmann equation for the thermal
(normal) component [305, 306].

In our numerical matching procedure we extract friction coefficients for the holo-
graphic superfluid in the range C’ ~ 0.03...0.1, ¢f. table 7.1. For a better overview
of how these values compare with the experimentally measured friction coefficients,
in various experimental setups, discussed above, we summarise them in table 7.2.
The friction coefficients for the holographic superfluid are similar to those observed
in strongly dissipative systems, namely in thin films of superfluid *He at tempera-
tures T' ~ 1K [247, 248, 316, 317] and in thermally excited atomic condensates [251].
Based on these findings we conjecture that vortex dynamics in the two-dimensional
holographic superfluid should apply to the description of vortex dynamics in such
systems.

It is important to appreciate that our findings go beyond the dynamics of vor-
tex dipoles. The friction coefficients we have extracted from our matching procedure
characterise not only the dynamics of single vortex dipoles but more generally the dy-
namics of all vortex ensembles in the holographic superfluid. In particular, only this
fact has allowed us to compare the friction coefficients of the holographic superfluid
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7 Quantification of Dissipation in the Holographic Superfluid

to values extracted from measurements of the vortex diffusivity in real-world super-
fluids and Bose—Einstein condensates. Thus, our findings imply that holography can
potentially be used to describe quantum turbulence induced by the appearance of
quantised vortex defects in the above discussed experimental systems, i. e. superfluid
helium and thermally excited Bose gases. In a number of works on turbulence in the
two-dimensional holographic superfluid effects such as Kolmogorov scaling [148, 150],
the approach to a non-thermal fixed point (see also chapter 13 for a discussion) [150]
and many more (cf. [148, 150, 168]) have previously been reported. In light of our
findings, these results may be considered predictions for turbulent behaviour of the
above discussed real-world systems. For the future it would be very interesting to
compare the results for the dynamics of vortex dipoles in the holographic superfluid
obtained in this thesis as well as results regarding turbulent behaviour of the system
directly to experimental findings.
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8 Vortex-Dipole Kinematics

In the previous chapter we have used the dynamics of vortex dipoles to quantify
the dissipative nature of the holographic superfluid in the presence of vortices. We
have inferred the applicability of the holographic framework to experimentally re-
alisable superfluids. In light of our findings and possible future applications of the
gravitational model to the description of vortex dynamics in such superfluids, it is
interesting to study the dipole dynamics in the underlying superfluid itself in more
detail. In particular, despite our matching procedure to DGPE dynamics and our
comparison of the vortex trajectories with solutions of the HVI equations, we have
yet to fully analyse the kinematic aspects of the dipole evolution. The main goal
of the present chapter is therefore to investigate not only the vortex trajectories in
more detail but also the vortex velocities and accelerations as well as the respective
dependences on the initial configuration of the dipole and on the chemical potential
of the superfluid. In addition, we also study the rarefaction pulse that the vor-
tices create as they annihilate. In this chapter we study the kinematic aspects of
the dipole dynamics only for vortices in the holographic superfluid. With regard
to the rarefaction pulse, on the other hand, we compare our findings with similar
excitations in the GP model.

The contents of the following sections is split into three main parts. The first
part comprises sections 8.1 and 8.2 and deals mainly with the dependence of the
dipole dynamics on the initial vortex configuration. In section 8.1, we study the
vortex trajectories for various initial vortex separations and analyse the dipole size
d(t) by means of its functional dependence on time. In addition, we comment on
a how our findings compare with those of [163]. While the authors of [163] also
study the time evolution of vortex dipoles in the holographic framework, our results
extend and improve on their work in several ways. In the subsequent section 8.2,
we compute derivatives of the trajectories and study the velocities and accelerations
of the vortices. In the second part, in section 8.3, we analyse the dipole kinematics
with regard to the dependence of the vortex velocities on the chemical potential of
the superfluid. Finally, in part three, comprising only section 8.4, we investigate
the rarefaction pulse that the vortices transition into after their annihilation and
compare the characteristics of the pulse to similar excitations in the holographic
superfluid as well as in the GP model.

Throughout sections 8.1, 8.2 and 8.4 we fix the chemical potential of the superfluid
to p = 6 which corresponds to a ratio of T/T. = 0.68. While in the previous two
chapters we have presented all our results in units of grid points, we find it convenient
in this chapter to adopt physical units. Thus, unless explicitly stated otherwise, we
multiply all observables by an appropriate power of the grid spacing [, which we set to
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8 Vortex-Dipole Kinematics

[ = 2/7 for most of this chapter. The grid spacing [ itself is measured in units fixed by
our choice of z;, = 1. Employing physical units for the vortex—anti-vortex separation
for instance, implies d(t) — d(t)l. However, for notational simplicity we henceforth
drop [ again but keep in mind that we proceed likewise for all other parameters and
observables. In our simulations we leave all further numerical parameters such as
the number of grid points unchanged.

The content of sections 8.1-8.3 is mainly based on our publications [164, 258] and
some parts are taken verbatim from them. For a better embedding in the context
of this thesis, we have further added and modified several parts.

8.1 Vortex-Dipole Trajectories

For the success of our studies in the previous chapter it was essential that, after
matching the dynamics of vortex dipoles in DGPE and holography for one initial
dipole configuration, strong agreement of the vortex dynamics with regard to the
vortex trajectories in both theories pertains also for all other initial dipole config-
urations. If the DGPE parameters extracted from the matching procedure were
dependent on the initial dipole size or alignment, we could not have consistently
related our findings to experiments on vortex dynamics in real-world superfluids. In
this section we analyse explicitly how the vortex trajectories depend on the initial
configuration of the dipole and justify that it has been sufficient to perform the
matching procedure for only one specific initial condition in the previous chapter.

Due to translational and rotational symmetry of the underlying superfluid, all
initial vortex—anti-vortex configurations can be transformed such that the dipole is
horizontally aligned along the zo = 256 axis. Indeed, the vortex dynamics is fully
independent of the initial alignment of the dipole on the grid. For a number of
exemplary initial configurations of the dipole we have checked and confirmed this
explicitly. Henceforth, we therefore focus solely on initial conditions where the vortex
dipole is aligned along the xo = 256 axis and we only vary the initial separation of
the vortex—anti-vortex pair.

Including the exemplary simulation of chapter 6, we study the dipole dynamics for
five initial separations dy/l = 40, 60, 80, 100, 120 in units of grid points. To be spe-
cific, in accordance with our discussion above, we imprint a vortex dipole consisting
of one vortex and one anti-vortex onto the static background solution of the super-
fluid at positions (z1,1,21,2) = (256+do/2l,256) and (x2 1, x22) = (256 — do/2l, 256),
respectively. Here, dy has physical units which is why we have to divide by the grid
spacing [ in order to express the vortex—anti-vortex separation in units of grid points.
With our choices of dy/l and the size of the grid, we again suppress unwanted numer-
ical finite-size effects, cf. our discussion in section 6.1. In particular, forces exerted
on the vortices by the mirror vortices due to the periodicity of the grid are negligibly
small.

After we have prepared the initial configurations, we evolve the respective systems
in time until the vortices have annihilated. As before, we extract the vortex trajecto-
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ries from the simulations using our combined tracking procedure of section 6.3. Thus
far, we have employed the tracking routine at every unit timestep of the dipole evo-
lution. Due to the strong increase of the vortex velocities at late times of the dipole
evolution, this implies that the spatial separation between the vortex locations at
two consecutive tracking steps is not equidistant. While at early times this sepa-
ration is much smaller than one grid spacing, it distinctly exceeds on grid spacing
during the final stages of the evolution, cf. figure 6.5. However, for an investigation
of the characteristics of the dipole kinematics, it is essential to have an approxi-
mately uniform spatio-temporal resolution of the vortex trajectories throughout the
entire dipole evolution. Hence, we need to track the vortices more frequently than
at every unit timestep shortly before they annihilate. For the matching procedure
tracking the vortices only at every unit timestep by contrast was sufficient since our
interest concerned mainly the times prior to the annihilation. In fact, we even found
that the matching breaks down during the final three unit timesteps of the evolution.
In this chapter, on the other hand, we also want to study these times and show that
the vortices exhibit very interesting behaviour shortly before they annihilate. In our
numerical implementation, one unit timestep is composed of an adaptive number of
smaller numerical timesteps. Hence, we can simply apply our tracking procedure at
a given number of these numerical timesteps. In practice, we find that tracking the
vortices 100 times over the period of one unit timestep is sufficient to re-establish
the desired spatio-temporal accuracy of the vortex trajectories. We start applying
this version of the tracking routine approximately seven unit timesteps prior to the
annihilation. Notably, due to the increase of the temporal resolution, we can also
determine the time of the annihilation of the vortex—anti-vortex pair much more
precisely and are able to track the vortices even at times later than the endpoint
of the evolution we would find if we tracked the vortices only at unit timesteps. A
further increase of the number of tracking points would not increase the accuracy
of the trajectories due to limitations imposed by the error on each individual vortex
location originating from the tracking routine. It would, however, allow us to deter-
mine the endpoint of the evolution more precisely since for this it is only essentially
whether the vortices have annihilated yet or not.

With the larger number of tracking steps we are able to locate the vortices until
their separation is distinctly smaller than one unit grid point. However, as soon
as the dipole size drops below one grid point, it is necessary to slightly adapt the
NR method since we can no longer use the approximate vortex positions, obtained
from locating the respective phase windings of the vortices, as initial guess in the
algorithm (unless we Fourier interpolate the field). Indeed, once the vortices are
both located within one plaquette of the numerical grid, the total phase winding
outside the plaquette vanishes. As an alternative, we employ the vortex locations
extracted from the previous tracking step (not unit timestep) as initial guess for the
respective next step. This turns out to be an adequate choice to ensure that the NR
algorithm quickly converges to the true vortex location.

In figure 8.1 we show the vortex trajectories for the five initial vortex—anti-vortex
separations discussed above. For better visualisation, we display only a small sub-
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Figure 8.1: Trajectories of the vortex—anti-vortex dipole system in the holographic
superfluid with temperature 7'/T. = 0.68 (corresponding to u = 6) for
five different initial separations dy/l in grid points. The vortices are im-
printed along the horizontal zo = 256-axis and the respective systems
evolved in time until the vortices have mutually annihilated. For con-
ciseness we only show a subregion of the full (z1,x2)-grid. The slight
initial outward bending can be attributed to our procedure of preparing
the initial configurations, cf. section 6.4. The dashed line separates the
trajectories of the vortices from the anti-vortices.

region of the full (z1,x2)-grid. The first point of all trajectories corresponds to time
t = 0 in the respective simulations, when the vortices have fully developed their
density profile. Due to the higher time resolution of the enhanced tracking rou-
tine (as compared to the previous chapters), we can track the vortices until their
separation is distinctly smaller than the marker sizes used in figure 8.1. The in-
crease in resolution during the late-time regime becomes particularly evident upon
comparing the corresponding segments in the trajectories in figure 8.1 with those
displayed in figure 6.4. Furthermore, the comparison illustrates the necessity of
tracking the vortices more frequently than at every unit timestep if one is inter-
ested in their late-time behaviour. In order to avoid confusion, we stress that in
figure 8.1 we indeed display two trajectories for every fixed initial separation. To
aid the identification of the respective trajectories of the vortices and anti-vortices,
respectively, we plot a straight vertical line, separating the respective trajectories,
and moreover, depicting the xi-position at which the vortices annihilate. At early
times, the trajectories again exhibit a slight outward bending, for all initial vortex
separations. We attribute this behaviour to the initially missing phase configuration
coupling the vortex and anti-vortex phases, cf. our discussion in section 6.4, and
thus to our preparation of the superfluid initial conditions. After the phase-healing
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Figure 8.2: Illustration of the same trajectories as depicted in figure 8.1 above, now
linearly shifted such that the vortices annihilate at the same (x1,x2)-
position on the grid. At intermediate and late times, the trajectories
are in excellent agreement, while the initial deviations are caused by the
preparation of the initial vortex configuration (phase-healing regime).
For conciseness we only show a subregion of the full (z1, z2)-grid.

regime, the vortices quickly bend inwards, approach and eventually annihilate each
other. In the previous chapter we have shown that for large enough vortex—anti-
vortex separations, but after the phase-healing regime, the vortices follow solutions
of the HVI equations and propagate on straight lines. For the trajectories displayed
in figure 8.1 we find that such a behaviour is only discernible for the largest initial
vortex—anti-vortex separation given by dy/l = 120 grid points (blue curves). For all
smaller initial separations, the trajectories are bent either due to the phase-healing
process or due to the finite width of the vortex-induced density depletions. Natu-
rally, for these regimes of the trajectories a description in terms of the HVI equations
is precluded.

After the phase-healing regime the vortices follow universal curves. For a better
visibility of the universality, we linearly shift the trajectories displayed in figure 8.1
such that all associated vortex—anti-vortex pairs annihilate at the same position
on the (z1,z2)-grid and we show the resulting curves in figure 8.2. Except for the
respective early-time regimes the trajectories for all initial conditions are in excellent
agreement. In fact, upon closer inspection we find that the trajectories do not only
agree in space but also in time. By agreement in time we mean that at the same
vortex—anti-vortex separation for all initial dipole sizes, the spatial distance each
vortex travels between two consecutive tracking steps is the same. In other words,
the vortex velocities for all initial dipole sizes agree when the vortex—anti-vortex
pairs have the same separation. For details, see our discussions in the following
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section 8.2. Hence, at intermediate and late times of the dipole evolution, the vortex
kinematics is independent of the initial dipole size and unambiguously parametrised
by the vortex—anti-vortex separation. With regard to the early-time regime of the
dipole evolution we find that the phase healing takes slightly longer if the vortices
are further apart as evidenced by the deviations of the respective trajectories from
the universal curves in figure 8.2.

However, given the similarity of the initial conditions considered above, the strong
agreement of the trajectories may not be overly surprising. In order to check if the
dynamics is indeed universal, we perform an additional simulation of the dipole dy-
namics with a distinctly different initial condition and study how the corresponding
vortex trajectories compare with those presented above. To be specific, we randomly
distribute the vortex and anti-vortex on the quadratic grid and perturb the system
with random phase noise!. Naturally, the random noise translates into an additional
flow or velocity field of the vortices. Thus, at time t = 0 the vortices have different
locations on the grid as well as an additional velocity component as compared to
the vortices studied before. Without the phase noise, each vortex would solely move
in the flow field of the respective other vortex and thus follow the curves shown in
figure 8.2. We proceed as before and evolve the system in time until the vortices
have annihilated. An analysis of the resulting trajectories shows that at interme-
diate and late times, after appropriate linear shifts and rotations, the trajectories
indeed again approach the universal curves displayed in figure 8.2. At early times
during the phase-healing regime, on the other hand, the additional phase component
induces strong deviations from the trajectories of a dipole that has the same initial
separation but in a system that is not initially perturbed by phase noise. However,
since we are not particularly interested in this regime, the exact behaviour is not of
importance to us. Our findings thus indicate that the additional phase contribution
damps out quickly as the system is propagated in time and has no effect on the
intermediate- and late-time behaviour of the vortices. We conclude that the physics
of vortex dipoles in the holographic superfluid (at intermediate and late times) is
indeed universal and depends only on the size of the dipole.

Having studied the vortex trajectories, we now revisit our discussion in section 7.3
concerning the characteristic behaviour of the vortex—anti-vortex separation d(t) as
a function of time. In order to motivate our following investigation, we briefly recall
the essential statements of that discussion and in particular, review an important
aspect of our analysis of the HVI equations in section 7.2. The HVI equations
(7.6) predict the dipole size to decrease with the square root of the shifted time,
d(t) ~ /ta —t, where t, is the time at which the vortex—anti-vortex pair annihilates.
In figure 7.5, we have explicitly compared the behaviour of point vortices according
to the HVI equations with our results from the holographic and DGPE simulations
and found that the curves only agree for a short intermediate period of time. These

'To perturb the system with random noise, we multiply the phase configuration e’ Re(=(®)) into

the bulk scalar field ®(x, z) at time ¢ = 0, when the vortices have fully developed their density
profile, for every fixed-z slice. Here, E(x) is obtained by randomly populating modes around
the origin in momentum space and subsequently Fourier transforming back to real space.
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8.1 Vortex-Dipole Trajectories

deviations are expected since the HVI equations only capture the dynamics of point-
vortex dipoles, while in the holographic (or DGP) system, the vortices have a finite
width, cf. our discussion in section 7.3. Nevertheless, it is interesting to analyse if, in
the holographic system, the dipole size d(t) also exhibits a power-law behaviour for
times after the phase-healing regime. We determine the approximate endpoint of the
phase-healing regime by analysing at which point the outward bending ends and the
trajectories follow the universal curves. In the following, we analyse the functional
dependence of the dipole size on time for the same initial configurations that we have
studied above. Naturally, the initial outward-bended part of the dipole evolution
has to be excluded as it is an artefact of the preparation of the initial configuration.

In addition, we exclude the final five unit timesteps of the dipole evolution during
which the vortices deform strongly and their density depletions overlap in large parts.
Once the vortices have significantly merged, an interpretation of their cores and the
induced density depletions in terms of quasiparticles (like in the HVI equations)
appears to break down. Thus, deviations of d(¢) from its behaviour at earlier times
are expected. In the following we discuss our explicit analysis and explain why we
exclude the final five unit timesteps.

We make an ansatz for the functional dependence of d(t), given by

d(t) = Aty —t)°, (8.1)

where we have introduced the fitting parameters A, t, and b. b is the scaling exponent
which we are ultimately interested in. Since d(t) changes behaviour during the final
stage of the evolution which we exclude from our analysis, we expect t, to deviate
from the actual time of the vortex—anti-vortex annihilation that we extract from our
tracking procedure. Thus, we leave it as a free parameter. For the fitting routine we
use a Levenberg—Marquardt least-squares fitting algorithm. In figure 8.3 we show
the vortex—anti-vortex separation, extracted from the trajectories in figure 8.1, as a
function of the shifted time t, — t.

The double-logarithmic scale demonstrates nicely that the dipole size in the holo-
graphic system indeed follows a power-law behaviour according to (8.1). Two com-
ments are in order here. First, despite excluding only the final five unit timesteps
of the respective evolutions, the latest time in figure 8.1 corresponds to t, — t = 10.
Since t, must not be confused with the actual time of the annihilation, this is not
worrisome. Second, t, naturally differs for all curves, corresponding to the different
initial conditions.

For all initial vortex—anti-vortex separations, the fitting procedure yields a scal-
ing exponent of b =0.53 +0.02. We estimate the uncertainty of b by variations
in the boundaries of the interval of the fitted data points at very large and very
small separations. Since we cannot precisely pinpoint the end of the phase-healing
regime, the upper boundary of the interval (at large separations) constitutes a large
source of uncertainty. To determine the corresponding uncertainty of b, we vary
the upper endpoint of the interval by +20 unit timesteps which we estimate to be
the uncertainty in the time marking the end of the phase-healing regime. We find
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Figure 8.3: Vortex—anti-vortex separation as a function of the shifted time ¢, — t,
where t, is extracted from a fit and extrapolates to the annihilation
time of the vortices, for five initial vortex configurations, on a double-
logarithmic scale. The dashed black line illustrates the power-law be-
haviour according to d(t) ~ (t, — t)%53 (deliberately shifted downwards
by one grid points) valid for all initial dipole sizes. After the initial phase-
healing regime, the curves are in excellent agreement with the power-law
behaviour, except for the final five unit timesteps of the evolution which
we do not show here.

Ab = £0.02. At small vortex—anti-vortex separations, on the other hand, we find
the fitting procedure to be insensitive to the exclusion of more than the final five
unit timesteps. The inclusion of more data points by contrast severely affects the fit.
To be specific, excluding only the final four instead of the final five unit timesteps
already alters the scaling exponent by |Ab| = 0.02. The inclusion of even more
data points leads to very poor convergence properties of the fit. Consequently, we
exclude At = 5 unit timesteps prior to the vortex—anti-vortex annihilation. The
fitting routine itself reports an uncertainty for the scaling exponent of the order of
Ab ~ +10~% which is clearly negligible as compared to the uncertainties originating
from the determination of the boundaries of the fitted interval.

The dashed black line in figure 8.1 illustrates the scaling behaviour according to
equation (8.1) with b = 0.53, as extracted from the fits. We have deliberately shifted
the line downwards from the curves by one grid point to aid the visualisation. At
times later than the initial phase-healing regime for each of the initial conditions, the
line is in excellent agreement with the respective curves. Hence, we find that as for
the HVI equations, the dipole dynamics in the holographic superfluid also exhibits a
power-law behaviour in the vortex—anti-vortex separation. The scaling exponents in
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8.1 Vortex-Dipole Trajectories

holography and the HVI solution agree within two standard deviations. Due to the
finite width of the vortex-induced density depletions which render the HVI equations
inapplicable exact agreement is not expected.

In [163] the authors study the dynamics of vortex—anti-vortex pairs in a holo-
graphic superfluid, with a particular focus on the functional dependence of the
vortex—anti-vortex separation d(¢) on time. In the following we comment on how
their results compare with the ones we have presented above. Before we do an ex-
plicit comparison though, let us first consider some general aspects and discuss how
the underlying physical systems and the numerical implementations compare.

In both works, ours and [163], the same gravitational model of a two-dimensional
superfluid is employed, for the same choice of the scalar mass and the dimensionless
parameter p/T, given by /T = 8w. In addition, also the numerical methods used
to solve the system of partial differential equations are very similar. The authors
of [163] also employ a Fourier decomposition in the (z1,x2)-plane and a pseudo-
spectral method with an expansion in Chebyshev polynomials along the holographic
z-direction. However, differences arise in the grid sizes. While we use 512 x 512 x 32
grid points along the (z1, x9, z)-directions, in [163] only 241 x 241 grid points along
the (x1,x2)-direction and 25 collocation points along the holographic z-direction
are used. There are strong differences in the numerical methods used to analyse
the dipole dynamics. In [163] the vortices are tracked using a standard plaquette
technique of locating their phase windings. As we have discussed in section 6.3,
such methods have a significantly lower precision than our tracking algorithms and
vortices can only be located with an uncertainty of one grid point.

The main result of [163] is that the dipole evolution splits into two distinct regimes,
one for larger and one for smaller dipole sizes than twice the radius of an isolated
vortex. The authors of [163] define the latter as the radius of the vortex-induced
density depletion at 99% of the background density. They find that in both regimes
the vortex—anti-vortex separation exhibits a power-law behaviour in ¢, — ¢ with
different scaling exponents. For large separations they find a scaling exponent of
b = 1/2, while at separations smaller than twice the vortex radius, they find b = 2/5.
The large-distance power law of [163] agrees with the solution of the HVI equations.
Above and in section 7.3 we have discussed that for sufficiently large vortex—anti-
vortex separations and during a small stage of the dipole evolution, we find a similar
behaviour. However, in our analysis we have found that deviations from the HVI
solutions set in at significantly larger separations than twice the radius of the vortex-
induced density depletions (adopting the definition of [163]). Furthermore, explicit
computations show that we cannot find a power law with a scaling exponent of
b = 2/5 at smaller separations. Neither beginning at the point where deviations
from the HVI solutions set in, nor within any other interval at smaller separations.

There might be various reasons for the differences between our results and those
presented in [163]. Let us only mention two possible explanations here. We particu-
larly want to highlight the increase in accuracy of the vortex tracking algorithms in
our analysis which also implies a distinctly higher precision of d(t). Since fitting a
power law of type (8.1) is very sensitive to the given data, it is essential that the un-
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certainties in the computation of d(t) are very small. In addition, we want to point
to finite volume effects, 7. e., effects induced by the periodicity of the numerical grid,
which may play a non-negligible role. Since we use distinctly larger grid sizes than
[163], such effects may be more strongly suppressed in our results. In particular,
we have checked explicitly that finite-volume effects are suppressed by performing
one simulation of the dipole dynamics also on a (21, x2)-grid with 10242 grid points
which gave us the exact same result.

8.2 Vortex Velocities and Accelerations

In this section we continue our investigation of the dipole kinematics and study the
vortex and anti-vortex velocities and accelerations as a function of their separation.
The quasi-continuous nature of the vortex trajectories allows us to compute their
derivatives with respect to time straightforwardly using finite-difference methods.
However, due to the adaptive (numerical) timesteps, the common finite-difference
methods have to be modified slightly. For details, see appendix A.5. In the following
analysis our interest concerns in particular the universality aspect of the dynamics
discussed in the previous section and we show that universality holds not only in
space but also in time.

8.2.1 Vortex Velocities

We split the dipole motion into a longitudinal component along the dipole axis d(t)
and a transverse component orthogonal to it. For our specific choice of initial con-
figurations, the longitudinal component is parallel to the z1-axis and the transverse
component parallel to the zo-axis. The centre-of-mass of the dipole moves along
the transverse component. In the following, the longitudinal and transverse veloc-
ities of the vortices are denoted as v and v, respectively. In the next subsection
we proceed analogously for the accelerations. Along the longitudinal direction, the
velocities of the vortex and anti-vortex are opposite in sign but equal in modulus,
v (t)| = |dd(t)/dt|/2. Along the transverse direction, on the other hand, they agree
precisely. In order to avoid having to distinguish between the vortex and anti-vortex
velocities, we always refer to the modulus |v)(t)| as the longitudinal velocity com-
ponent of the vortices.

For the five initial conditions studied in the previous section, we show in figure 8.4
the corresponding vortex-velocity components along the longitudinal (upper panel)
and transverse (lower panel) direction. The velocities are expressed in units of ¢ = 1,
where ¢ is the speed of light. Since we have the freedom to arbitrarily rotate the
coordinate system, we take the transverse velocity to be positive, without loss of
generality. To wit, the velocity components are presented as a function of the dipole
size and time therefore proceeds from right (large vortex—anti-vortex separations)
to left (small separations). We furthermore point to the double-logarithmic scale
used in both panels. The results agree very well with the intuition for the dipole
dynamics gained in the previous section. At intermediate and late times of the
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Vortex velocities as a function of the respective dipole size for the same
five initial vortex configurations as shown in figure 8.1, along the dipole
axis (longitudinal direction, upper panel) and orthogonal to it (trans-
verse direction, lower panel). The curves clearly indicate universality of
the velocities at intermediate and late times. The behaviour of the ve-
locities at early times can be attributed to our preparation of the initial
vortex configuration, cf. section 6.4. During the final stages of the vor-
tex annihilation, the transverse velocities saturates to v; ~ 0.37, while
the longitudinal velocity increases strongly. Note the double-logarithmic
scale in both panels. During the final approximately seven unit timesteps
of the respective evolutions the vortices are tracked one hundred times
more frequently than at every unit timestep. The final points in both
panels correspond to the time of the respective annihilations (determined
with the enhanced time resolution).
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evolution, the vortex velocities for all initial conditions coincide and thus depend
only on the vortex—anti-vortex separation. Before we discuss the specifics of the
velocities in more detail, we focus again on the universality aspect of the dynamics.

As for the trajectories, we double-check if independence on the initial configu-
ration is also upheld if the vortices are initially prepared in a distinctly different
configuration. To be specific, we consider the same initial configuration as before in
section 8.1, given by a randomly distributed vortex—anti-vortex pair perturbed by
random Gaussian noise. Proceeding as before, we find that just like the correspond-
ing trajectories, also the velocities approach the universal curves shown in figure
8.4, despite the additional velocity field induced by the imprinted noise. Thus, the
noise indeed damps out completely during the early stages of the evolution. While
at early times, differences in the velocities are clearly present, they disappear at
intermediate and late times. Hence, we find the vortex dynamics to be not only
universal in space but also in time. The dipole system completely loses knowledge
of its initial configuration, and the dynamics is solely parametrised by the vortex—
anti-vortex separation. It follows that after matching the DGPE and holographic
dynamics of vortex dipoles for one initial configuration of the vortices, they agree
for all other configurations as well. We have checked explicitly that also in DGPE
the vortex dynamics is indeed universal. In our studies in chapter 7 agreement of
the dynamics independent of the initial configuration has been a crucial prerequisite
for a consistent comparison with experimental results.

We now discuss the vortex velocities in more detail. During the initial phase-
healing regime, the vortex velocities displayed in figure 8.4 clearly deviate from the
universal curves. The transverse velocity even undergoes a phase of deceleration.
We have already inferred such a behaviour in section 6.4 from the streamline plot
in figure 6.6. Indeed, at short distances away from the vortex cores, the streamlines
have components pointing in the direction opposite to the centre-of-mass motion of
the vortices, causing the vortices to be slowed down along their transverse direction.
Henceforth, we again exclude this phase-healing regime from our analyses and focus
on intermediate and late times of the dipole evolution.

Figure 8.4 also illustrates that the transverse velocity of the vortices saturates
during the final stages of the evolution. It still increases slightly, but its slope is
orders of magnitude smaller than at earlier times. We find the final velocity at the
time of the annihilation to be given by v ~ 0.37. However, the accuracy of the ex-
tracted value is limited by the uncertainty of the vortex locations at this stage of the
evolution as well as due to limitations in the time resolution resulting from the finite
time-stepping scheme of our simulations. Nevertheless, since we are only interested
in an estimate here, the precision of v; = 0.37 is sufficient for all later purposes
(see section 8.4). Unlike the transverse component, the longitudinal velocity does
not saturate but increases strongly throughout the evolution at intermediate and
late times. In fact, while for most of the dipole evolution, the transverse velocity is
larger than the longitudinal velocity, the latter dominates strongly during the final
stages shortly before the vortices annihilate, cf. figure 8.4. At the time of the anni-
hilation, to our resolution, the longitudinal velocity is about an order of magnitude
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Figure 8.5: Absolute vortex velocity, |v| = , /vi + vﬁ, as a function of the dipole size
for the same five initial configurations as shown in figure 8.1. A com-
parison with figure 8.4 clearly indicates that at late times the absolute
velocity is strongly dominated by the longitudinal velocity component.
Note the double-logarithmic scale.

larger than the transverse velocity. In particular, it even exceeds the speed of light.
Importantly, such high velocities are not in violation of causality. Due to the strong
deformations of the vortex-induced density depletions which largely overlap at these
times, the quasiparticle interpretation for the vortices is spoiled. When at late times
the longitudinal velocities exceed the speed of sound, the vortices have merged into
a peanut-shaped density depletion and the dynamics is strongly dominated by the
merging process. Thus, the extracted velocities at these times must not be inter-
preted as velocities of a mechanical motion in the common sense. On a qualitative
level, the observed behaviour of the vortex velocities was expected from the shapes of
the trajectories displayed in figure 8.1. Indeed, shortly before the vortices annihilate,
their trajectories bend strongly and the vortices eventually annihilate under a very
large angle, in particular as compared to the one predicted by the HVI equations or
from simple extrapolation of the trajectories at earlier times.

Finally, in figure 8.5 we show the absolute velocity |v| = |/v? + Uﬁ of the vortices
as a function of their separation for the same initial configurations as studied above.
Except for the late-time regime, the vortex velocities are very small and well below
the speed of light. In particular, the vortex motion is non-relativistic, in agreement
with measurements of vortex dynamics in experimentally realised superfluids [134].
These findings again corroborate that the holographic system captures the physics
of a non-relativistic superfluid.
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8 Vortex-Dipole Kinematics

8.2.2 Vortex Accelerations

We now proceed to studying the accelerations of the vortices. Our general procedure
will be just the same as for the velocities. Namely, we again split the dipole motion
into its longitudinal and transverse components and study the accelerations as a
function of the vortex—anti-vortex separation.

In figure 8.6 we show the longitudinal (upper panel) as well as transverse (lower
panel) acceleration of the vortices for the same five initial dipole configurations
as studied before, on double-logarithmic scales. Since the transverse acceleration
changes sign after the phase-healing regime, we plot its modulus. In light of our
previous findings, it is not surprising to find the vortex accelerations to be universal
at intermediate and late times of the evolution. Likewise, also during the early phase-
healing regime, the accelerations exhibit the behaviour we have already inferred from
the vortex velocities in figure 8.4. Indeed, the transverse accelerations cross zero,
which manifests itself as a kink in the curves. The longitudinal component has
no zero-crossing. However, it does decrease significantly at early times as figure
8.6 nicely visualises. This decrease in acceleration along the longitudinal direction
causes the outward bending of the vortex trajectories.

After the phase-healing regime, the accelerations along both directions of the
dipole motion increase monotonously. Only at very late times, we find the trans-
verse acceleration to saturate and become approximately constant. This behaviour
agrees well with our findings of the previous sections for the vortex trajectories and
velocities, cf. figures 8.1 and 8.4, respectively. Along the longitudinal direction,
on the other hand, the vortex acceleration increases most strongly during the final
timesteps of the evolution and is approximately three orders of magnitude larger
than the transverse acceleration.

From the vortex accelerations, we could now in principle infer the forces exerted on
each of the vortices. However, that would require an estimate for the vortex masses.
Since vortices are depletions in the condensate density, defining their mass in a
superfluid or Bose—Einstein condensate is not a straightforward task and has been
under debate for many years. Suggestions range from defining it as the kinetic energy
of the associated flow field [328-330], over the energy cost of moving it through
the condensate [331], the mass of the displaced superfluid condensate [332] or the
hydrodynamically defined Kopnin mass for vortices in Fermi superfluids [333-335],
to a definition in terms of so-called Kelvin-wave excitations of the quantised vortex.
We address Kelvin-wave excitations of vortex defects in superfluids and specifically
in the three-dimensional holographic superfluid in section 14.3 of Part II. However,
non of the above definitions is directly applicable to our simulations of vortices in a
(strictly) two-dimensional system where the vortices are not excited by Kelvin waves.
Thus, for now it appears out of reach to define or compute the mass of vortices in
the holographic superfluid. Nevertheless, a comment is in order here. Even if the
mass of the vortices was known, it would still not make sense to interpret the motion
of the vortices in terms of a force field which could, in principle, be computed in
this scenario. In classical mechanics, a force field defines the force exerted on a
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Figure 8.6: Vortex accelerations as a function of the dipole size for the same five
initial vortex configurations as shown in figure 8.1 along the dipole axis
(longitudinal direction, upper panel) and orthogonal to it (transverse di-
rection, lower panel). The curves clearly indicate universality of the ac-
celerations at intermediate and late times. At early times, the behaviour
can again by be attributed to the preparation of the initial vortex con-
figuration, cf. section 6.4. At the kinks in the transverse component,
the acceleration changes sign. Note the double-logarithmic scale in both
panels.
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probe-body throughout spacetime. For quantised vortices such an interpretation is
not sensible. Indeed, since a vortex naturally has strong long-range effects on the
superfluid configuration, it cannot be interpreted as a probe-body.

For a discussion of forces acting on the vortex dipole we therefore refer to our
qualitative discussions in section 7.

8.3 Dipole Dynamics at Varying Chemical Potential

In the previous two sections, we have fixed the chemical potential of the holographic
superfluid and analysed how the dynamics of vortex dipoles depends on the initial
configuration of the vortices. While we have now understood the dynamics of vortex
dipoles in general, we have yet to answer the question how exactly the physics
of vortex—anti-vortex pairs depends on the chemical potential, or equivalently the
temperature, of the holographic superfluid. From our investigations in chapter 7
we already know how the superfluid characteristics, including dissipation, depend
on the chemical potential. Likewise, we have studied how the width of a vortex-
induced density depletion depends on p. In this section, we now investigate how the
vortex velocities depend on the chemical potential. We expect the universality of the
dipole dynamics found in the previous sections to hold also for all other choices of
the chemical potential. Thus, throughout this section we only choose on one initial
vortex configuration.

8.3.1 General Considerations

In this section, we study the dependence of the dipole dynamics on the chemical
potential for the same values that we have also used in our matching procedure
in chapter 7, supplemented by one additional value given by pu = 5.1. Thus, we
simulate the holographic superfluid for p = 4.5,5.1,6, 7.5,9 and study how the vortex
velocities depend on these choices. All but the additional value of the set of chemical
potentials are also marked by the ticks on the p-axis in figure 5.1. We recall our
convention of setting zy = 1 which implies that every choice of u fixes the critical
temperature of the superfluid and thus the ratio 7/T.. Our choices for p discussed
above set the system in the superfluid phase at ratios T/, = 0.9, 0.8,0.68,0.54,0.45.
Note that the inclusion of the additional chemical potential ensures that the ratios
T /T, are approximately equally spaced (u = 5.1 corresponds to 7/T. = 0.8). In
table 8.1 we summarise all chemical potentials, the associated ratios T'/T, and further
important simulation parameters.

In chapter 7, we have extracted the width £ of a vortex-induced density depletion
in the holographic superfluid from Gaussian fits to the density modulation and found
it to scale with the chemical potential p, cf. figure 7.2 (see also [161]). Despite using
Gaussian fits, we have argued that the results for & agree with those for £ extracted
from matching a GPE solution to the holographic vortex and tuning the healing
length € until the vortex sizes agree, cf. section 7.3. In this light, we will henceforth
refer to & as the healing length of the holographic superfluid but keep in mind the

140



8.3 Dipole Dynamics at Varying Chemical Potential

Table 8.1: Numerical parameters employed in the simulations of the vortex-dipole
dynamics for the given values of the chemical potential. The temperature
ratio T'/T; is not independent of p and can be inferred from equation
(5.20). The healing lengths given in the table have physical units, just like
the initial dipole size dy. We also give the values of condensate background
density ng and L, the size of the computational domain. For details on
our procedure, see the main text.

po T/Te  no §  do/§  LJ§

4.5  0.90 5.6 1.16 39.2 126.5
5.1 080 16.1 0.85 39.2 171.1
6 0.68 41.7 044 39.2 3344
7.5 054 1202 0.32 39.2 457.1
9 045 2652 0.24 392 6064

slight abuse of notation. In table 8.1 we also give the values of ¢ for the relevant
chemical potentials studied in this section. Here, £ is also expressed in physical
units. In order to account for the dependence of the vortex size on the chemical
potential, we study the vortex velocities for every choice of u as a function of the
dimensionless distance d(t)/¢. Indeed, for a fixed dipole size d(t) it may happen that
for small chemical potentials the vortex-induced density depletions already deform
and overlap, while for large chemical potentials they are still well separated and
perfectly spherical. Given these circumstances, a straightforward comparison of
the respective vortex velocities would not be sensible. It appears more sensible to
compare the velocities only for fixed ratios of the dipole size and the healing length.

As we have shown above, the universality of the vortex dynamics allows us to
restrict our investigations to only one specific initial configuration of the vortices.
For simplicity, we take this configuration to be similar to the ones studied in the
previous sections. To be specific, we prepare one vortex and one anti-vortex aligned
along the xo = 256 axis of the quadratic (x1, x2)-grid, centred around x; = 256 with
a separation of dy/¢ = 39.2, where £ is adapted for every choice of the chemical
potential. For g = 6 this corresponds to dy/l = 60 grid points. We stress that
a fixed distance d(t)/¢ implies that in physical units the initial vortex—anti-vortex
separations differ. For our numerical simulations we again use 512x512 grid points in
the (z1, z2)-plane and 32 Chebyshev polynomials along the holographic z-direction.
Furthermore, we adapt the (z1,z2)-grid spacing [ for every chemical potential to
ensure that the vortices are resolved by a sufficiently large number of grid points.
In practice, we resolve each vortex by approximately 13 grid points in diameter at
95% of the background density. Importantly, changing the grid spacing has no effect
on the observables. It is, however, essential for our analysis since the Gaussian
tracking routine requires a certain width for the respective fits to converge. The
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grid spacing also fixes the physical size L? = (N,l)? of the computational domain
in the (z1,z2)-plane. Here, L = N,l is the side length of the quadratic grid, with
Nz = 512 the number of grid points along the (z1,x2)-directions. With our choices
of [ we ensure that the domain is sufficiently large such that, to the precision we seek
for our studies, finite-size effects are suppressed. In the sixth column of table 8.1,
we give the side length L of the grid relative to the healing length of the respective
system, L/¢.

8.3.2 Vortex Velocities

We now study the velocities of the vortices for varying chemical potentials of the
holographic superfluid. After preparing the initial configurations as explained above,
we evolve the system in time and track the vortices using our combined tracking
algorithms outlined in section 6.3. The initial time it takes the system to build up the
characteristic density profile of the vortices around their cores is slightly dependent
on the chemical potential of the superfluid. For all values considered here, we find
the process to take less or equal than At = 10 unit timesteps. Once the vortices
have fully built up, we ‘reset the clock’ to ¢t = 0 and employ our tracking routine to
locate them on the grid. As in the previous sections, we again employ an enhanced
version of the tracking routine, locating the vortices during the final stages of the
evolution one hundred times more frequently than at every unit timestep. Hereby,
we ensure that the vortex velocities are accurately resolved throughout the entire
dipole evolution. Due to our choices for the grid spacing, the tracking algorithms
work equally well for all chemical potentials. Thus, the uncertainties for the vortex
locations and hence for the velocities are of the same order of magnitude. For all
choices of the chemical potential, we employ the NR method for dipole sizes smaller
than d(t)/¢ = 7.2 and for all larger sizes the Gaussian fitting routine. For y = 6,
the transition point specified by d(t)/€ = 7.2 translates into d(t)/l = 11 in units of
grid points which agrees with our previous choice. In our investigations in chapter
7 we have employed an analogous procedure. To compute the velocities, we again
use finite-difference methods, c¢f. appendix A.5, and split them into a longitudinal
and transverse component, just as in section 8.2.

In figure 8.7 we show the longitudinal (upper panel) and transverse (lower panel)
components of the vortex velocities as a function of the vortex—anti-vortex sepa-
ration divided by the respective healing length £. The velocities are ordered with
the chemical potential of the superfluid. For both the longitudinal as well as the
transverse component, we find that at a fixed vortex—anti-vortex separation d(t)/&
the vortex velocities are lager for higher values of the chemical potential of the su-
perfluid. At very late times the transverse component of the velocities flattens and
saturates for all . The final velocities along the transverse direction at the time
of the annihilation are also strongly dependent on the chemical potential. The final
velocity is largest for the highest value of y. Along the longitudinal direction of the
dipole motion, on the other hand, the velocities increase strongly, even in the late-
time regime. Due to the finite time difference between two consecutive steps in the
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Figure 8.7: Longitudinal (upper panel) and transverse (lower panel) vortex velocities
for five values of the chemical potential of the holographic superfluid as
a function of d(t)¢. Here, d(t) denotes the vortex—anti-vortex separation
in physical units and £ is the healing length of the holographic super-
fluid for the respective temperature ratio, c¢f. main text. In the initial
configuration, the dipole size is chosen according to do/{ = 39.2. At
fixed d(t)/€, both velocity components obey an ordering with the chem-
ical potential of the superfluid and are larger for higher values of u. For
the transverse velocity this results in an ordering of its saturating value
during the vortex—anti-vortex annihilation. Note the double-logarithmic
scale in both panels. During the final approximately seven unit timesteps
of the respective evolutions the vortices are tracked one hundred times
more frequently than at every unit timestep. The final points in both
panels correspond to the time of the respective annihilations.
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Figure 8.8: Absolute vortex velocities, [v| = |/v7 + vﬁ, as a function of the vortex—

anti-vortex separation d(t)/£ for the same values of the chemical poten-
tial p and initial configurations as in figure 8.7 above. ¢ is the healing
length of the holographic superfluid for the respective chemical potential,
c¢f. main text. Note the double-logarithmic scale.

tracking routine and the strong increase of the velocity shortly before the vortices
annihilate, we cannot unambiguously determine an ordering of the final longitudinal
velocity with the chemical potential. We stress that the final points of the curves in
figure 8.8 correspond to the time of the respective vortex—anti-vortex annihilation
in the sense that 0.01 unit timesteps later, we can no longer locate the vortices.

At early times of the evolutions, during the phase-healing regime, we again find
the same behaviour for the vortex velocities as in the previous section, induced by
the initial preparation of the vortices. Interestingly, the length of the phase-healing
regime depends mildly on p. In our matching procedure of the previous chapter
and specifically in the comparison of the dipole dynamics in holography and DGPE
with solutions of the HVI equations, we have taken this dependence into account.
For completeness, we also show the absolute velocity of the vortices for the various
values of the chemical potential in figure 8.8. For all studied values of the chemical
potential, the absolute vortex velocity is dominated by its transverse component at
early and intermediate times and by its longitudinal component at late times.

We refrain from showing the vortex accelerations here as they yield no new insight
into the dependence of the dipole kinematics on the chemical potential. Instead,
we only state the important results here for convenience. Naturally, the overall
dependence of the accelerations on the vortex—anti-vortex separation is the same for
all chemical potentials. In particular, it qualitatively agrees with the accelerations
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for the specific choice of i = 6 displayed in figure 8.6. In addition, like the velocities,
also the accelerations along both, the longitudinal as well as transverse direction,
are ordered with the chemical potential. At fixed d(t)/€, they are larger for larger
values of p. We also find the transverse acceleration to saturate for all choices of
the chemical potential where, again, the final values are ordered with pu.

8.4 Rarefaction Pulse and Sound Waves

In the previous sections of this chapter we have presented an in-depth study of the
dynamics of vortex dipoles. We have tracked their motion, analysed their trajectories
and derived their velocities and accelerations. For all of these investigations, we
have considered times prior to the annihilation. We proceeded similarly in chapter 7
where we have matched solutions of the dissipative Gross—Pitaevskii equation to the
vortex—anti-vortex dynamics in the holographic superfluid. There, we have found
that the matching breaks down shortly before the vortices annihilate and ignored
all times past that point. In all of these discussions we have swept under the carpet
what happens after the vortices annihilate, only briefly mentioning the propagation
of some rarefaction pulse (also, rarefaction wave). Hence, there are still several
unanswered equations with regard to the excitation that the vortices transition into
as they annihilate. Namely, what happens to the density depletions after the phase
windings disappear? How long does it take for the system to equilibrate? And most
importantly, what can we learn from the dynamics of the rarefaction pulse about
the holographic superfluid? The goal of the present section now is to shed light
on the superfluid dynamics at times after the annihilation of the vortex—anti-vortex
pair and to investigate the vorticity-free excitation left behind by the annihilating
vortices. We are interested in the density modulation transverse to the dipole axis,
i. e., along the centre-of-mass motion of the vortex—anti-vortex pair. We restrict
ourselves to one specific choice of the chemical potential, namely u = 6 which lies
approximately in the centre of the interval of chemical potentials considered in the
previous section. As a technical side remark, we note that throughout our following
investigations of the rarefaction pulse, we again employ a grid spacing of [ = 2/7 in
our simulations.

We begin our investigation with some general remarks regarding rarefaction pulses
and soliton excitations of superfluids (subsection 8.4.1). Subsequently, in subsection
8.4.2, we set out our evaluation method and finally, in subsection 8.4.3, we discuss
the observed time evolution and kinematics of a rarefaction pulse in the holographic
superfluid.

8.4.1 General Considerations on Rarefaction Pulses and Solitons

In figure 6.2 of section 6.1, we have displayed four characteristic snapshots of the
evolution of a vortex—anti-vortex pair. The lower left panel of that figure shows the
condensate-density configuration a few unit timesteps before the annihilation. At
the time the snapshot is taken, the vortices have already strongly deformed and their
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density depletions overlap in large parts and they have merged into a peanut-shaped
form. Shortly thereafter, the phase windings of the vortices annihilate each other,
leaving behind a strong depletion in the condensate density. We show a snapshot of
the evolution of the density depletion, 7. e., the rarefaction pulse, in the lower right
panel of figure 6.2. At even later times, the depth of the density depletion gradually
declines and the superfluid equilibrates. Moreover, in figure 7.6 we have displayed
the bulk configuration dual to a propagating rarefaction pulse. For a discussion of
the characteristics of the bulk view see section 7.3.3.

To gain an understanding of the nature of rarefaction pulses created by anni-
hilating vortices, let us take a brief detour to the Gross—Pitaevskii model in the
context of which much work has been done with regard to such non-vortical super-
fluid excitations (see e. g. [136]). While we have so far exclusively discussed vortex
excitations, there exists another important class of topological non-perturbative ex-
citations of superfluids or, more generally, Bose—Einstein condensates, namely soli-
tons [336]. Solitons are localised depletions in the condensate density with a phase
jump across their minimum. In their seminal work on two-dimensional axisymmetric
solitary-wave solutions in weakly dispersive media [337], Jones and Roberts found
that there exist two branches of stable GPE solutions for solitons. In the regime of
high velocities and shallow density depletions, they showed that the solitons obey the
Kadomtsev-Pitviashvili equation [338] (see also [339] for a closed-form expression of
this equation). These so-called lumps propagate the faster the shallower the density
minima, with a maximum velocity given by the speed of sound. When reaching
the speed of sound, the lumps decay into sound waves. Going to smaller velocities,
on the other hand, Jones and Roberts found that there exists a critical velocity at
which the soliton density depletion reaches zero. Upon lowering the velocity even
further, the zero in the condensate density bifurcates and each of the created zeros
carries a quantised phase winding of 27 and —2m, respectively. Thus, the soliton
splits into a vortex—anti-vortex pair whose dipole vector is aligned orthogonally to
the direction of the soliton propagation. With further decreasing soliton velocity,
the vortex—anti-vortex separation increases. Hence, in the GP model, the rarefac-
tion pulses created by annihilating vortices are typically associated with GPE soliton
solutions classified by Jones—Roberts, as this is just the reversed process of the one
we have just discussed. Importantly, the work of Jones and Roberts concerns only
solutions of the non-dissipative GP model, while in the previous chapter 7 we have
observed rarefaction pulses in the dissipative GP model, cf. panel (d) of figure 7.4.

It is now interesting to analyse the characteristics of rarefaction pulses that we find
in our simulations of the holographic system and compare them with Jones—Roberts
soliton solutions as well as with soliton solutions of the holographic superfluid. In
two spatial dimensions, soliton solutions of the holographic superfluid have first been
constructed in [340]. Thereafter, numerous properties of solitons in the holographic
superfluid have been studied, see e.g. [341-345] for an incomplete list. In these
works, so-called black- and grey-soliton solutions are investigated. In general, grey
solitons are characterised by a non-zero velocity which is directly related to the
depth of the density depletion. Black solitons, on the other hand, are static and
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their density depletion reaches zero. Black solitons can be thought of as kinks in
the condensate density with a phase jump of +m across their minimum. See also
[136] for more on this. In the GP model, a central difference between black and grey
solitons, which form a class of so-called dark solitons, and Jones—Roberts solitary
waves is that the former are typically unstable while the latter are the only stable
soliton solutions of the GPE. In holography, just like in the GP model, dark solitons
have been shown to undergo instabilities, cf. [343, 344]. Since in our simulations
the rarefaction pulse does not undergo an instability, it cannot straightforwardly be
associated with grey- or black-soliton solutions of the holographic superfluid studied
previously, although in its velocity dependence on the depth of the density depletion
it has, to a degree and only at large velocities, a resemblance to the grey-soliton
solutions. Instead, at least on a qualitative level, its behaviour is very similar to
that of the GPE Jones-Roberts solitary waves [337], at small as well as at large
velocities. In our following discussion and quantitative analysis we will confirm this
explicitly. In the holographic superfluid, rarefaction pulses created by annihilating
vortex—anti-vortex pairs have thus far not been studied in the literature.

8.4.2 Evaluation Method

To study the rarefaction pulse, we first prepare a vortex dipole in the initial condi-
tion of the superfluid and subsequently evolve the system in time until the vortices
annihilate. With regard to the initial vortex configuration, there is only one restric-
tion. Namely, we need to ensure that the vortices are far enough apart such that the
phase healing has completed before the vortices annihilate. Indeed, since the vor-
tex dynamics during the phase-healing regime deviates strongly from the expected
dynamics of a proper vortex dipole, we expect that the respective rarefaction pulses
would also differ. Therefore, we prepare the vortex—anti-vortex pair in the initial
configuration with a separation of dy/l = 50 grid points. In our studies in section
6.2 and 8.2 we have seen that this choice ensures that the phase has fully healed
prior to the vortex annihilation. As before, we align the vortices on the horizontal
To = 256 axis of the quadratic grid, centred around z; = 256. To ensure a high
spatio-temporal resolution of the extracted trajectory of the rarefaction pulse, we
again adopt the procedure from above and study its density modulation not only at
unit timesteps but also at a number of numerical timesteps. To be specific, we again
take one hundred, equally spaced, snapshots of the evolution per unit timestep and
analyse the data for each one of them.

For the given initial configuration, the vortices annihilate after 605.26 unit time-
steps (to the given enhanced resolution). That means that at time 605.27 we can
no longer locate zeros in the density configuration n(x) of the superfluid conden-
sate. The chosen initial configuration of the vortex dipole is particularly convenient
for the analysis and visualisation of the rarefaction pulse, as the direction of the
dipole’s centre-of-mass motion, and thus the direction of the subsequent motion of
the rarefaction pulse, coincides precisely with the xo-axis of the grid. By rotational
symmetry of the underlying system, we could have also chosen a different initial
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configuration and subsequently rotated the field configuration. However, such op-
erations are always accompanied by numerical errors which we care to minimise.
In the following, our investigations focus on the time evolution of the condensate-
density modulation n(¢,x) along the xo-axis at fixed x; = 256 which is the centre
of the rarefaction pulse.

In figure 8.9 we show snapshots of the superfluid density modulation along the
xo-axis at eight times characteristic for the evolution of the rarefaction pulse. The
first (upper left panel) snapshot is taken shortly before the vortices annihilate and
the last one (lower right panel) in the late-time limit shortly before the density
depletion has fully recovered to the background density ng and the system has equi-
librated. Let us stress that the pulse propagates from right (larger xo-value) to left
(smaller xo-value). Prior to the vortex annihilation, the condensate density at the
minimum of the depletion is still finite. At these times, the vortex cores slightly
trail the density depletion along their common direction of propagation (i. e., along
the negative xo-direction). As time proceeds, the vertical separation between the
minimum of the pulse and the two vortices, i.e., their cores, and the horizontal
separation between the vortices decline and eventually reach zero simultaneously.
The merging of the two zeros causes the quantised phase windings of the vortices
to annihilate. Following the annihilation, the condensate density at the minimum
gradually increases and the pulse accelerates, cf. the second to fifth panel in figure
8.9. At times later than ¢ =~ 612, the density fluctuations around the pulse, relative
to the background condensate ng, are of the same order of magnitude as the density
depletion of the rarefaction pulse itself. Moreover, a second minimum arises as a
consequence of the density maximum trailing the rarefaction pulse (relative to the
direction of propagation), slowly decaying and thus ‘pushing’ the remnant conden-
sate into the density depletion. For all later times, it appears no longer sensible to
interpret the density depletion as a distinct rarefaction pulse. Instead, several small
excitations propagate through the condensate, cf. the last three panels in figure 8.9.
Below, we will argue that it appears likely that once the background excitations of
the condensate are of the same order of magnitude as the density depletion of the
rarefaction pulse, the pulse has decayed into sound waves. In the very late-time limit
the density slowly equilibrates to its background value ng. On a qualitative level,
we thus find that the behaviour of the rarefaction pulse bears strong resemblance to
the characteristics of Jones—Roberts GPE solitary-wave solutions [337].

To quantify the agreement further, let us now analyse the dynamics of the rar-
efaction pulse on a quantitative level, restricting ourselves to times prior to ¢t = 612.
We need to find the minimum of the density depletion as well as its depth. Subse-
quently, we can infer its velocity and compare our findings to the soliton solutions
of the GP equation. For the tracking of the density minimum, we employ a slightly
modified version of the Newton—Raphson tracking algorithm discussed in section 6.3.
In the following we briefly go through the key aspects of the method, adapted to the
given scope of application. There are two main adjustments to the NR method of
section 6.3 that we have to make. The tracking of the rarefaction pulse reduces to a
one-dimensional problem as opposed to the vortex tracking on the two-dimensional
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Figure 8.9: Snapshots of the normalised condensate density n(z1 = 256, x2)/ng along

the xq-axis, . e., perpendicular to the dipole axis at eight consecutive
times. The chemical potential of the superfluid is fixed to p = 6 (corre-
sponding to T'/T. = 0.68) and ng is the corresponding background con-
densate density. The snapshot in the upper left panel at time ¢t = 605.00
is taken shortly before the vortices annihilate (at time ¢t = 605.26). The
density depletion at this point is still above zero and can be interpreted
as a rarefaction pulse. The snapshots taken at times t = 607.00, 608.00
and 610.00 illustrate how the depth of the pulse decreases which re-
sults in an increase of its velocity along the negative xo-direction. At
time t = 612.00 the depth of the density depletion is approximately of
the same order of magnitude as the surrounding density modulations
relative to the background density ng. This indicates that the former
depletion can no longer be associated with a single rarefaction pulse, see
the main text for further details. At later times, the density modulations
damp out and the system equilibrates.
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(21, x2)-grid. Furthermore, the density at the requested minimum is not zero. There-
fore, instead of searching for zeros in the superfluid density, we instead have to track
the zeros in the first derivative of the superfluid density with respect to the coordi-
nate parametrising the direction along which the pulse propagates. Henceforth, we
denote this coordinate by x. In our setup, we need to take derivative with respect
to x = x9. However, in order to keep the following discussion as general as possi-
ble, we use the coordinate x representatively in all equations. Taylor expanding the
condensate density about an initial guess zf for the position of the minimum yields

0 =n'(zg) = n'(x§) +n"(z§)(xo — ) + O [(mo - x%)2] , (8.2)

where z( is the true position of the density minimum and we have suppressed the
second argument of the superfluid density (in our case z; = 256). Furthermore, a
prime denotes the derivative with respect to x. (Here, a prime should not be confused
with a prime in the equations of motion in section 5.3, denoting the derivative with
respect to the holographic coordinate z.) We can now solve equation (8.2) for the
position of the density minimum =z,

IS C))
T )
Upon iterating the procedure, xg converges to the desired true position of the rar-
efaction pulse, to sub-plaquette precision. As before, we evaluate the superfluid
density at inter-mesh points by Fourier interpolating the real array. We also use
Fourier interpolation to find the density at the position of the minimum. Due to
the broadening of the density dip and the decrease in depth, the tracking algorithm
becomes less reliable at later times. Gaining higher precision would require a better
resolution of the pulse and thus a smaller grid spacing. As for the late-time regime
of the vortex-dipole dynamics, we track the minimum one hundred times per unit
timestep throughout the evolution, allowing us to extract the trajectory of the pulse
in a quasi-continuous manner which is a prerequisite for deriving its velocity. We
stress that applying the tracking routine more frequently than at every unit timestep
is strictly required here since otherwise (if we tracked only at unit timesteps), we
would only have less than ten data points which would certainly not be sufficient
for an accurate analysis of the pulse.

+0 [(ao —a)’] (8.3)

8.4.3 Time Evolution of a Rarefaction Pulse

In the left panel of figure 8.10 we show the trajectory (xs-position) of the den-
sity minimum as a function of time. Due to the initial preparation of the vortices,
the pulse propagates in the direction of decreasing xo. In addition, we show the
superfluid density at the position of the minimum scaled to the background con-
densate density ng in the right panel of figure 8.10. In both panels, time runs from

= 605.00 to t = 612.00. The displayed results clearly underpin our qualitative
discussion. Indeed, prior to the annihilation of the vortices, the depth of the min-
imum of the condensate-density depletion increases gradually until it reaches zero

150



8.4 Rarefaction Pulse and Sound Waves

(a) 326 ' ' ' ™ (b) . l . .
324 1 0.8F -
322 é

8 S 06 ]
g 3201 1 @
= O
Z = 04Ff -
2 318F 1 3 0.4
3 &
(55 316 | T g
5 02r .
314 1 1 =z
312 .
1 1 1 1 0.0F 1 1 1 l_
606 608 610 612 606 608 610 612
Time ¢ Time t

Figure 8.10: Ilustration of the temporal evolution of the rarefaction pulse created
in the annihilation of a vortex—anti-vortex dipole. In both panels,
time starts at ¢ = 605.00, shortly before the vortices annihilate at time
t = 605.26. The final time is given by ¢ = 612.00 at which point we can
no longer unequivocally identify a rarefaction pulse, cf. the main text
and figure 8.9. Left panel: The location of the density minimum as a
function of time. Due to our choice for the initial configuration of the
vortices the wave propagates in negative xs-direction for fixed x1=256.
Right panel: The normalised superfluid density n(x3)/ng at the posi-
tion of the density minimum of the rarefaction pulse as a function of
time. The density decreases until the zeros of the vortex-induced den-
sity depletions merge and then increases gradually. At time ¢t = 612 the
density minimum has healed to n/ng ~ 0.85.

at time ¢ = 605.26 when the vortices annihilate. Note that the decrease is visible in
figure 8.10 only upon closer inspection. In particular, at time ¢ = 605.00 the density
at the minimum is less than one percent of the background condensate density nyg.
Subsequently, the depth gradually decreases again as the soliton propagates along
the symmetry axis of the former vortex dipole. We refrain from showing the full
two-dimensional density modulation n(x) here, but note that the pulse becomes
increasingly one-dimensional as time proceeds, meaning that the spatial extent of
the pulse along the xi-direction decreases. At time ¢ = 612.00, the density at the
minimum has healed to ~ 85% of the background condensate density n.
Employing finite-difference methods, cf. appendix A.5, we can now derive the
velocity of the rarefaction pulse along the xo-axis. The results are illustrated in
figure 8.11. The velocity increases gradually as the density at the minimum of the
depletion increases. We attribute the minor oscillations in the curve to numerical
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Figure 8.11: Velocity of the rarefaction pulse created in the annihilation of a vortex—
anti-vortex dipole. The oscillations are due to uncertainties in the track-
ing routine used to locate the density minimum of the pulse. At time
t = 612 the pulse has approximately reached the speed of (first) sound
of the holographic superfluid and it appears to have decayed into sonic
waves. For details see the main text.

uncertainties in the tracking routine. At times prior to the annihilation, the vortex
cores move slightly faster along their transverse direction than the density minimum
of the rarefaction pulse. Since the vortices trail the rarefaction pulse at all times
prior to the annihilation, they have to ‘catch up’, which explains the difference in
velocities. From section 8.2 we recall that the transverse velocity of the vortices
saturates during the finale stages of the evolution. We have found the final velocity
to be v; ~ 0.37. For the density minimum, on the other hand, we find the velocity at
the time of the annihilation to be vpyse >~ 0.36. Taking into account the uncertainties
in the extraction of the vortex positions as well as of the pulse locations and thus
of the respective derivatives of their trajectories, the final velocities of the vortices
at the time of their annihilation and the velocity of the pulse at the same time are
in excellent agreement. Apart from the small oscillations, we find the velocity to
increase monotonously within the considered time interval. At time ¢ = 612.00, the
pulse has reached a velocity of vpuse > 0.7, coinciding with the speed of (first) sound
of the holographic superfluid?, given by ¢; = \/i_l ~ 0.707.

Our results suggest a strong similarity of the rarefaction pulse under consideration

2Due to the conformal invariance of the underlying system, the speed of first sound is given by
2 = 0e/Op = 1/d, where € is the energy density, p the pressure and d the number of spatial
dimensions. For d = 2 one thus finds ¢s = 1/v/2. See [191] for further details and a thorough
discussion of sound modes in the holographic superfluid.
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with the Jones—Roberts solitary waves in the GP model [337] discussed above. The
saturating velocity of the vortices along the transverse direction of their motion may
be associated with the critical velocity separating the two branches of stable GPE
soliton solutions in [337]. Furthermore, the density minimum accelerates until it
reaches the speed of sound. Once it has reached the speed of sound, we can no longer
discern a single density minimum of the rarefaction pulse, see figure 8.9. Instead,
we find several small density modulations that are all of approximately the same
order of magnitude, including the minimum of the former rarefaction pulse. Hence,
it appears most likely that once the pulse reaches the speed of sound, it decays into
sound waves. These sound waves subsequently damp out and dissipate their energy
into the heat bath, cf. the final three panels of figure 8.9. On a qualitative level, the
Jones—Roberts solitons behave analogously.

There are, however, several caveats in a comparison of our results with [337].
Most notably, in [337], the medium is non-dissipative. The holographic superfluid,
in contrast, is dissipative, even if there are no longer any vortices present, cf. our
discussions in section 7.3. Naturally, the dissipation has an effect on the dynamics
and the behaviour of the propagating rarefaction pulse which renders a direct com-
parison with [337] intricate. Furthermore, to analyse if the waves, into which the
rarefaction pulse supposedly decays, indeed propagate with the speed of sound and
may thus be associated with sound waves requires measuring their group velocities.
However, to measure group velocities, we would have to track not only the minima
of the density depletions but also their centre of mass which is, to the given resolu-
tion in terms of grid points, prohibitively difficult in our simulations. It would be
interesting to follow up on the investigation of rarefaction pulses in more detail and
to analyse if and to what degree their behaviour resembles that of grey solitons, in
the holographic superfluid as well as in the GP model. In particular, going beyond
the scope of [345], it would be very interesting to study the decay of the rarefaction
pulses/solitons into sound waves.
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9 Summary of Part |

In the first part of this thesis we have investigated the dynamics of dipoles of quan-
tised vortices in a two-dimensional holographic superfluid. Specifically, we have
analysed the interactions between vortices and anti-vortices as well as between vor-
tex defects and the superfluid. Moreover, we have quantified the strong dissipa-
tion of the holographic superfluid. Within the holographic framework, the (2 + 1)-
dimensional superfluid has a dual description in terms of an Abelian Higgs model
in a (3+ 1)-dimensional asymptotically Schwarzschild—anti-de Sitter spacetime. We
have prepared a single vortex—anti-vortex pair in the initial configuration of the
superfluid and studied its dynamics by means of numerical real-time simulations.
For our numerical implementation of the equations of motion we have employed the
so-called probe-approximation in which the backreaction of the gauge—matter fields
on the gravitational background is neglected.

We started our investigations in chapter 6 with a qualitative discussion of the
dynamics of vortex dipoles in the holographic superfluid. In addition, we have dis-
cussed a high-precision tracking procedure that allows us to locate the vortices on
the numerical grid to sub-plaquette precision and thus to extract their trajectories
in a quasi-continuous manner. The tracking routine is composed of two distinct
algorithms, operating in different regimes of the dipole evolution. To locate the vor-
tices during the early and intermediate stages of the evolution when the associated
density depletions are spherically symmetric, we have introduced a new tracking
method that is not only highly accurate but also numerically very efficient. The
tracking method employs two-dimensional Gaussian fits to the vortex-induced den-
sity depletions on the discrete grid, allowing for the interpolation to the respective
minima and thus the extraction of the vortex locations. We have illustrated that
during the final stage of the dipole evolution, when the density depletions deform
and eventually merge, this fitting routine breaks down. Thus, in order to locate the
vortices also at these times to the highest attainable accuracy, we have resorted to a
different tracking routine that is based on a two-dimensional Newton—Raphson root-
finding algorithm. While this method is capable of locating the vortices even if their
density depletions are strongly deformed, it is numerically much less efficient than
the Gaussian fitting routine. We have therefore combined the two algorithms and
explicitly shown that the resulting tracking routine improves distinctly on standard
plaquette techniques that are frequently employed in the analysis of dipole dynam-
ics, also within the holographic framework, cf. [163]. We have applied the tracking
routine for the extraction of vortex trajectories throughout our studies of Part I
and found that it enables breaking new grounds in the investigation of vortex dy-
namics in superfluids. In particular, the quasi-continuous nature of the trajectories

155



9 Summary of Part I

allows for the computation of quasi-continuous vortex velocities and accelerations.
Remarkably, as we will argue in the second part of this thesis, the same tracking rou-
tine is also applicable in the analysis of vortex-ring dynamics in three-dimensional
superfluids.

In the final section of chapter 6, we have considered the behaviour of the vortex—
anti-vortex pair during the early stages of the dipole evolution. The high precision
of the tracking routine has allowed us to resolve an initial outward bending of the
vortex trajectories which is a priori not expected. We have shown that the outward
bending can be attributed to our initial preparation of the vortex configuration and
argued that it has to be excluded from most of our investigations in this work. In
the literature, the described vortex behaviour has thus far not been investigated to
the detail we have presented, although it must be present as can be directly inferred
from the method commonly used in the preparation of the initial conditions.

In chapter 7, we have quantified the physical parameter regime of the holographic
superfluid and identified experimentally accessible superfluids which in the presence
of vortices qualify for a description within the holographic framework. To be specific,
we have matched solutions of the dissipative Gross-Pitaevskii equation (DGPE) to
the vortex-dipole dynamics in the holographic superfluid. In two consecutive steps,
we have unambiguously matched all three free DGPE parameters. First, we have
tuned the healing length until the vortex-induced density depletions in both theo-
ries have the same size. Remarkably, after this matching, the vortices do not only
agree in size but also their shapes are in excellent agreement. A priori, such an
agreement is not expected since in the holographic framework the density profile
around a vortex core builds up dynamically, with no external constraints imposed.
Moreover, we have found that the vortex width scales approximately as £ ~ 6/f1/ 2,
where dp = p— po is the shifted chemical potential of the holographic superfluid and
1o agrees to good approximation with the critical chemical potential of the phase
transition. Such a scaling behaviour coincides with the dependence of the GPE
healing length on the respective GPE chemical potential and thus corroborates that
in the presence of vortices, the holographic framework captures the physics of a
non-relativistic superfluid. In a second step, we have employed the matched heal-
ing length of the first step in the DGPE simulation of the dipole dynamics and
tuned the phenomenological damping parameter as well as a time-rescaling parame-
ter such that the trajectories of the vortices in DGPE and holography agree in space
and time. The phenomenological damping parameter quantifies the dissipation of
the superfluid. After the matching, the trajectories are in excellent agreement. We
have found that minor differences occur only during the very last (unit) timesteps
of the evolution and in the behaviour of the rarefaction pulse created by the an-
nihilating vortices. We have argued that these deviations can be attributed to the
differences in the underlying dissipation mechanisms in the holographic framework
and the DGPE. In particular, we have studied the geometric bulk realisation of the
dissipation mechanism in the holographic system and inferred that the dissipation
decreases strongly once the vortices have annihilated, while in the DGP model our
results suggest that the respective change in dissipation is not significant. Finally,
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we have found that up to few restrictions, the excellent agreement of the vortex
trajectories pertains also for more complicated many-vortex configurations.

From the damping parameter extracted in the matching procedure we have in-
ferred that the holographic superfluid is strongly dissipative and may therefore be
applicable in the description of vortex dynamics in dense Bose gases near a Fes-
hbach resonance. To support this conjecture, we have additionally compared the
holographic and the matched DGPE vortex dynamics to solutions of the Hall-
Vinen—ITordanskii equations which describe the mechanical motion of point vortices
in dissipative superfluids. We have shown that, at intermediate times, the vortices
in our simulations are well described by the HVI equations. Using known relations
between the DGPE and the HVI equations, we have extracted friction coefficients
of the HVI equations which parametrise the mutual friction between the vortices
and the superfluid and are therefore a measure for dissipation. While at early times
of the evolution, deviations between our simulations and the HVI equations are
again due to the initial preparation of the vortex dipoles, deviations during the final
stages are due to the finite width of the holographic vortex-induced density deple-
tions. Finally, we have compared the extracted friction parameters to corresponding
values measured in experiments with quasi two-dimensional superfluid films and
oblate Bose—Einstein condensates. The outcome of this comparison has led us to
conjecture that the holographic framework should be applicable to the description
of vortex dynamics in very dense or in thermally excited Bose—Einstein condensates,
or even in superfluid helium films at temperatures in the Kelvin regime.

In chapter 8, we have analysed the kinematic aspects of the vortex-dipole dynamics
in the holographic superfluid. We have studied their trajectories, velocities, acceler-
ations, and the respective dependences on the initial configuration of the dipole as
well as on the chemical potential of the superfluid. We have found that except for
early times of the evolution, the vortex dynamics is independent of the initial dipole
size and its alignment on the grid. Hence, the dynamics of isolated vortex dipoles
is solely parametrised by the vortex—anti-vortex separation. At early times, devia-
tions from the universal curves can again be attributed to the initial preparation of
the vortices. We have made the interesting observation that the transverse velocity
of the vortices is approximately constant during the last few timesteps of the evo-
lution. The longitudinal velocity, on the other hand, has its strongest increase at
these times, proving that the dipole dynamics at late times is strongly dominated
by the merging of the vortex-induced density depletions. We have argued that, in
this regime, the vortices can no longer be interpreted as quasiparticles and their
corresponding zeros may thus also travel at velocities faster than the speed of light.

We have also studied how the vortex velocities depend on the chemical potential,
or equivalently the temperature, of the superfluid. We have compared the vortex
velocities as a function of the vortex—anti-vortex separation in units of the respective
healing length, d(t)/¢, for different values of the chemical potential. Our findings
show a clear ordering of the velocities with the chemical potential. We have found
that both the longitudinal and transverse velocities of the vortices are largest for
the highest values of the superfluid chemical potential and lowest for the smallest
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9 Summary of Part I

values. This dependence on the chemical potential applies in particular to the final
transverse velocity of the vortices which exhibits a clear ordering.

Finally, we have also investigated the rarefaction pulse that the vortices create
as they annihilate. Despite a large number of works on the dynamics of vortices
in holographic superfluid, the rarefaction pulses created in their annihilation have
not been studied thus far. We have employed a slightly modified version of our
tracking routine to locate the density minimum on the numerical grid, also with
sub-grid-spacing resolution. At the time of the annihilation, the velocity of the
pulse coincides with the approximately constant transverse velocity of the vortices,
and the condensate density at its minimum of the depletion is zero. Subsequently,
the pulse gradually accelerates as it travels along the centre-of-mass axis of the
former vortex dipole. Simultaneously, the depth of its minimum decreases. After
about seven unit timesteps, the velocity of the pulse reaches the speed of sound and
the density minimum decays into sound waves. In light of these findings we have
argued that rarefaction waves created by annihilating vortices in the holographic
superfluid strongly resemble solitary-wave solutions of the GP model, first analysed
by Jones and Roberts, cf. [337].

For future research it would be very interesting to match in holography and the
dissipative Gross—Pitaevskii model not only the dynamics of vortex dipoles, as we
we have done in this thesis, but also the dynamics of rarefaction pulses or, more
generally, solitons. Such a matching might yield new insights into the applicability
of the holographic framework in the description of real-world superfluids. It is
interesting to speculate whether in this case the holographic superfluid is applicable
also in the description of dilute Bose gases or if the inherently strongly coupled nature
of the holographic system excludes such an application. Another pathway for future
studies is to include the backreaction of the gauge—matter fields onto the solution of
the gravitational sector. In particular, it would allow for a self-consistent treatment
of the superfluid and normal component of the system in which case the holographic
model has been shown to capture crucial aspects of Tisza—Landau’s two-fluid model
[158]. The inclusion of backreaction is most important if one wants to study the low-
temperature regime of the superfluid. However, also at higher temperatures, a self-
consistent treatment of the normal-fluid component appears to be indispensable for
a direct comparison of the temperature dependence of the holographic system with
the analogous dependence of superfluid helium. It would be interesting to match
to the backreacted holographic system solutions of the DGPE including higher-
order correlators. In this scenario, both theories account for interactions between
the condensate and the normal component. The parameters extracted from such a
matching, as well as an additional comparison of the dipole dynamics with solutions
of the HVI equations, would likely provide new insights into the applicability of the
holographic framework to dense and dissipative real-world superfluids, also in the
low-temperature regime.
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10 Motivation and Outline

In the second main part of this thesis, we augment the holographic model of the
previous part with one additional spatial direction and use it to investigate the
non-equilibrium dynamics induced by the appearance of quantised vortex defects
of a strongly correlated and dissipative superfluid in 3 + 1 dimensions. The holo-
graphic framework provides an inherently non-perturbative approach that allows us
to study phenomena such as quantum turbulence, leapfrogging motions of vortex
rings, Kelvin excitations of vortex defects and many more, in a strongly dissipative
superfluid by means of a fundamental description of the system.

In three-dimensional superfluids, quantised vortices are one-dimensional defects
in the order-parameter field with a quantised topological charge. Naturally, the one-
dimensional extension of the vortex core allows for new characteristic behaviour of
the vortices as compared to their counterparts in two-dimensional superfluids studied
in Part I. In particular, the vortex lines typically have segments of finite curvature
which opens new possibilities for vortex-vortex interactions and the two ends of one
line can even coalesce such that the vortex forms a closed loop, a so-called vortex
ring. Historically, there has been an enormous interest in the characteristics and the
dynamics of vortex rings ever since Helmholtz' first introduced the concept of vor-
ticity in his 1858 seminal work? On integrals of the hydrodynamical equations, which
express vortexr motion [284, 348]. His account on what he referred to as Wirbellinien
(open vortex lines) and Wirbelfiden (vortex rings) drew much attention and paved
the way for one and a half centuries of intense research which is still ongoing. Today,
vortex rings are considered one of the most important aspects of (classical) fluid and
superfluid dynamics and highly sophisticated experimental techniques are used to
study the details of their dynamics. First and foremost, this is due to the essen-
tial role vortex rings play in the hydrodynamics of turbulence, the understanding
of which still poses a great challenge for experimentalists and theorists alike. From
early on, Helmholtz’ findings sparked the interest by many ingenious physicists who
would later rise to fame for other groundbreaking discoveries of their own, including
W. Thomson (later Lord Kelvin), Maxwell, J. J. Thomson, Kirchhoff, Tait, Lamb,
who coined the term vorticity, Taylor, Feynman and many more (see [349] for fur-
ther details on their contributions). The quickly rising interest in vortex rings was
not least due to their simple creation and observation without elaborate laboratory

nterestingly, Helmholtz published this work when he was a professor for physiology at Heidelberg
University [346]. For a short summary of Helmholtz’ remarkable life, we refer the interested
reader to [347].

2The original work was published in German under the title Uber die Integrale hydrodynamischer
Gleichungen, welche den Wirbelbewegungen entsprechen [284].
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10 Motivation and Outline

experiments. Vortex rings can be created, for instance, by quickly injecting one
fluid into another fluid, the splashing of a fluid drop on a liquid surface or simply
by rapidly extruding a liquid (or gas) through a narrow hole. By dyeing the liquids
or employing smoke instead of liquids, the rings can be made visible to the bare
eye. Evidently, the above listed creation mechanisms also occur naturally, making
vortex rings ubiquitous in nature and our everyday life. For instance, every time
it rains a vortex ring is created when rain drops fall into a puddle [350]. Likewise,
when a volcano erupts it typically extrudes vortex rings of ash (see e. g. [351]), and
dolphins and whales blow out vortex rings of air (see e. g. [352]). Furthermore, over
the years it has been discovered that vortex rings are crucial for the motion of insects
(see e. g. [353-355]), the flight of birds (see e. g. [356, 356]), fish swimming (see e. g.
[357]) and especially the manoeuvrability of jellyfish (see e. g. [358]). Understand-
ing vortex rings is also important for the safety of helicopter flight in which case
they constitute a potential hazard in the so-called vortex-ring state. In addition, in
recent years it has even been shown that vortex rings are an essential tool to check
for cardiac health (see e. g. [359, 360]). Notably, besides vortex rings, also vortex
lines can be observed in nature and constitute an intense field of research. Here,
we mention in particular the so-called wingtip vortices created by aircraft (see e. g.
[361]). For more on the omnipresence of vortex rings in nature, see also [362, 363].

Due to their finite curvature, vortex rings travel through the fluid with a self-
induced velocity along their axial direction®. This holds true for quantised as well
as for classical vortex rings. However, while the topological characteristics agree for
both, all quantised vortices and all classical vortices, the details of their dynamics
depends on the nature of the hosting fluid. Hence, as for vortices in two-dimensional
fluids, analysing the dynamics of vortex rings yields insights into the characteristics
of the fluid itself. In classical fluids, vortex rings are unstable against decay. Due
to the finite viscosity, the rings gradually dissipate energy and momentum which
eventually causes them to decay. For textbooks on vortex rings in classical liquids,
see e. g. [364, 365]. In superfluids, on the other hand, the quantised nature of the
vorticity protects rings against decay. This implies that in a dissipationless system,
a single and isolated vortex ring has an infinite lifetime. If dissipation is included,
on the contrary, the ring gradually shrinks and eventually disappears but remains
stable throughout this process. The quantised nature of vortices in superfluids was
first understood by Onsager and Feynman [259, 260], and shortly thereafter also
verified experimentally in indirect measurements [238, 366] and some years later
also directly [367]. The first vortex ring in superfluid helium was later observed in
[368] and in Bose-Einstein condensed gases in [369].

While in two spatial dimensions the holographic-superfluid model has proven a
very successful and powerful tool to study the dynamics of quantised vortices and the

3This was also understood by Helmholtz, who describes this motion as follows [284, 348]. “[...]
in a circular vortez-filament of very small section in an indefinitely extended fluid, the center of
gravity of the section has, from the commencement, an approrimately constant and very great
velocity parallel to the axis of the vortex-ring, and this is directed towards the side to which the
fluid flows through the ring.”
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characteristics of superfluid turbulence, in three spatial dimensions neither turbulent
behaviour nor the non-equilibrium time evolution of the system in general have thus
far been investigated. Moreover, despite a considerable amount of work on the three-
dimensional system that one can find in the literature (see e. g. the review [91] and
references therein), studies of its vortex solutions do not exist. Our goal in this thesis
is therefore to construct and analyse, for the first time, vortex solutions of the (3+1)-
dimensional holographic superfluid. We consider in particular the structure of the
density depletion around a generic vortex core in the condensate density and study
its dependence on the chemical potential of the superfluid. Moreover, we compare
the shape of the vortex-induced density depletion with the approximate analytic
vortex-profile solution of the Gross—Pitaevskii equation. These static aspects of
the vortex solutions alone allow us to conclude that, if the system is penetrated
by vortex defects, the three-dimensional holographic framework describes a non-
relativistic superfluid. Moreover, upon studying the solutions of the bulk fields dual
to vortices in the superfluid boundary theory, we find strong evidence suggesting
that the superfluid is highly dissipative. Our studies further suggest that, unlike
in the two-dimensional system where dissipation is preferred only for ultraviolet
(UV) modes, the three-dimensional holographic superfluid allows for the dissipation
of energy and momentum modes not only in the UV but also for modes of larger
wavelengths towards the infrared regime.

In addition to the static aspects of the vortex solution, we also study the dynam-
ics of single vortex rings in the holographic superfluid, including their trajectories,
velocities and accelerations. By comparing these findings to predictions from the
Hall-Vinen—Iordanskii equation for the motion of vortex rings, we find further evi-
dence corroborating the holographic superfluid to be strongly dissipative. However,
unlike in Part I, here we refrain from a quantitative matching procedure with the
DGPE and HVI dynamics of vortex rings and rely only on a qualitative comparison.
In order to obtain a thorough characterisation of the vortex-ring dynamics, we also
analyse its dependence on the initial radius of the rings as well as on the chemical
potential of the superfluid.

In his celebrated work [284], Helmholtz did not only establish the concept of
vorticity but he also discussed the dynamics and interactions of vortex rings. It is
remarkable that, without performing any explicit calculations, he correctly predicted
the qualitative behaviour of two coaxial vortex rings for the two scenarios in which
their topological charges have the same or opposite signs. In particular the former
scenario in which the vortices travel along a common axis and perform a leapfrogging,
1. €., reciprocal slip-through, motion, has caught the attention of many researchers
and is under intense investigation in classical liquids (for a review see e. g. [349])
as well as in superfluids. In the second scenario, on the other hand, the vortices
undergo a head-on collision in which they also reveal very interesting behaviour.
In this thesis, we employ the holographic framework to study both scenarios for
the first time for vortex rings in a strongly dissipative superfluid. Moreover, we do
not restrict the analysis to head-on collisions but also study the collision of vor-
tex rings for finite impact parameters. Our investigations allow us to gain crucial
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insights into the characteristics of vortex rings in dissipative media and the holo-
graphic superfluid itself. Remarkably, we find that despite the strong dissipation
and quantumness of the holographic superfluid, the behaviour of the vortex rings
is very similar to Helmholtz’ predictions. In particular, we find that they indeed
perform a leapfrogging motion. We further extend the analysis of two leapfrogging
vortex rings to the more complicated scenario of three coaxial vortex rings in the
initial configuration and find them to exhibit very interesting behaviour.

The fascinating phenomena involving two vortex rings just mentioned constitute
typical interaction processes occurring in the far-from-equilibrium dynamics in su-
perfluid turbulence. Superfluid (or quantum) turbulence is the quantum analogue
of turbulence in classical liquids, and a turbulent state is associated with a tangle
of vortex defects [42]. While the appearance of vortex tangles is a commonality of
classical and quantum turbulence, the fundamental physics in both systems differs
significantly [43]. In classical fluids, it is well established that the energy spectrum of
the system exhibits Kolmogorov scaling which essentially characterises the turbulent
energy transport of the system. In superfluids, on the other hand, comparatively
little is known about the energy cascade, and also many further questions are still
open. Over the past decades, the interest in superfluid turbulence has strongly
increased [42, 43], mainly due to experimental advances and the observation of Kol-
mogorov scaling in the energy spectrum of superfluid helium [44, 45]. As we have
discussed in chapter 3, the holographic duality constitutes a powerful method to
investigate far-from-equilibrium dynamics and is capable of describing regimes the
Gross—Pitaevskii model and other alternative methods cannot capture (see e. g. [370]
and references therein for studies of superfluid turbulence in the GP model).

In this light, we study in this thesis not only the interactions of two vortex rings,
but also the dynamics of large and dense vortex tangles and the corresponding
far-from-equilibrium dynamics of the holographic superfluid. To be specific, we
study the time evolution of two initial vortex ensembles consisting of randomly
aligned vortex rings and vortex lines, respectively, and analyse the dynamics in
terms of scaling laws in correlation functions. We focus in particular on the universal
regime of the dynamics at intermediate and late times of the evolution and find the
system to exhibit strong signatures of turbulence. It is interesting to note that our
results have strong similarity (when accounting for the additional dimension) with
previous results found in investigations of the far-from-equilibrium dynamics in the
two-dimensional holographic superfluid [150]. However, it is important to appreciate
that the underlying processes in the two- and three-dimensional turbulent states
are fundamentally different. One particular example is the possibility for vortex
rings (and lines) to carry wavy excitations, so-called Kelvin waves. Kelvin waves
were first introduced and studied by Lord Kelvin? for classical liquids [372] and are
known to play a central role in superfluid turbulence as they are responsible for
the transport as well as dissipation of energy and momentum [373, 374]. To gain

4For a short overview of Lord Kelvin’s contribution to the study of vortex rings and their dynamics,
see [371].
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a deeper understanding of Kelvin waves in dissipative superfluids, we also study
them in the holographic framework. We study the dynamics of the Kelvin waves
themselves as well as the effect they have on the vortex ring carrying them. Among
other interesting properties, we find that for helical waves, even though the large
dissipation of the superfluid damps the waves, the ring is slowed down relative to
an unperturbed circular ring. Thus far, similar results have only been reported in
the literature for excited vortex rings in non-dissipative superfluids as well as rings
in classical liquids.

Organisation of Part Il

In chapter 11 we review the holographic description of a superfluid in three spa-
tial dimensions, mainly filling the missing details left out in chapter 3. We first
review the gravitational background solution of the system and subsequently derive
the equations of motion of the gauge—matter sector for the static and spatially ho-
mogeneous superfluid as well as the fully dynamical system that we employ in our
real-time simulations.

In chapter 12 we construct vortex-ring and vortex-line solutions of the holographic
superfluid and analyse them with regard to their spatial condensate-density profile as
well as their dual representation in the Schwarzschild—AdSs bulk spacetime. We also
investigate the kinematic aspects of the dynamics of vortex rings and compare our
findings to solutions of the associated HVI equation. Moreover, in the final section
of this chapter, we qualitatively study reconnections of vortex lines and vortex rings
in the holographic superfluid.

In chapter 13 we investigate the far-from-equilibrium dynamics of the three-
dimensional holographic superfluid induced by initially large and dense tangles of
vortex defects. We first discuss the different initial vortex configurations that we em-
ploy and subsequently investigate the time evolution of the system on a macroscopic
as well as microscopic level. In particular, we compute correlation functions of the
superfluid and analyse them with regard to (quasi-)stationary scaling behaviour.

In chapter 14 we study characteristic behaviour of interacting and excited vortex
rings. We first investigate the dynamics of two coaxial vortex rings as they leapfrog
or collide in a head-on collision. Moreover, we study the dynamics of vortex rings
with winding numbers larger than one and in this context also analyse the dynamics
of three leapfrogging vortex rings. Thereafter, we analyse the behaviour of vortex
rings in off-centre scattering events. Finally, we qualitatively analyse Kelvin-wave
excitations of vortex rings and study how they affect the dynamics of the rings.

In chapter 15 we summarise our results and discuss possible pathways for fu-
ture research on vortex dynamics and quantum turbulence in the three-dimensional
holographic superfluid.
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11 Gravitational Model Dual to the
Three-Dimensional Superfluid

Only a few months after a holographic model for the description of a two-dimensional
superconductor or superfluid was first introduced [46-48] it was quickly generalised
to three spatial dimensions® [167, 375]. In chapter 3 we have already set out the
basics of the commonly used holographic model dual to a superfluid in d + 1 di-
mensions (see the action in equation (3.1)). Upon substituting d = 3, one finds
that it is given in terms of an Abelian Higgs model in a (4 + 1)-dimensional anti-
de Sitter black-hole spacetime. In this chapter, we fill the missing details of the
model for d = 3 that we have thus far left out. To be specific, in section 11.1 we
briefly review the central aspects of the model and lay out the background solution
of the corresponding gravitational sector. In section 11.2 we discuss the boundary
conditions for the gauge-matter fields. We then construct and discuss the static
and spatially homogeneous equilibrium solution of the superfluid in section 11.3. In
the final section 11.4, we derive the full set of dynamical equations of motion of the
gauge-matter fields. In sections 11.3 and 11.4 we additionally comment on our nu-
merical implementation of the equations of motion for the static and the dynamical
system, respectively.

11.1 Gravitational Background Solution

In the holographic framework, a (3 + 1)-dimensional superfluid is gravitationally
encoded in terms of a complex scalar field that is minimally coupled to an Abelian
gauge field in a (4 + 1)-dimensional asymptotically anti-de Sitter spacetime with
a planar black hole. For sufficiently low temperatures, the Abelian gauge symme-
try breaks spontaneously, triggering the Higgs mechanism and thus the formation
of a scalar charge cloud above the black-hole horizon. However, instead of solv-
ing the gravitational model (3.1) in its most general form, we again work in the
probe-approximation (also referred to as probe-limit) in which the backreaction of
the gauge—matter fields on the gravitational sector is neglected. Just like for the
model of the two-dimensional superfluid of Part I, this approximation is applicable

!The authors of [375] construct the static solution of a holographic superconductor for varying
masses of the bulk scalar field and compute the associated conductivities of the superconductor.
With regard to the description of three-dimensional superfluids, the holographic framework was
first applied in [167]. The main focus of [167] concerns the nature of the superfluid phase
transition for varying masses of the scalar field and different superfluid velocities. At vanishing
superfluid velocities the results of [167] for the superfluid agree with [375] for the superconductor.
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11 Gravitational Model Dual to the Three-Dimensional Superfluid

if the temperature of the system is below but of the order of the phase-transition
temperature.

In the probe-approximation, the gravitational sector of (3.1) is solved by an AdS—
Schwarzschild spacetime in 4 + 1 dimensions. Employing Eddington—Finkelstein
coordinates, the corresponding metric reads

L2
ds? = %ds (—h(z) dt? 4+ da? 4 da3 + da? — 2dt dz) , (11.1)
where we have explicitly written out the line element of the three spatial field-theory
coordinates = (1,2, x3). Henceforth, we again set the AdS curvature radius to
unity, Lags = 1. The horizon function of the metric (11.1) is given by

2\ 4
h(z) =1- () , (11.2)
Zn
where zp, again denotes the location of the black-hole horizon along the holographic z-
direction. Along the other spatial coordinates x, the black hole is infinitely extended.
The associated Hawking temperature of the black hole is

T= . (11.3)
which also sets the temperature of the dual superfluid. Throughout this part on the
three-dimensional superfluid, we again set z;, = 1 to fix our units. This fixes the
temperature to 7' = 1/7.

In the following section 11.2 we discuss the boundary conditions for the gauge—
matter fields. In section 11.3 we then review the static solution of the gauge—matter
sector in the fixed gravitational background discussed above. In the literature, these
solutions have been discussed in numerous works before, see e. g. [167, 375]. Finally,
in section 11.4, we discuss the full system of dynamical equations of motion of the
gauge—matter fields. To the best of our knowledge, the dynamical equations of
motion and thus the time evolution of the three-dimensional superfluid have so far
not been studied in the literature.

11.2 Boundary Conditions

In this section we discuss in detail the boundary conditions, which we have briefly
mentioned in section 3.3, for the gauge-matter fields of the holographic superfluid
model, with the dimensions fixed to d = 3. Furthermore, we discuss aspects of the
holographic dictionary for the superfluid. We proceed analogously to section 5.3
where we have discussed the boundary conditions for the two-dimensional system.
Specifically, we give the boundary conditions for the gauge-field components and for
the scalar field, at the conformal boundary z = 0 and the black-hole horizon z = zy.

From the holographic dictionary (cf. section 2.2.2) it follows that near the con-
formal boundary of the AdSs spacetime, the temporal component of the gauge field
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has the asymptotic expansion (see e. g. [92])
Ayt ®,2) = p(t, ) + p(t, ) 2% + O(2%), (11.4)

where p is again the chemical potential and p the charge density of the dual super-
fluid. Here, we are interested in the description of a superfluid at fixed chemical
potential. The boundary condition for A; at the boundary is therefore given by

A(t,x,z2=0)=p. (11.5)

We leave p to be dynamically specified by the (dynamical) equations of motion.
For our studies of the real-time dynamics of the holographic superfluid in the next
chapters, this implies that the charge density is not constant. Throughout this
work we study the superfluid only for spatially homogeneous chemical potentials
and therefore suppress any argument on the right-hand side of equation (11.5). The
charge density, on the other hand, does in general depend on ¢ and x. For the spatial
components of the gauge field, the near-boundary expansion reads

Ai(t,x, 2) = &t ) + Ji(t, ) 2% + O(2%) (11.6)

where, just as for the two-dimensional superfluid, &; denotes the superfluid velocity
along the i-th direction and J; is proportional to the vacuum expectation value of j;,
the i-th component of the dual boundary U(1) current operator. We are interested
in the description of the superfluid without an externally imposed velocity. Hence,
we use

Ai(t,z,2=0)=0 (11.7)

for the boundary condition for the spatial gauge-field components at z = 0.

The asymptotic behaviour of the scalar field is determined by equations (2.31) and
(2.32), upon substituting D = 4 and our choice for the scalar mass. Throughout Part
I, we choose m? = —3/L3 5 which respects the Breitenlohner—Freedman bound
given by mQBFLidS = —4. Consequently, the mass does not trigger an instability.

For the near-boundary expansion of the scalar field it follows that
O(t,z,2) = n(t,x)z + U(t,x)2* + O(z*). (11.8)

For completeness, we have re-introduced the AdS curvature radius L aqs in the above
equations but will henceforth use Lags = 1 again. In the boundary condition for
the scalar field, we have to impose that the source conjugate to its dual operator
vanishes identically, ensuring that the U(1) symmetry is not broken explicitly. Typi-
cally, the source is associated with the leading-order coefficient in the near-boundary
expansion. However, for our choice of the mass of the scalar field both the leading as
well as the subleading coefficient in (11.8) can be interpreted as the source conjugate
to the dual scalar operator ¥ and the respective other one is its vacuum expectation
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11 Gravitational Model Dual to the Three-Dimensional Superfluid

value, cf. our discussion in section 2.2.2. In order to allow for spontaneous symme-
try breaking to occur, one coefficient has to be set to zero? [377]. Here, we proceed
analogously to Part I and interpret 7 as the source conjugate to ¥, i. e., follow the
standard quantisation. This implies

8, 0(t, 2, 2)],—0 = 0 (11.9)

for the boundary condition for the scalar field. Consequently, ) = (¥) takes on the
role of the superfluid order-parameter field. At the black-hole horizon, we impose
the gauge-field components to vanish, i.e., A(z = z) = A;j(z = zn) = 0, and the
scalar field has to be regular. Like for the two-dimensional superfluid model, the
use of Eddington—Finkelstein coordinates implies that regularity of ® at the horizon
corresponds to an infalling boundary condition.

In summary, the boundary conditions for the gauge—matter fields are given by

A(z=0)=p, A(z=2z) =0, (11.10)
Az (z=0)=0, Az, (z=2p) =0, (11.11)
Az, (z=0)=0, Ag,(z=2p) =0, (11.12)
Az (z=0)=0, Agg(z=2p) =0, (11.13)
0,9(2)|,=0 =0, |P(z = 2p)| < . (11.14)

We employ these boundary conditions to construct the static and spatially ho-
mogeneous solution of the superfluid (section 11.3) as well as for the full set of
dynamical equations of motion of the system (section 11.4). We note, however, that
except for the temporal component of the gauge field, in the time propagation of
the system, we need to impose the boundary conditions for the fields only at z = 0.
For the temporal gauge-field component, on the other hand, we impose boundary
conditions at the AdSs boundary z = 0 as well as at the black-hole horizon z = zy.
For details see section 11.4.

11.3 Static and Homogeneous Solution

In this section, we review the construction of the static and spatially homogeneous
equilibrium solution of the three-dimensional holographic superfluid. In our presen-
tation, we proceed as in section 5.3.

Assuming translational invariance as well as time-independence of the superfluid,
we can make an ansatz for the gauge—matter fields in the action (3.1) according to

O=0(z), Ay=Au(z). (11.15)

2Tt holds, also for the two-dimensional system with D = 3 studied in Part I, that if the mass-
squared of the scalar field equals the Breitenlohner-Freedman bound m%, = —D? /4, both
coefficients, 7 and 1, have the same scaling dimensions. In this case, there exists a logarithmic
branch which has to be set to zero as it would otherwise trigger an instability [376].
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11.3 Static and Homogeneous Solution

We again fix the gauge freedom by setting A, = 0, corresponding to axial gauge.
With this ansatz, the equations of motion of the gauge-matter fields, cf. equations
(3.9)—(3.11), reduce to a coupled system of non-linear ordinary differential equations
in the holographic z-coordinate on the finite domain 0 < z < z,. Employing the
metric (11.1), we find the equations for the gauge field Ays to be given by

0=22A) — 2A} + 2Tm(P'D*), (11.16)
0 =22 (hAY + AR/ — zh AL — 24;|®)?, (11.17)
0 = 24|®|* + 2 hIm(P'd*), (11.18)

where we again use i = x1,x2,x3 to denote the spatial directions and a prime to
denote derivatives with respect to z. Here, we suppress any arguments of the fields
since they all depend only on the holographic coordinate z, including the horizon
function h, cf. equation (11.2). For the scalar field, we find from the Klein—-Gordon
equation (3.10)

0= 22 h®" — 2 (=2izA, + 3h — 21') &' — (m? + 22 A + 3iz A, — i224;) @, (11.19)

where we have introduced A = (A, Az, Azy)-

Equation (11.18) corresponds to the Maxwell equation for the z-component of
the gauge field, A,. Due our choice of axial gauge A, = 0, this equation is not
independent of the equations of motion of the other fields. Indeed, one can show
that it is trivially satisfied if all fields obey their boundary conditions (cf. section
11.2) and equation (11.19) is satisfied. It should therefore rather be interpreted as
a gauge constraint.

Equations (11.16), (11.17) and (11.19) form a closed system of second-order or-
dinary differential equations in the holographic coordinate z. Supplemented with
the set of boundary conditions for the gauge-field components and the scalar field
at the conformal AdS boundary z = 0 and the black-hole horizon z = 2z, (11.10)—
(11.14), the holographic superfluid constitutes a one-parameter family of non-trivial
solutions to these equations. In the following we solve? this static boundary-value
problem using the same numerical methods as for the two-dimensional system. We
linearise the equations of motion by employing a Newton—Kantorovich procedure
and in every iteration solve the resulting linear equations of motion by using a col-
location method. For the collocation method, we expand the fields in a basis of
32 Chebyshev polynomials and evaluate them on a Gauss-Lobatto grid. See also
appendix A for details.

3A comment is in order here. In practice, as for the two-dimensional system in Part I, we derive the
solutions of the static and spatially homogeneous system not in Eddington-Finkelstein (EF) but
in Poincaré coordinates, i. e., using the metric (3.6). We discuss the corresponding equations
of motion and the transformation of the solutions to EF coordinates in appendix A.4. We
have checked explicitly that the solutions derived in EF and Poincaré coordinates agree after
transforming the fields appropriately and we only use the latter for convenience. To construct
the initial conditions for our real-time simulations we use equations (11.16)—(11.19) and then
solve the dynamical equations of motion (cf. section 11.4) in EF coordinates.
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11 Gravitational Model Dual to the Three-Dimensional Superfluid

The thermodynamics of the holographic superfluid model is solely controlled by
the dimensionless parameter p/T, cf. our discussion in section 3.2. If this parameter
is chosen appropriately, the U(1) symmetry of the gauge—matter sector is broken
and the scalar bulk field has a non-trivial bulk profile, ® # 0 [46, 47]. In the dual
boundary theory this corresponds to the superfluid phase with non-zero condensate
1 # 0. In this thesis, we fix the temperature of the superfluid by our choice of
zn = 1 which leaves the chemical potential u as the only free parameter, effectively
controlling the phase transition of the superfluid. For further details on this aspect,
see our discussion in section 3.2. Upon systematically varying u, we numerically
find the critical chemical potential for the phase transition,

fie ~ 4.1568 . (11.20)

Above ., the system is in the symmetry-broken phase. For p < p., on the other
hand, the symmetry is restored and the unique solution to the equations of motion
(11.16)—(11.19) implies ® = 0 for the scalar field and thus ¢ = 0 at the boundary.
From equation (3.15) we find

-1 T
W= pe T (11.21)
just as for the two-dimensional system (cf. section 5.3). Hence, every choice of the
chemical potential uniquely fixes the ratio 7'/T¢, where T¢ is the critical temperature
for the phase transition. Since T'= 1/ is fixed, p changes the critical temperature
of the system.

In figure 11.1 we show the absolute value of the order-parameter field ¢ as a func-
tion of the chemical potential u. For completeness, we also add a second horizontal
axis displaying the temperature ratio 7/T. (corresponding to u according to equa-
tion (11.21)). For most of Part II on the three-dimensional holographic superfluid,
we employ a chemical potential of 4 = 5 for our studies. This value corresponds
to a ratio of T'/T. = 0.83. Only in sections 12.1.1 and 12.2 we additionally study
the system for various values of the chemical potential. We mark the values used
in section 12.2 with ticks on the p-axis in figure 11.1. The density of the superfluid
condensate is given by n = |1?| and the phase configuration of the order-parameter
field by ¢ = arg(y). The equilibrium density is denoted by ng. For our typical
choice of =5, we find ng =~ 79.5.

As for the two-dimensional superfluid, let us briefly comment on the two branches
of solutions of the gauge—matter fields above and below the phase-transition tem-
perature. We begin with the superfluid phase for T'/T. < 1. Since the scalar field is
charged under the local U(1) symmetry, a non-trivial profile of ® implies the forma-
tion of a scalar charge cloud /—g|J°| in the bulk. This finite charge density sources
the temporal gauge-field component A;. For the exemplary chemical potential of
1 =5, we illustrate the solutions of the gauge—matter fields in figure 11.2. We show
the profile of the modulus-squared of the scalar field |®|? (solid blue), the temporal
gauge-field component A; (dotted turquoise), the field |®|?/2% (dashed green) and
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0.5 0.6 0.7 0.8 0.9 1.0
T/T.

Figure 11.1: Modulus of the complex order parameter |1| of the holographic super-
fluid in 34 1 dimensions as a function of temperature ratio 7'/7, (lower
abscissa) or chemical potential (upper abscissa), in the probe approxi-
mation. The mass of the bulk scalar field is set to m? = —3. The square
of the order parameter yields the condensate density of the superfluid
n = |¢|2. Below the critical temperature 7, the order parameter |1| in-
creases monotonously and is strictly zero for larger temperatures. The
chemical potential p and the temperature are in one-to-one correspon-
dence, cf. equation (11.21) and the main text for details.

the charge density /—g|7°| (dash-dotted red). The spatial gauge-field components
A; vanish identically in the equilibrium solution. Note that the boundary is to the
right at z = 0 and the black-hole horizon to the left at z;, = 1. At the boundary, the
scalar field vanishes in accordance with the boundary condition (11.9) and increases
monotonously towards the black-hole horizon. For lower temperatures, its profile in
the interior of the bulk increases, which eventually renders the probe-approximation
inapplicable. In this case, the backreaction of the gauge—matter fields on the gravi-
tational sector can no longer be neglected. We avoid this regime in all of our studies
by considering only temperatures for which we expect the probe approximation to
be applicable. The field |®|?/2% reduces to the condensate density n = |¢|? at the
boundary.

Above the critical temperature, for 7'/T. > 1, the scalar field vanishes identically
in the bulk, i.e., ® = 0. Likewise, also the spatial components of the gauge field
vanish due to the isotropy of the underlying system, A; = 0. From equation (11.16),
supplemented with the boundary conditions in (11.10), this implies for the temporal
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Figure 11.2: Typical bulk profiles of the gauge-matter fields of the holographic su-
perfluid in equilibrium for an exemplary chemical potential of u = 5.
The black-hole horizon is at z = 2, with 2z, = 1 (left) and the AdS
boundary at z = 0 (right). The modulus-squared of the bulk scalar
field |®|? is depicted by the solid blue line and the temporal gauge-
field component A; by the dotted turquoise line. In addition, we show
the scalar charge density \/—¢|J°| in red (dash-dotted) and the field
|®|2/25 (in green, dashed), which reduces to the superfluid density n at
the boundary. In equilibrium, n = ng ~ 79.5.

gauge-field component

22
A=pl1-5], (11.22)

which again agrees with the gauge-field solution of the Einstein—Hilbert—-Maxwell
action (2.39) for d = 3 discussed in chapter 2. Qualitatively, this is the same result
as we have found for the two-dimensional superfluid in Part I. Let us therefore only
briefly point out that the solution is not consistent since in the AdS—Schwarzschild
spacetime (11.1), there is nothing that carries any charge, including the black hole,
that could source the electrostatic potential A; (unlike in the symmetry-broken phase
where the charge density in the bulk sources A;). For a more thorough discussion
of this point, we refer to section 5.3. In this thesis, we are only interested in the
symmetry-broken phase below 7. and therefore disregard this inconsistency in the
symmetric phase.
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11.4 Dynamical Equations of Motion and Numerical Implementation

11.4 Dynamical Equations of Motion and Numerical
Implementation

Let us now discuss the full set of dynamical equations of motion for the gauge—
matter fields Ay and ®. To this end, we explicitly write out the Maxwell and
Klein-Gordon equations (3.9)—(3.11) in the fixed gravitational background metric
(11.1) without any simplifying assumptions with regard to the symmetries of the
underlying system. In order to simplify the equations, we explicitly plug in our
choice for the mass-squared, m? = —3.

For the numerical implementation of the boundary condition (11.9) for the scalar
field it turns out to be useful to formulate the equations of motion in terms of the
rescaled scalar field @,

P

|

. (11.23)

In addition, we again fix the gauge freedom by choosing axial gauge A, = 0. Using
the metric (11.1) to define the gravitational covariant derivative, the equations of
motion (3.9)—(3.11) for the spatio-temporal components of the gauge field and for
the scalar field, after some algebra, reduce to

0, Ay — 202A; = 22Im(9*0,P) — 20,V - A, (11.24)

O (Agy — 220:45,) = Z[am (Ozy Ay + 02y Agy — 0:A) — (822 + ags)Am}
+ O, A — 22Im(D*9,, D) (11.25)
+ (143240, 4,4, — h20?A,, + 22|01 A, ,

at(AfUQ - QZaZAm) = Z[@m (a’rlAwl + aISAxs - aZAt) - (8531 + agg)sz}

+ Oy Ay — 22Im(D*0,, D) (11.26)
+ (143210, 44, — h202 Ay, + 22|02 Ay,

Ay = 220:A0y) = 2|00y (O0y Ay + Dy Auy — 0 A1) — (32, + 02, Au |
+ Oy, Ay — 22Im (%0, ®) (11.27)
+ (143240, 44, — h202Ayy + 22|01 A,
(&~ 220.8) = [((V-A—0.4)0 +2i4 - VP~ ho2d - V2B
+i4;® — 2i24;0,® + (2° + 2A%)D (11.28)
+(1+32Y0, 0,

where we have suppressed all functional dependences to aid the readability. We
stress that the gauge field Aps as well as the scalar field ® depend on all five
coordinates, (t,x,z), while the horizon function h = h(z) depends only on the
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11 Gravitational Model Dual to the Three-Dimensional Superfluid

holographic z-coordinate. In the above equations we have introduced the gradient
V = (0y,, Ozy, Ozy) With respect to the three spatial field-theory directions.
Finally, we find from the remaining z-component of the Maxwell equations (3.9)

0 = 0:0,A4; — V2At +V-A—-ho,V-A+ 2|‘i>|2At
—2Im (é*atci - hé*@zci) . (11.29)

Like for the static system discussed in the previous section, this equation is not in-
dependent of equations (11.24)—(11.28). Instead, it can be expressed as differential
equation in (11.24)-(11.28). It can be shown that if equations (11.24)-(11.28) are
satisfied, equation (11.29) is satisfied for all z if it is satisfied on one fixed-z slice.
It should therefore rather be considered a gauge constraint. In our numerical im-
plementation, we have checked explicitly that it is satisfied throughout the entire
time evolution of the superfluid. For completeness, let us point out that equation
(11.29) could also be treated as a dynamical equation for the temporal gauge-field
component A; in which case equation (11.24) would be a gauge constraint. However,
in our numerical implementation we find it more convenient to use (11.29) as the
constraint equation.

Equations (11.24)-(11.28) are a closed system of partial non-linear differential
equations in the five coordinates t,x and z. While the equations appear rather
challenging to solve on first sight, their structure allows an essentially straightforward
numerical implementation. We first note that derivatives with respect to time only
appear on the left-hand sides of equations (11.25)—(11.28). On a fixed timeslice,
we can therefore compute the right-hand sides at every grid position (z1,z2,x3)
and then integrate the respective outcomes with respect to time. Subsequently,
we solve the remaining linear differential equations in z to obtain the fields A and
® on the new timeslice. Finally, we use these fields to solve equation (11.24) to
obtain the temporal gauge-field component on the new timeslice. For the boundary
conditions for the fields, we again employ equations (11.10)—(11.14). We note that
on the respective left-hand sides of the dynamical equations (11.25)-(11.27), for the
spatial gauge-field components A, and (11.28), for the scalar field ®, only first-order
derivatives with respect to z occur. Consequently, in the intermediate step when we
solve the linear differential equations in z for the fields ® and A, we need to impose
boundary conditions only at z = 0. For A;, on the other hand, equation (11.24) is of
second order in z and we therefore impose boundary conditions at z = 0 and z = zy.

In our numerical implementation of the equations of motion we take the spatial
field-theory directions © = (z1, x2, x3) to be periodic and expand the fields in a basis
of Fourier polynomials. We employ grid sizes of 96 x96 x 96 and 128 x 128 x 128 points
along the (x1,x9,x3)-directions, depending on the vortex configuration we study.
These grid sizes allow us to suppress finite-size effects to below the accuracy we can
resolve in our evaluation of the vortex dynamics. We have explicitly checked and
confirmed the independence of our results on the size of the computational domain in
order to verify that finite-size effects are indeed sufficiently suppressed. The reason
we sometimes resort to the smaller numerical grid is the high numerical cost of
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simulating the real-time dynamics of the system. For a discussion of the performance
of our numerical implementation of the equations of motion see appendix A.2. Along
the holographic direction we again expand the fields in a basis of 32 Chebyshev
polynomials on a Gauss—Lobatto grid. For the time propagation, we employ a
fourth-order fixed-timestep Runge-Kutta algorithm. In units of 2;, = 1, we choose
the timestep size such that one unit timestep is composed of 250 numerical timesteps.
We give further details on our numerical implementation in appendix A.
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12 Vortex Solutions of the Holographic
Superfluid

In this chapter, we begin our systematic investigation of vortex solutions and the
non-equilibrium time evolution of the holographic superfluid in 3 4+ 1 dimensions. In
the first section 12.1, we start out with a discussion of the characteristic winding
structure of vortex rings in a three-dimensional superfluid. Subsequently, we employ
the corresponding phase configuration to construct and analyse vortex-ring solutions
of the holographic superfluid. We are particularly interested in the shape and size
of the condensate-density profile around the vortex core as well as its dependence
on the chemical potential of the superfluid. Moreover, we also investigate the bulk-
field configuration dual to the vortex rings in the boundary superfluid. We then
proceed to studying the solution of straight vortex-line dipoles. While the underlying
translational symmetry of the three-dimensional superfluid implies that such dipoles
are simple generalisations of vortex dipoles in two-dimensional superfluids, it is
nevertheless interesting to study their construction as we will use them in the next
chapter to prepare large ensembles of vortex defects. In section 12.2, we study the
time evolution of a single vortex ring and compare its dynamics with solutions of
the Hall-Vinen—Iordanskii equation for the mechanical motion of vortex rings in a
dissipative superfluid in the point-vortex limit. In addition, we briefly comment
on a comparison of our results with numerical simulations of the Gross—Pitaevskii
equation. However, we do not present a matching of the dynamics as for vortex
dipoles in the two-dimensional holographic superfluid, neither to the dissipative GP
model, nor to the HVI equation. In the last part of section 12.2, we investigate the
dependence of the vortex-ring dynamics on the chemical potential of the superfluid.
Finally, in section 12.3, we study the superfluid dynamics for an initial configuration
of vortex lines that allows us to cast a first eye on vortex reconnections in the
holographic superfluid.

With our investigations in this chapter, we set the basis for our studies in the
following chapter 13, on the far-from equilibrium dynamics of the holographic su-
perfluid and quantum turbulence, and chapter 14, on interactions and further char-
acteristics of vortex rings.

Unless explicitly stated otherwise (in subsections 12.2.2 and 12.1.1), in this chapter
we fix the chemical potential of the superfluid to u = 5, corresponding to a temper-
ature ratio of T'/T, = 0.83. This choice also agrees with our choice in chapters 13
and 14. We recall that we fix the units by our choice of 2z, = 1.
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12.1 Initial Conditions and Vortex Solutions

We begin this section with a discussion of topological vortex excitations in three-
dimensional superfluids. Naturally, in light of our studies in Part I, it is easiest for us
to think of vortex lines and vortex rings, in some sense that we will make more pre-
cise in the following paragraphs, as extensions of vortices in oblate two-dimensional
superfluids. In section 6.1 we have already laid out the basic characteristics of quan-
tised vortices in two spatial dimensions. Let us in the following review the most
important aspects of that discussion here and subsequently generalise them to vor-
tex lines and rings in three-dimensional systems. Quantised vortices are topological
defects in the superfluid density ng—s(x) = |[tpg—o(x)|?, where ng—s(x) refers to the
condensate density in two spatial dimensions with @ =(z1,22). If one integrates
along any closed contour C once enclosing (only) the vortex core, the phase of the
order-parameter field pg—o(x) = arg(1g—2(x)) winds by integer non-zero multiples
of 2mr. Whenever C does not enclose a vortex, or encloses even numbers of vortices
and anti-vortices, by contrast, the phase winding around this contour must be zero to
ensure single-valuedness of the order-parameter field. Assuming the contour indeed
encloses a single vortex, this implies that the condensate density at the location of
the vortex core has to vanish. Otherwise, there would be a phase singularity at the
core position which can only be remedied by the vanishing of the condensate density
and thus the complex order-parameter field ¢». Away from the core, the density heals
back to the equilibrium condensate density ng on a characteristic scale set by the
healing length ¢&. We note that, strictly, the healing length is only a parameter of
the Gross—Pitaevskii model. Nevertheless, in a slight abuse of notation, we adapt it
also for our purposes of this work, defined as outlined in section 7.3, 4. e., the width
of the vortex-induced density depletion, extracted either from a matching with the
GP model or from a fit to the density modulation.

In three-dimensional superfluids, the cores of topological vortex excitations are
generalisations of vortex cores in two-dimensional superfluids to one-dimensional
lines [134]. The simplest configuration, a straight vortex line, can be thought of
as an extension of the topological characteristics of a vortex in d = 2 along the
e | -direction perpendicular to the two-dimensional plane. In other words, the phase
structure of the vortex in d = 2 is extended to every plane perpendicular to e . Here,
e again refers to the vector which extends the unit vectors of the two-dimensional
plane to a right-handed coordinate system. We have introduced this vector before
in our discussion of the HVI equations in section 7.2. If we think of the plane as
spanned by the (x1,x9)-axes, e} is given by the unit vector along the xz-axis. By
construction, on any plane perpendicular to e, the phase of the order-parameter
field winds around the vortex-line core by 2w, where w € Z\{0} is again the winding
number of the vortex in d = 2. As for vortices in two spatial dimensions, we refer
to straight vortex lines of winding number w as vortices if w > 0 and anti-vortices
if w < 0. Interestingly, the mentioned characteristics in fact imply that the phase of
the order-parameter field winds around the vortex-line core on any two-dimensional
hypersurface of the (3 + 1)-dimensional spacetime that is intersected by the core
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exactly once. (For a discussion of the definition of the winding number on such
hypersurfaces, see the next paragraph.) This is the defining feature of quantised
vortex excitations in three-dimensional superfluids. In particular, this definition is
not restricted to straight vortex lines but holds for all shapes of one-dimensional
vortex cores. Due to the topological constraints imposed by the phase structure,
the condensate density has to vanish at the positions of the one-dimensional vortex
core to ensure regularity of the order-parameter field. Close to the core, the density
drops to zero on a characteristic scale set by the (three-dimensional) healing length
£.

If the superfluid or Bose—Einstein condensate is bounded by a container or a trap-
ping potential, the open ends of vortex lines are attached to the boundaries. If the
system is infinitely extended in space, by contrast, the lines can have infinite length.
In general, vortex lines are not straight but instead have segments of non-zero cur-
vature, caused, for instance, by aspect ratios of trapping potentials, the presence of
other vortices or externally applied forces that cause vortex lines to bend (see e. g.
[378, 379]). This may even cause the ends of a vortex line to coalesce and form a
loop. Such a closed vortex line is called a vortex ring. We note that for strongly bent
vortex lines or vortex rings in three-dimensional superfluids, the notion of vortices
and anti-vortices is rather subtle and can be defined consistently only on oriented
hypersurfaces. In order to avoid any confusion, we will throughout this work distin-
guish between them only in the initial preparation of straight vortex lines aligned
along any of the coordinate axes or of vortex rings aligned perpendicular to any of
the coordinate axes. In these cases, the winding number is indeed straightforward to
define. With regard to vortex rings, we comment further on the notion of vortex vs
anti-vortex in the next section when we construct their solutions. Before we proceed,
an important comment is in order. Throughout this thesis, we study vortex lines
and vortex rings whose density depletions in the holographic superfluid have a non-
zero width £ > 0. In the literature, on the other hand, one finds that sometimes the
name vortex line is associated with what we refer to as point-vortex lines (implying
the limit £ — 0). Vortex defects with & > 0 are then referred to as vortex tubes.
We avoid that notation and refer to vortices in the & — 0 limit as point-vortex
lines (or rings). Moreover, let us stress that throughout Part II, in analogy to our
convention in Part I, we define the core of a vortex line or a vortex ring to be the
one-dimensional line of zeros in the superfluid density around which the phase of
the order-parameter field winds in the way that we have discussed above.

To find vortex solutions of the two-dimensional holographic superfluid in Part I,
we imprinted their winding structure onto the static and homogeneous background
solution of the superfluid, imposed the vanishing of the scalar field at the positions
of the core along the holographic bulk direction, and subsequently propagated the
system in time. The proper vortex solutions of the order-parameter field ¢ then built
up dynamically within a few unit timesteps. In particular, the initial phase-winding
configuration adjusted to the periodic boundary conditions of the computational
domain, and the density depletions around the vortex cores relaxed to the proper
vortex-profile solution. For vortex-dipole configurations we further found that the
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build-up of the proper total phase configuration took distinctly longer than the
build-up of the individual density profiles of the vortices, cf. our discussion of the
phase-healing regime in section 6.4. In this part, we proceed in a similar way to find
vortex solutions of the three-dimensional system. To be specific, we first solve the
static and homogeneous equations of motion (11.16)—(11.19) to find the equilibrium
configuration of the holographic superfluid (cf. figure 11.2) and then multiply the
winding structure of the topological vortex defects into the solution of the scalar
field. Although not required for the solution to build up, for straight vortex lines we
additionally demand the scalar field in the bulk to vanish at the respective positions
of the vortex cores for all z. For vortex rings we find it more convenient to only
imprint their phase-winding structure and leave the absolute value of the bulk fields
unchanged. We will address this in more detail in the following two subsections.
Once the vortices have been imprinted, we evolve the system in time by solving
equations (11.24)—(11.28). During the initial few unit timesteps of this propagation
the characteristic vortex solutions build up dynamically. In particular, in the vicinity
of the vortex cores the vortex-induced density depletions relax to the characteristic
shape of the proper vortex-profile solution. We will argue below that for (single)
vortex rings as well as for dipoles of straight-vortex lines we again find a phase-
healing regime during which the phase of the respective vortex configuration relaxes
to its proper solution. This takes distinctly longer than the build-up of the density
profiles.

In the following two subsections 12.1.1 and 12.1.2 we discuss the winding struc-
tures of vortex rings and vortex lines, and present the corresponding vortex solutions
of the holographic superfluid. We begin with circular vortex rings and then proceed
to straight vortex lines.

12.1.1 Vortex-Ring Solutions

In their seminal work on superfluid helium “He [368], Rayfield and Reif presented
the first successful detection of quantised vortex rings. Later, this was also achieved
by other groups, most notably in [380]. In Bose-Einstein condensates the first direct
detection of vortex rings by Anderson et al. [369] came only shortly after vortex
lines had been detected for the first time [276, 277, 381-383] and received a lot of
attention. Nowadays, quantised vortex rings in Bose-Einstein condensates as well
as in superfluid helium are intensely studied by an increasingly large community.
This has also led to numerous technological advances in experimental methods used
for the creation and detection of vortex rings. For brevity, we only name a few here.
Standard methods include the creation via the decay of grey solitons [369, 384], the
collision of solitons [385], density engineering [386, 387] and via quenches through
the phase transition [388]. In addition, also from the theoretical perspective, there
is an enthusiasm for the investigation of vortex rings. In the literature one finds a
large number of numerical simulations that study various methods of how vortex
rings could be created and detected in Bose—Einstein condensates. For a selection
of theoretical proposals, see e. g. [389-393].
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12.1 Initial Conditions and Vortex Solutions

In the following we derive the characteristic winding structure of a plane circular
single vortex ring. We point out that this derivation is already well established
in the literature. For convenience, we review the central aspects of it nonetheless
as we find it to be particularly helpful with regard to our following studies of the
dynamics of vortex rings as well as in light of our investigations in chapter 14. Due
to the azimuthal symmetry of the vortex ring, its phase structure essentially reduces
to the rotationally symmetric and superimposed winding structure of a vortex—
anti-vortex pair in d = 2 as we have studied in Part I. To make this clear, let
us consider the order-parameter field configuration ¢ (x) of the three-dimensional
superfluid restricted to a two-dimensional plane vertically intersecting the plane of
the circular vortex ring — the ‘vortex plane’ — with the intersection line going through
the centre of the ring. Henceforth, we will frequently employ such a type of two-
dimensional intersection of the ring in our analysis. Due to the azimuthal symmetry,
there is no need to additionally specify the polar angle of the intersection within
the vortex plane. From our discussions above we expect that on any such plane,
Y(x) is qualitatively similar to the field configuration of a vortex—anti-vortex pair
in a two-dimensional superfluid with background condensate density ng. Thus, in
particular the phase configurations coincide in their general structure. We illustrate
the vortex-ring configuration schematically in figure 12.1 for one half of an exemplary
ring aligned in the (1, z2)-plane. The vertical intersection agrees with the (z1, x3)-
plane through the centre of the ring. Furthermore, we denote the radius of the ring
by Ry, and its winding number by w.

Having qualitatively understood the winding structure, let us now formulate it in
mathematical terms. For simplicity, we restrict the following discussion to the same
vortex ring as displayed in figure 12.1 but note that all results presented can be gen-
eralised straightforwardly to rings of arbitrary orientation in the three-dimensional
superfluid. We begin by reviewing the winding structure of a vortex—anti-vortex
pair in a two-dimensional superfluid which we associate with the winding structure
of the ring on the (z1,z3)-plane intersecting the centre of the ring. Subsequently,
we employ the rotational symmetry of the plane circular ring to infer its total three-
dimensional winding structure that we use in the preparation of the initial condition
of the superfluid.

In section 6.1 we have argued that the winding structure of a single vortex of
winding number w; in a two-dimensional superfluid at position (z1,,23;) is given
by ¢(z1,23) = w;arg(x1 — 1,4 +i(x3 — x3,)) = w; arctan (%) For the total
winding structure ¢ of an elementary (|w;| = 1, ¢ = 1,2) vortex dipole of size 2Ry
in two spatial dimensions, aligned along the x;-axis and centred around (z1,0,x3,0),
this implies p(x1,x3) = p1(x1,x3) + w2(x1, x3), where we have introduced

T3 — T3,0 ,
(21, 23) = w; arct ’ . e {12}, 12.1
il 23) = wiarctan (m - _Sgn(wimo) je{L2y, (2
for the phase of the vortex (w; = 1) and the anti-vortex (w; = —1), and sgn(w;)

denotes the sign of the winding number w;. We point out that upon exchanging
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AT3

Figure 12.1: Illustration of the geometry of a plane circular vortex ring of radius
Ry and winding number w in the (x,x2)-plane. The axial direction
of the ring points along the xs-axis. On the two-dimensional (z1,23)-
slice through its centre, the ring reduces to a vortex—anti-vortex dipole
of size 2Ry. The healing length & sets the scale on which the density
depletion away from the vortex core heals to the background density
no.

the roles of the vortex and the anti-vortex, the dipole vector is rotated by 180° and
likewise the direction of its centre-of-mass motion.

We associate the sum ¢ = 1 + @9 with the winding structure of the vortex ring
on the (x1,x3)-plane intersecting its centre. Employing the rotational symmetry of
the vortex ring, we can now generalise this result to find the total three-dimensional
phase-winding configuration of the ring. To this end, it turns out to be useful to
introduce cylindrical coordinates relative to the centre of the vortex ring. Expressed
in terms of the Cartesian coordinates, the radial distance within the vortex plane
away from the centre of the ring is given by

plar,x2) = /(21 — 210)? + (22 — 220)? (12.2)

The vortex ring we are interested in has winding number w and is coaxially aligned in
parallel to the x3-axis of the computational domain. Hence, figuratively speaking, we
find its winding structure by rotating the dipole’s winding structure on the (z1, x3)-
plane intersecting its centre through 180° around the x3-axis. Expressed in the
cylindrical coordinates, the two phase contributions (12.1) defined on the entire
three-dimensional domain then generalise to

N T3 — T30
=+ t —_— 12.
o (x) w arctan (p(m,mz) :FRO) , (12.3)
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12.1 Initial Conditions and Vortex Solutions

with w = w; = —ws_1, @ € {1,2}. The total phase configuration of the vortex ring is
given by the sum of these two contributions. In order to find the vortex-ring solution
of the holographic superfluid, we multiply this sum into the background solution of
the scalar field ®

D (tg, x, z) — P(to, x, 2) e @+e (@)} , (12.4)

for the entire (21, x2, x3)-grid and for all z-slices along the holographic bulk direction.
Figure 12.1 illustrates how for the vortex ring the sign of the phase winding w
determines whether the phase circulates the ring inside-out or outside-in, relative to
the positive z3-direction. Note that this also determines the direction along which
the superfluid flows through the ring.

Unlike for vortices in the two-dimensional superfluid, cf. section 6.1, here we
do not additionally impose the scalar field to vanish at the respective positions
of the vortex core along the holographic z-direction to construct the vortex-ring
solution. Due to the strong topological constraints imposed by the quantised phase
winding, the density drops to zero dynamically as we propagate the system in time.
Interestingly, the same actually holds true also for vortices in d = 2. However, there
we found it convenient to set the density to zero in order to accelerate the dynamical
build-up process of the vortices. For the vortex ring, on the other hand, we find it
favourable to imprint only its phase structure. It then takes approximately At = 3
to At = 5 unit timesteps in the initial propagation of the superfluid for the ring to
fully develop its density profile. To imprint several vortex rings of winding numbers
w;, whose cores do not intersect, we simply superimpose the phase configurations of
the individual rings and multiply the sum into the static background solution of the
scalar field ®.

Once the phase structure of the vortex ring has been imprinted and the system
is propagated in time, the ring moves in its own flow field. In other words, the
vortex ring has a self-induced velocity pointing along its axial direction. This can
be intuitively understood from our discussion of the vortex ring’s phase structure.
Namely, in analogy to vortex dipoles in d = 2 where each vortex moves in the flow
field of the respective other vortex, every point of the vortex-ring core moves in the
flow field of all other points of the core. While the largest contribution at each point
comes from the point on the opposite site of the vortex ring (in radial direction), we
stress that also all other points contribute. The sum of all contributions determines
the magnitude and orientation of the velocity vector at the specific point. For a
plane circular vortex ring, its symmetry implies that all contributions not pointing
along the axial direction of the ring cancel. Along the axial direction, on the other
hand, the contributions add up to a finite velocity. Naturally, the axial velocity is
the same for every point of the circular vortex core. As we have discussed before,
the self-induced vortex velocity is determined by the gradient of its phase field,

v(t,x) ~ Vop(t, x), (12.5)

where V is again the three-dimensional gradient. For the vortex ring discussed
above, the self-induced velocity points along the negative x3-direction if w > 0, see
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T

Figure 12.2: Snapshot of an isosurface of the condensate density n(x) (grey surface,
defining value n/ng = 0.23) and flow lines of the superfluid velocity field
V arg(1)) (coloured lines, red denotes the highest and blue the smallest
defining velocities) of the vortex-ring solution of the holographic super-
fluid once the density profile around its core has fully built up. Initially,
the ring has a radius of Ry = 22 grid points, a winding number of w = 1,
and is aligned in the (z1, z2)-plane. Due to its phase structure, the ring
has a self-induced velocity along the negative xg3-direction.

also figure 12.1. In anticipation of our findings in the following sections, let us point
out that due to mutual friction between the fluid and the vortex ring the real velocity
of the vortex ring deviates from (12.5). We refer back to this point in section 12.2
where we analyse the dynamics of vortex rings in more detail.

Having discussed the winding structure of a vortex ring, let us now, for the first
time in the literature, study the corresponding solution of the three-dimensional
holographic superfluid. We imprint the above-discussed winding structure for a
vortex ring of initial radius Ry = 22 grid points and centre position' (64, 64, 102) onto
the static background solution of the superfluid on a cubic grid of size 128 x 128 x 128
and subsequently evolve the system in time until the ring has fully developed its
density profile. We illustrate the resulting vortex configuration in figure 12.2. To be
specific, we plot an isosurface of the scalar condensate density n(x) with a defining
value of n/ny = 0.23 (grey surface). Moreover, we also illustrate a number of flow
lines corresponding to the gradient field V(). In order to aid the readability of

!For convenience in the graphical illustration as well as the later following analysis of its dynamics,
we locate the ring along the x3-direction in the upper third of the computational domain.
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the figure, we plot the flow lines only for the (x1,z3)-plane intersecting the centre
of the ring. We keep in mind, however, that this configuration is in fact rotationally
symmetric around the axial direction of the ring (parallel to the z3-axis). For the flow
lines we employ a colour coding where red denotes the highest and blue the smallest
defining values (velocities). The cubic outline depicts the computational domain
along the (z1,z9,x3)-directions. We remind the reader that these directions are
periodic. Notwithstanding this periodicity, the flow lines are not perfectly symmetric
with regard to the axial direction due to minor finite-size effects of the system and
numerical uncertainties in the interpolation routine. In practice, we set a number of
seed points for the flow lines in the vicinity of the vortex core. We restrict the points
to the direct vicinity of the vortex ring in order to aid the readability and since only
this region is of interest to us. The choice of seed points is also the reason why
the lines at the top and at the bottom do not all have a pendant at the respective
other end to close with. Figure 12.2 illustrates nicely what we have discussed above.
Namely, as the flow lines indicate, the ring has a self-induced velocity, which causes
a motion of the ring along its axial direction. Furthermore, the flow field shows that
in every two-dimensional plane the phase configuration is very similar to that of a
vortex dipole in two spatial dimensions.

Before we dive into a more quantitative analysis of the vortex-ring solutions of the
holographic superfluid, we study their dual bulk representation. To this end, we first
recall that the superfluid should be thought of as a projection of the gravitational
solution onto the boundary at z = 0. In order to gain an understanding of the
boundary superfluid, it is therefore essential to first understand its dual bulk repre-
sentation. For vortices in the two-dimensional holographic superfluid, for instance,
the bulk solution provides a geometric interpretation of the dissipation mechanism
and has, in our investigations of Part I, allowed us to comprehend the change in
dissipation as vortices disappear, cf. our discussion in section 7.3.3. For the three-
dimensional superfluid, we cannot capture the entire four-dimensional bulk view in
a single plot and therefore resort to selected two-dimensional slices of the superfluid
and study the bulk representation outgoing from these planes. For the vortex-ring
configuration displayed in figure 12.2, there are two natural choices of planes for
which it is interesting to study the emanating bulk configuration. First, the plane
horizontally intersecting the vortex plane through the centre of the ring, i.e., a
fixed-z3 slice, and second, any plane vertically intersecting the vortex plane through
the centre of the ring, i. e., just as the one we have previously employed (a fixed-z5
slice). Here and in the following, vertical refers to the orientation relative to the
vortex plane. We illustrate the geometric bulk representation of the superfluid out-
going from the fixed-z3 slice and the fixed-z2 slice of the superfluid in the left-hand
panels of figures 12.3i and 12.3ii, respectively. In addition, in both figures in the
respective right-hand panels, we show a snapshot of the isosurface of the condensate
density n(x) for n/ng = 0.23, depicting the vortex-ring solution (blue surface). In
these plots, the transparent red planes indicate the positions of the z = 0 slices of
the left-hand panels in the three-dimensional superfluid.

Let us now discuss the two figures, 12.3i and 12.3ii, in more detail, beginning with
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(i) Holographic bulk view outgoing from the horizontal (z1, 23)-plane through the centre of
the ring. To aid the visualisation, we only show three quarters of the bulk configuration
and of the boundary slice.

(ii) Holographic bulk view outgoing from the (z1, z3)-plane through the centre of the ring.
On this two-dimensional slice, the ring reduces to a vortex—anti-vortex pair. The bulk
configuration resembles the bulk view of vortex dipoles in Part I, ¢f. figure 7.6.

Figure 12.3: Left panels: Geometric bulk representation dual to the vortex-ring solu-
tion, shown for two two-dimensional slices of the superfluid intersecting
the vortex plane through the centre of the ring. The blue surfaces are
isosurfaces of the scalar field |®(x,2)|?/2% (defining value 1.88) and
the orange layers are isosurfaces of the scalar charge density /—g|J°|
(defining value 12.3 for (i) and 16 for (ii)). The field |®(x, 2)|?/2% re-
duces to the superfluid density n(x) = |1)(z)|? at the boundary at z = 0
(illustrated with the same colour map as in figure 6.2 Part I). The grey
area at z = zj, depicts the black-hole horizon. Right panels: Snapshots
of isosurfaces of the condensate density n(x) (blue surfaces, defining
value n/ny = 0.23). The transparent red planes indicate the position of

188 the two-dimensional boundary slice of the respective left-hand panels
in the three-dimensional superfluid.
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some general aspects. The blue meshed surfaces are isosurfaces of the scalar field
|®|2/25 with a defining value of 1.88. At the boundary at z = 0, the field |®|?/25
reduces to the superfluid density n(x) = [ (z)[>. Thus, the boundary slices in
the respective left panels of figures 12.3i and 12.3ii show the superfluid-condensate
density on the red planes depicted in the corresponding panels on the right. For
the condensate density n on the boundary slice we use the same colour coding as in
the previous Part (¢f. figure 6.2), with red denoting the background density ng and
dark blue denoting zero, corresponding to the vortex core. Note that this should
not be confused with the blue isosurfaces in the bulk. Isosurfaces of the scalar
charge density /g|J Y| are depicted by the orange layers with a defining value of
V9lT°| = 12.3 in 12.3i and ,/g|J°| = 16 in 12.3ii. For the definition of J°, see
equation (3.11). Since ,/g|7°| has a maximum in the bulk, there are in fact two
layers of orange surfaces. The grey areas at z = zp, depict the black-hole horizon.

From our discussion above we already know that the phase structure of the vortex
ring causes the bulk scalar field ® to vanish along the holographic z-direction for
every (x1,x2,xs)-position of the one-dimensional vortex core. Hence, a superfluid
vortex ring causes the charge density in the bulk to drop to zero at the respective
positions of the ring along the holographic direction. Earlier, we have found the
same for vortices in two spatial dimensions whose dual representation is given in
terms of tubes, punching through the scalar charge cloud, cf. figure 7.6 and, e. g.,
[148]. Three-dimensional vortex rings now generalise this to one higher dimension.
Figure 12.3i shows that outgoing from a horizontal plane intersecting the vortex
core, the vortex ring is geometrically represented in terms of a cylinder of zeros in
the scalar field ® and thus the charge density. This implies (see also figure 11.2)
that the isosurfaces of |®]?/2% are given by two circular funnel-shaped sheets with
decreasing separation towards the boundary at z = 0. Figure 12.3i also teaches us
that ‘inside’ the cylinder, the charge density does not vanish. Hence, figuratively
speaking, the superfluid vortex ring stamps out an annulus of the charge density
along the holographic direction outgoing from the two-dimensional vortex-plane. To
ensure that this is clearly discernible in figure 12.3i, we plot the field configurations
only for three-quarters of the (z1, z2)-domain in the bulk as well as at the boundary
and omit the fourth quarter such that one has a direct view into the ‘inside’ bulk
perspective of the ring.

The bulk configuration of the vortex ring allows us to gain important insight into
the physics of the three-dimensional holographic superfluid. In particular, a direct
consequence of the zeros in the charge density is that the screening of the boundary
superfluid from the black hole decreases significantly in the presence of vortices
which allows for the dissipation of energy and momentum. Due to the holes in
the charge density, energy and momentum modes can fall through the charge cloud
and into the black hole, which can be interpreted as dissipation into the thermal
heat bath. This is the same geometric interpretation of dissipation as before for
the two-dimensional system and establishes that the three-dimensional holographic
superfluid is dissipative in the presence of vortex excitations. We point out that
we have not strictly proven that energy and momentum modes indeed fall through
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the charge cloud into the black hole but rather conjecture it to be true. From our
investigations of Part I and the similarities between the two- and three-dimensional
system, we further expect the dissipation to be very strong. While this statement is
somewhat speculative at this point, we will find strong evidence in support of it in
the next section. An essential difference between the bulk view in figure 12.3i and the
one dual to the vortices in the two-dimensional superfluid (figure 7.6) is the spatial
extent (in @) of the zeros in the charge density. This has remarkable consequences.
Namely, due to the spatial extent of the holes in the charge density, dissipation is
no longer restricted to (or rather strongly dominated by) UV modes. Instead, it
appears that outgoing from the two-dimensional vortex plane, also modes of larger
wavelengths towards the IR regime can fall into the black hole. Hence, vortex rings
in the holographic superfluid (and vortex lines, ¢f. below) appear likely to constitute
an avenue for the dissipation of energy and momentum modes of wavelengths that
go beyond the strict UV regime?. We stress that this is a fundamentally new feature
of the three-dimensional superfluid with regard to the dissipation of the system in
the presence of vortex defects.

The lower panel of figure 12.3 illustrates nicely what we have already discussed
above. Namely, the superfluid-field configuration on a plane vertically intersecting
the vortex plane through the centre of the ring strongly resembles the configuration
of a vortex—anti-vortex pair in d = 2, ¢f. the z = 0 slice in figure 12.3ii. Moreover,
also the bulk view outgoing from the two-dimensional plane is very similar to the
one we have found in figure 7.6 of section 7.3 for a vortex—anti-vortex pair in the
two-dimensional holographic superfluid. This also implies that outgoing from this
plane, preferably UV modes are dissipated into the black hole.

Hence, upon studying the bulk views of the three-dimensional holographic super-
fluid, we can draw two important conclusions with regard to features we expect the
system to exhibit. First, we expect the system to be strongly dissipative. Second,
the dissipation is no longer restricted to UV modes like in the two-dimensional super-
fluid, but instead, under favourable conditions, is allowed also for modes of distinctly
larger wavelengths. By favourable conditions we refer to the fact that the dissipation
depends on the orientation of the modes in the three-dimensional domain and the
exact configuration of the vortex defects. While along some directions dissipation
is still preferred only for UV modes, others allow for larger-wavelengths modes to
fall into the black hole. There is, however, an important comment in order. If more
than one vortex ring is present and the defects interact, they are typically no longer
plane circular (see e. g. our discussions in chapter 13), which renders an analysis of

2We base this conjecture on the analysis of the bulk views and the analogy to the two-dimensional
system for which it has been well established that dissipation is dominated by UV modes only,
cf. [148]. Going beyond our qualitative arguments and gaining a more thorough quantitative
understanding of the dissipation mechanism, with a special emphasis on the wavelengths of the
dissipating modes, would require further studies that go beyond the scope of this thesis. The
general way forward for such studies, however, is clear. On would occupy certain momentum
modes of the system and study the resulting energy cascade and the dissipation of the system
in terms of correlation function.
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the dissipation scales intricate. In this thesis, we restrict our investigations of the
dissipation mechanism to the qualitative discussion above and leave a quantitative
analysis for future work.

After these remarks concerning the bulk representation of the vortex-ring solutions
of the holographic superfluid, let us now proceed to a more quantitative investiga-
tion of the vortex rings and specifically their density modulation in the boundary
superfluid. We are in particular interested in the shape and width of the density de-
pletion around the vortex core of the plane circular ring as well as its dependence on
the chemical potential of the superfluid. In the spirit of our investigations in chapter
7, we first compare the shape of the density depletion around the vortex core with
the density profile of a vortex according to the Gross—Pitaevskii equation. Here, we
restrict our analysis to the approximate analytic Gross—Pitaevskii vortex solution
(7.19) instead of directly matching a numerical GPE solution to the holographic
vortex. In addition, we study how the width of the holographic vortex-induced
density depletion depends on the chemical potential of the superfluid. For our sim-
ulations we again employ a grid size of 128% points along the (21, 2, x3)-directions
and study the vortex-ring solutions for 10 values of the chemical potentials in the
interval 4.5 < u < 9 (in increments of 0.5). For this interval, we expect the probe-
limit to be a good approximation of the holographic model. For every fixed chemical
potential, we initially prepare a single vortex ring of radius Ry = 22 grid points and
winding number w = 1, aligned coaxially with the zs-axis and with the centre of
the ring located at (z1,x2,x3) = (64,64,102). We evolve the system in time until
the vortex ring has fully developed its density profile. The time this process takes is
slightly dependent on the chemical potential. We note that due to the self-induced
velocity of the ring, it starts propagating along the negative x3-direction as soon as
we evolve the system in time. However, the change in position has no effect on the
following analysis.

For an exemplary chemical potential of ;1 = 5, corresponding to T'/T. = 0.83,
we illustrate the normalised density modulation n(x)/ng of the vortex ring in a
one-dimensional cut through the centre of the ring along the x;-axis (blue dots) in
figure 12.4. We ensure that we indeed capture the vortex core itself by evolving
the system in time until the z3-position of the core of the vortex ring agrees with
a unit grid position. Naturally, the accuracy for this is limited by the uncertainty
in the determination of the vortex location as well as the time resolution of our
evaluation method. For details on how we extract the location of the vortex ring
and in particular its xs-position, see the next paragraph. In figure 12.4 we clearly
identify the two density minima corresponding to the vortex—anti-vortex pair on the
fixed-z5 slice intersecting the vortex core. An important comment is in order here.
The density modulation shown in figure 12.4 differs significantly from the analogous
configuration of a vortex dipole in the two-dimensional holographic superfluid. In
particular, the enhancement of the condensate density in between the vortex-induced
density depletions is more pronounced for the ring than for a dipole in d = 2. The
likely reason is that the superfluid flow through the ring is distinctly larger than
the superfluid flow in between the vortex and anti-vortex in the two-dimensional
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Figure 12.4: Normalised density profile n/ny of a vortex ring of radius Ry = 22
in the holographic superfluid for a chemical potential of y = 5 in a
one-dimensional cut through its centre (blue dots). The snapshot is
taken once the ring has fully developed its characteristic density profile
and its x3 location agrees with a unit grid point. The dashed red line
denotes a fit of the approximate analytic GPE vortex profile (12.6)
to the density modulation. The holographic and GPE vortex are in
excellent agreement except for intermediate separations, cf. the main

text for a discussion.

superfluid. As a result, the ‘inner’ flanks of the vortex-induced density depletions
of the ring are distinctly steeper than the ‘outer’ flanks, cf. figure 12.4. Let us
therefore point out that despite the fact that we have been using the analogy of the
field configuration on the two-dimensional plane to the vortex-dipole configuration
in the two-dimensional superfluid, it is important to appreciate that they are not
the same. However, since there is a qualitative and conceptual similarity, we find
it convenient to make use of this analogy at times. In order to compare the profile
for one of the density depletions in figure 12.4 with the typical vortex shape of the
GP model, we fit to the data points the approximate analytic GPE vortex-profile

solution in d = 2 (c¢f. equation (7.19)),

no(x — x;)*
n(r) = — . 12.6
@)= g (12:6)
Note that here x and x; are restricted to the one-dimensional cut through the
centre of the ring and x; is the position of the density depletion. We show the
outcome in figure (7.19) (dashed red curve, fitted to both flanks of the right density
depletion but shown only for the ‘outer’ flank, c¢f. below for a discussion). Before
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we comment on the comparison of the vortex shapes in more detail, we point out
that the vortex profile (12.6) is only an analytical approximation of the GPE vortex
solution. It matches the actual vortex-profile solution to order O((z —x;)?), see also
our discussions in section 7.3. Figure 12.4 nicely illustrates that the holographic
and the approximate GPE vortex solutions are in excellent agreement and minor
deviations arise only at intermediate distances away from the core. If we compared
the GPE vortex profile to the ‘inner’ flanks of the density depletions in figure 12.4 we
would find larger discrepancies. The reason is yet again the superfluid flow through
the ring that causes the profiles of the density modulations inside and outside the
ring to differ. Only if the ring was significantly larger we would find the flanks to
have the same shape. We find that the strong agreement between the vortex shapes
in figure 12.4 persists also for all other choices of the holographic chemical potentials
in the interval 4.5 < p < 9 that we employ throughout this section. In light of our
comparison of the vortex shapes in Part I, we suspect the small deviations between
the vortex profiles in figure 12.4 to be in part due to the shortcomings of (12.6) to
capture the full GPE solution. In addition, we expect the deviations between the
vortex solutions in holography and GPE to be enhanced by the finite separation
between the vortex and the anti-vortex induced by the ring on the two-dimensional
plane. Here, such effects are inevitable because of the limitations in the initial vortex
radius imposed by the finite size of the computational domain. We will refer back
to this point when we study the solution of straight vortex lines below. The strong
resemblance between the holographic and (approximate) GPE vortex is remarkable
since the holographic vortex shape is an intrinsic characteristic of the holographic
superfluid and builds up dynamically without any external constraints.

We now proceed to a more quantitative investigation of the vortex-ring solution
and study the dependence of the width of the vortex-induced density depletion on
the chemical potential of the superfluid. For this purpose, we find it most convenient
to adapt the method of section 7.3, where we have studied the analogous dependence
for vortices in the two-dimensional superfluid. Here, we apply it to the vortex-ring
solution on the fixed-z» slice intersecting the centre of the ring, on which the super-
fluid order-parameter field essentially reduces to the solution of a vortex—anti-vortex
pair, cf. figure 12.3ii. We extract the width & of the corresponding density deple-
tion by fitting a two-dimensional Gaussian to the density modulation n(x) around
one of the vortex cores on this slice. In the same way, we have also extracted the
xs-location of the vortex ring for the analysis described in the previous paragraph.
We point out that we find the separation between the vortex cores to be sufficiently
large to ensure that the asymmetry of the density depletions visible in figure 12.4
has a negligible effect on the convergence of the Gaussian fit and the extraction of
the width of the depletion. The Gaussian is again given by (cf. (7.20))

n(@) = A— Ayexp { (2 —2,)?/2¢6%} | (12.7)

with fitting parameters A and A;, accounting for the embedding of the vortex into
the condensate background, x; is the position of one of the vortex cores on the
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Figure 12.5: Width & of the holographic vortex-induced density depletion around
the core of a vortex ring (in grid units) as a function of the shifted
chemical potential éu = p — po. The width £ (blue dots) is extracted
from the vortex by a Gaussian fit to its two-dimensional profile. The
double-logarithmic scale demonstrates that the width depends on du
according to & ~ (du)~°, where 6u and b are extracted from a fit to the
data points (dashed red line). With the fitted values of po = 4.20, which
is close to the critical chemical potential p. >~ 4.1568, and b = 0.46, this
behaviour approximately coincides with the dependence & ~ i~1/2 of
the DGPE healing length on the non-relativistic chemical potential fi.

two-dimensional plane and ¢ is the width of the (approximately) circular density
depletion. For A = A; = ng and to first order in (x — x;)?, the Gaussian (12.7)
agrees with the approximate analytic density profile of a vortex in the GP model,
c¢f. equation (12.6), which we have shown to capture the holographic vortex to high
accuracy except for small deviations at intermediate distances away from the core.
We have checked and confirmed explicitly that fitting (12.6) to the two-dimensional
density profile yields the same width as fitting the Gaussian (12.7) to it. Hence, we
strongly expect that to a good approximation, £ also agrees with the healing length
that we would extract from a matching of the GPE solution to the holographic vortex
profile. Henceforth, in the present and all following chapters, we will therefore, in a
slight abuse of notation, refer to the width £ as the healing length of the holographic
system. From the fitting routine we estimate the uncertainty of £ to be of the order
of a few percent, which can safely be neglected in the following analysis.

In figure 12.5 we show the extracted width & as a function of the shifted chemical
potential du = p — g, for chemical potentials p € [4.5,9] in increments of Ay = 0.5.
Note the double-logarithmic scale. The figure clearly indicates the power-law de-
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pendence

&~ (0p)", (12.8)

with the linear shift ug given by pg = 4.20 and the scaling exponent b, given by
b = 0.46. To extract these parameters, we have used Levenberg-Marquardt least-
squares fitting algorithm. The dashed red line in figure 12.5 shows the resulting fit
to the data points. We find the extracted linear shift to agree well with the critical
chemical potential of the three-dimensional holographic superfluid . ~ 4.1568, for
a fixed temperature of 7' = (47)~!. This is analogous to our findings with regard
to the two-dimensional system, cf. section 7.3.1 and figure 7.2. In particular, the
behaviour of the healing length approximately coincides with the dependence of the
GPE healing length £ on the non-relativistic chemical potential it £~ A~1/2 in the
GP model independent of the dimension (cf. equation (7.2)). Hence, we draw the
same conclusion from this analysis as in section 7.3.1. Namely, in the presence of
vortices, the holographic framework describes a non-relativistic superfluid.

With this, we conclude our discussion of static aspects of the vortex-ring solutions
of three-dimensional holographic superfluid. We follow up on this discussion in
section 12.2 where we investigative the dynamics of single vortex rings. For now, we
proceed with the construction of straight vortex-line solutions.

12.1.2 Vortex-Line Solutions

To construct straight vortex-line solutions of the three-dimensional holographic su-
perfluid, we proceed as outlined for the vortex rings. Namely, we first imprint their
winding structure onto the static and homogeneous background solution of the con-
densate and subsequently find the solution to build up dynamically as we propagate
the system in time. In this subsection we again use u = 5 for the chemical potential
of the superfluid. For simplicity we assume the lines to be oriented in parallel to
the z3-axis and thus perpendicular to the (z1, z2)-plane. As for the vortex ring, this
assumption can be made without loss of generality due to the underlying rotational
and translational invariance of the superfluid. The preparation of all other vortex
configurations of straight vortex lines can then be straightforwardly inferred from
the procedure discussed in the following.

Figuratively speaking, a straight vortex line can be thought of as a bent-open
and straightened vortex ring. In principle, its winding structure can therefore be
directly inferred from equation (12.3) for the vortex ring. However, as we have
mentioned in the introduction to this section, it turns out to be much simpler than
that because straight vortex lines are simple extensions of vortices in d = 2 along an
axis perpendicular to the two-dimensional plane. To find the phase winding of the
straight vortex lines, we can therefore resort to our discussion of the two-dimensional
superfluid and vortex excitations thereof. Hence, on every fixed-x3 slice, the phase
configuration parametrising the winding structure of a straight vortex line of winding
number w at position (z1,0, x2,0) is given by ¢(z1, 2, x3,2) = warg(z1 —x1,0+i(x2 —
x2,0)), extending over all (z1,x2) and along the holographic z-direction. Once we
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multiply this phase into the scalar field, i.e., ®(x,z) — ®(z,2)e¥® and evolve
the system in time, the vortex solution builds up. In the boundary superfluid the
build-up process corresponds to the superfluid-condensate density dropping to zero
at the position of the one-dimensional core and building up its characteristic density
profile in the vicinity of the core. Again, it is not necessary to set the scalar field
to zero by hand in the initial condition as the phase winding enforces the density to
drop to zero dynamically. Nonetheless, for most applications in this work, we still
set it to zero beforehand to reduce the initial time it takes for the solution to build
up. Indeed, it takes approximately At = 3 unit timesteps if we set the scalar field
to zero at the respective positions and At ~ 5 unit timesteps if not.

For a number of vortex lines of winding numbers w; we superimpose their phase
configurations and multiply the sum into the scalar field. This procedure is just the
same as before for the vortices in Part I as well as the vortex rings and holds also if
we combine vortex lines and vortex rings in the initial configuration. Due to the pe-
riodicity of the computational domain along the (x1, x2, x3)-directions, however, we
can only prepare equal numbers of vortex and anti-vortex lines in the initial configu-
ration along a fixed direction. In fact, the same was true also for the two-dimensional
system. Two vortex (anti-vortex) lines exclusively along one direction, for instance,
would strongly violate the periodicity of the grid and cause the dynamical creation
of anti-vortex (vortex) lines at the ‘boundaries’ of the computational domain where
the two incompatible phase configurations come into contact. In order to avoid this,
we have to imprint one vortex for every anti-vortex along each direction and vice
versa. In other words, vortex line ensembles are again built of vortex—anti-vortex
pairs. We stress that the entire procedure just described can also be analogously
applied for vortex lines of any other arbitrary orientation in the three-dimensional
computational domain, so long as they are straight and come in pairs.

For the remainder of the present subsection, we focus on a single vortex-line
dipole and study the characteristics of its solution in the three-dimensional holo-
graphic superfluid. We imprint one vortex line and one anti-vortex line in the initial
configuration on a grid of size 1283. We align them along the x3-axis at positions
(x1,22)=(44,64) and (84,64), respectively. Subsequently, we evolve the system in
time until the lines have fully developed their density profile. In figure 12.6 we
show the resulting configuration. The grey surfaces are again the isosurfaces of the
condensate density n(x) with a defining value of n/ng = 0.23. On one fixed z3-
slice (for x3 = 64) we also plot the flow lines of the gradient field Vp(x), where
o(x) = arg(y(x)) is again the phase configuration of the superfluid order-parameter
field ¥. To aid the visualisation, we show the flow lines only in the vicinity of the
vortex cores by placing the corresponding seed points appropriately. The colour map
for the flow lines is the same as for the vortex ring above in figure 12.2, i.e., red
denotes the highest and blue the smallest defining velocities. Here, in a slight abuse
of notation, we again refer to V() as the velocity of the superfluid but keep in
mind that they are in fact only proportional. Due to the alignment of the lines, the
centre-of-mass motion of the vortex dipole points along the negative xs-axis. This
choice agrees with the one we previously made for the vortex dipoles in Part I.
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Figure 12.6: Snapshot of an isosurface of the condensate density n(x) (grey surface,
defining value n/ng = 0.23) and flow lines of the superfluid velocity field
V arg(1) (coloured lines, red denotes the highest and blue the smallest
defining velocities) of the vortex-line-dipole solution of the holographic
superfluid at time ¢ = 0 when the density profile around their cores has
fully built up. Each vortex line moves in the flow field of the respective
other line as depicted by the flow lines.

Like for the vortex ring, we are particularly interested in the dual bulk config-
uration of the vortex-dipole solution of the three-dimensional superfluid. To this
end, we again need to resort to two-dimensional slices of the superfluid to visualise
the corresponding bulk configuration of the charge density and the scalar field ®
along the outgoing holographic z-direction. There are again two natural choices for
such slices. First, the xs-slice vertically intersecting the vortex lines, spanned by
the dipole vector, which is oriented perpendicular to the lines and points from the
anti-vortex line to the vortex line, and the vortex lines. Second, any (z1, z2)-plane
that cuts through the lines horizontally. Due to translational invariance of the su-
perfluid configuration along the xs-axis, any of the x3-slices has the same geometric
bulk representation along the holographic direction.

We use x3 = 64 as for the illustration of the flow lines in figure 12.6 above. We
display the geometric bulk views outgoing from the fixed-zo slice and the fixed-x3
slice of the superfluid in the left-hand panels of figures 12.7i and 12.7ii, respectively.
In both figures we again plot isosurfaces of the scalar field |®|?/2% (meshed blue
surfaces, defining value 1.88) and isosurfaces of the scalar charge density /—g|J°|
(orange layers) with defining values 12.3 and 16 for figures 12.7i and 12.7ii, respec-
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(i) Holographic bulk view outgoing from the two-dimensional xs-slice spanned by the vortex
dipole and the z3-axis.

(ii) Holographic bulk view outgoing from the (x1,x9)-plane at x3 = 64. On this two-
dimensional slice, the vortex lines reduce to a two-dimensional-like vortex—anti-vortex
pair. The bulk configuration resembles the bulk view of the vortex dipoles in Part I, cf.
figure 7.6.

Figure 12.7: Left panels: Geometric bulk representation dual to straight vortex-
line solutions, displayed for two two-dimensional slices of the super-
fluid intersecting the lines. Shown are isosurfaces of the scalar field
|®(x, 2)|?/2% (blue surfaces, defining value 1.88) and the scalar charge
density /—g|J°| (orange layers, defining value 12.3 for (i) and 16
for (i1)). The field |®(x,2)|?/2% reduces to the superfluid density
n(x) = [1(x)|? at the boundary at z = 0 (illustrated with the same
colour map as in figure 6.2 in Part I). The scalar charge cloud screens
the boundary from the black-hole horizon (grey area at z = z;,). Right
panels: Snapshots of isosurfaces of the condensate density n(x) (blue
surfaces, defining value n/ny = 0.23). The transparent red planes indi-
cate the position of the two-dimensional boundary slice of the respective

198 left-hand panels in the three-dimensional superfluid.



12.1 Initial Conditions and Vortex Solutions

tively. On the boundary slice at z = 0, the field |®|?/2% reduces to the superfluid
density n(zx) = |¢(x)|?. To display the density n, we use the same colour coding as
in figure 12.3 and the density plots of the two-dimensional superfluid in Part I (see
e. g. figure 6.2). For a more thorough discussion of the bulk-field configurations see
also our description of figure 12.3 in the previous subsection. In addition to the bulk
views, in both figures in the respective right-hand panels, we also show a snapshot
of the isosurfaces of the condensate density n(x) for n/ng = 0.23, depicting the
vortex-dipole (blue surface). In these plots, the transparent red planes indicate the
positions of the z = 0 slices of the left-hand panels in the superfluid.

In the upper panel of figure 12.7, the bulk view outgoing from the fixed-xo slice
is very similar to the one we have found above in figure 12.3i for the vortex ring,
only with the isosurfaces of |®|?/2% bent open and straightened. In other words, the
corresponding bulk representation of a straight vortex line outgoing from a plane
vertically intersecting the line, is given by a two-dimensional slice of zeros, spanned
by the vortex line and the holographic z-direction. Isosurfaces of |®|?/2% are thus
given by two sheets, approaching each other towards the boundary and enclosing
the sheet of zeros in their centre. As we have argued above, the holes in the charge
density reduce the screening of the boundary from the black hole and thus allow for
an energy and momentum dissipation mechanism, given by modes falling into the
black hole. Moreover, just as we have argued for the rings, we expect the spatial
extent of the holes to indicate that the dissipation mechanism is possible not only
for UV modes, but also for larger wavelengths towards the IR regime.

The bulk configuration outgoing from the fixed-z3 slice through the superfluid is
shown in the lower panel of figure 12.7. It strongly resembles the dual bulk view of
a vortex—anti-vortex pair in the two-dimensional superfluid, cf. figure 7.6 and thus
confirms our expectation. Evidently, by analogy to the two-dimensional system, we
expect that outgoing from this plane preferably UV modes fall through the narrow
tubes in the bulk and dissipate their energy into the black hole.

We thus find again that the dissipation, including the dissipation scales as well as
dissipation strength, depends on the orientation of the wavevectors of the modes in
the three-dimensional domain, and on the exact configuration of the vortex defects.
For the vortex configuration studied here, for instance, it appears likely that due to
the translational symmetry of the configuration there are in the superfluid distinctly
less modes occupied along the direction parallel to the lines than transverse to them.
Since we expect that only for modes oriented parallel to the vortex lines dissipation
is allowed for larger wavelengths (cf. figure 12.7i), it appears likely that for this
configuration, dissipation takes place only in the UV, outgoing from a fixed-z3 slice,
cf. figure 12.7ii. We expect the dissipation mechanism for larger-wavelengths modes
to become more important if there are more than just the two straight vortex lines
present. Nevertheless, the studied configurations nicely illustrate the general princi-
ple and make evident the fundamentally new characteristic behaviour we conjecture
the three-dimensional superfluid to exhibit.

Finally, let us comment on the characteristics of the density modulations induced
by the straight vortex lines and compare them to the analogous results for the vortex
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ring in the previous section. We are again interested in the shape of the vortex-
induced density depletions as well as their width and the respective dependences on
the chemical potential of the superfluid. To this end, we study the same symmetric
vortex-line configuration as for the vortices in the two-dimensional superfluid in
section 7.3, but extended along the third spatial direction x3. To be specific, the
configuration is given by two vortex lines and two anti-vortex lines, aligned in a
minimal checkerboard configuration so that the forces on every individual line are
balanced, ensuring that the vortices are closest in shape and size to an isolated
vortex line. Therefore, compared to our fitting procedure of the vortex ring’s density
depletion in the previous subsection, finite-size effects are much stronger suppressed.
We then proceed just like for the vortex ring in the previous subsection and use a
two-dimensional Gaussian fit to the density modulation of one vortex line on a fixed-
x5 slice to extract the width of an individual vortex-induced density depletion. We
find that for all chemical potentials considered before the extracted width £ is in
excellent agreement with the respective value corresponding to the vortex ring in
the previous subsection. Thus, we again find a the power-law behaviour & ~ (du)~?,
with linear shift ©g = 4.17 and scaling exponent b = 0.46. Here, the minor deviation
between pg = 4.17, extracted from the vortex lines, and pg = 4.20, extracted from
the vortex ring, can be attributed to uncertainties in the fitting routines used to
extract ¢ from the density depletions as well as the fitting routine of & ~ (§u)~°
used to extract pg. Furthermore, we also find the shapes of the density depletions,
if we restrict the comparison to the outer flanks in figure 12.4, for the lines and the
ring to be in excellent agreement for all chemical potentials. This was expected since
both, vortex lines and vortex rings, are only two different manifestations of the same
underlying topological vortex excitation of the holographic superfluid. However, we
stress that, naturally, the agreement pertains only if the studied segments of the
vortex lines and rings are only mildly bent and the respective density depletions
thus do not overlap and deform.

12.2 Dynamics of Holographic Vortex Rings

In the previous section, we have discussed the type of initial conditions we prepare
in order to find topological vortex solutions of the three-dimensional holographic su-
perfluid. We have further presented an in-depth investigation of the corresponding
solutions for vortex rings and straight vortex lines and found strong evidence corrob-
orating our expectation that the holographic framework captures, below the phase-
transition temperature, the physics of a non-relativistic superfluid. In this section,
we now want to study the dynamics of single vortex rings in the three-dimensional
holographic superfluid. Understanding the dynamics of a single vortex ring is cru-
cial for all further studies of vortex dynamics within the holographic framework. We
first focus on a qualitative description of the vortex-ring dynamics and subsequently
perform a more quantitative analysis, including a study of the trajectory of the ring
and its velocities and accelerations. In order to draw conclusions with regard to the

200



12.2 Dynamics of Holographic Vortex Rings

characteristics of the holographic superfluid itself, we also compare our findings to
well-established results for the dynamics of vortex rings in superfluids obtained from
the GP model and the corresponding HVI equation. In the final subsection of this
section, we focus on the dependence of the vortex-ring dynamics on the chemical
potential of the superfluid. Except for that part, we again fix the chemical potential
to p=5.

Once a single planar circular vortex ring has been imprinted into the holographic
superfluid as outlined in section 12.1.1, its self-induced velocity causes the ring to
move along its axial direction, cf. figure 12.2. Notably, the orientation of the axial
motion perpendicular to the vortex plane is determined by the winding number w
of the ring. If there was no dissipation and therefore no mutual friction between the
ring and the fluid, the ring would move in its own flow field ad infinitum, without
any changes in shape or size. In the presence of friction, by contrast, a Magnus
force arises which points along the radial direction towards the centre of the ring
[134]. Consequently, the vortex ring obtains a radial velocity component and there-
fore undergoes a gradual and symmetric shrinking. Simultaneously its axial velocity
increases. Eventually, the ring shrinks to zero size and its characteristic phase struc-
ture disappears. This is the analogous result for vortex rings that we found for vortex
dipoles in the two-dimensional superfluid, cf. section 6.2. In that case, friction causes
each vortex to slow down relative to the velocity induced by the respective other vor-
tex, causing the emergence of a Magnus force along the dipole vector. The vortices
therefore obtain a longitudinal velocity component and eventually annihilate. This
picture also applies for the vortex ring if we again think of it as vortex—anti-vortex
pairs on a continuum of vertical planes vertically intersecting its centre. We stress
that this interpretation has its limitations since the topology of the ring imposes
strong restrictions on the motion of its core. Nevertheless, it helps to think of the
ring in terms of vortex dipoles to understand its shrinking and the annihilation of
its phase structure. In this sense, the quantised phase winding around every point
of the ring can be thought of as being annihilated by the respective other point
on the opposite side of the vortex ring. Hence, in spite of the intrinsic stability
of the vortex ring against decay due to its quantised phase winding, it has a finite
lifetime nonetheless. Furthermore, it turns out that vortex rings of higher winding
number, i. e., |w| > 1, quickly decay into elementary vortex rings once the system
is propagated in time. Likewise, also higher-wound vortex lines of any other shape
decay into elementary vortex lines. In fact, also in the two-dimensional holographic
superfluid studied in Part I, higher-wound vortices decay into elementary vortices.
In chapter 14 we will show that the decay of vortex rings of higher winding number
can lead to very interesting behaviours of the emerging elementary rings.

In figure 12.8 we show four snapshots characteristic for the time evolution of a
single vortex ring in the holographic superfluid. We simulate the dynamics of the
superfluid on a computational domain of 128 grid points along the (z1,2,z3)-
directions until the vortex ring has shrunk to zero size. In the initial configuration,
we prepare a ring of winding number w = 1 and radius Ry = 22 grid points, aligned
in parallel to the (z1,z9)-axis and with its centre position located at (x1,x2,x3) =
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(ii) Condensate-density modulation on the two-dimensional (x1,z3)-plane intersecting the
vortex plane through the centre of the ring.

Figure 12.8: Four characteristic snapshots of the time evolution of a single vortex
ring of winding number w = 1 and initial radius Ry = 22. (a), t = 0,
initial configuration: The density profile around the core has built up.
(b) t = 75, intermediate time: The ring has shrunk significantly and
its density depletions begin to deform mildly. (c¢) ¢ = 123, late time:
The ring is about to disappear by shrinking to zero size. While the
core itself is still circular, its density profile has strongly deformed and
overlaps. (d) t = 127, after the annihilation: The ring has disappeared

and left behind a rarefaction pulse.
202



12.2 Dynamics of Holographic Vortex Rings

(64,64,102). Once the ring has fully developed its density profile, we reset the time
tot = 0. At this point, the configuration agrees with the one depicted in the previous
section in figure 12.2. It then takes approximately At = 126 unit timesteps until the
ring has shrunk to zero size and its quantised phase winding has disappeared. In
figure 12.8i, we plot isosurfaces of the superfluid-condensate density n(x), as before
with a defining value of n/ng = 0.23 (blue surfaces). The black outline in each panel
again corresponds to the computational domain. In figure 12.8ii, on the other hand,
we depict the superfluid density n(x) on the fixed two-dimensional xo = 64 slice
for the same characteristic times as in figure 12.8i. This is the same slice for which
we have also studied the dual bulk view of the vortex ring in figure 12.3ii. The
snapshots in figure 12.8 are taken at times t = 0,75,123 and ¢ = 127, proceeding
from the upper left panel to the lower right. The plots illustrate nicely what we have
already formulated in our discussion in the previous paragraph. Namely, the motion
of the vortex ring along its axial direction is superimposed by a gradual shrinking
of the ring, 7. e., a motion opposite to the radial direction, pointing towards the
centre of the ring. As the ring shrinks, its velocities in both directions increase with
the strongest increase seen along the radial direction during the final stages of the
evolution. We will study the velocities in more detail below. Shortly before the
ring has shrunk to zero size, the density modulation around the vortex core deforms
strongly and the depletions on opposite sides of the ring overlap and merge, cf.
panels (c) of figure 12.8. In figure 12.8i we find that the isosurfaces of n/ng = 0.23
can no longer resolve the vortex ring at this stage of the evolution. Instead, we only
find one large blob. In figure 12.8ii, the time evolution strongly resembles the one
for vortices in the two-dimensional superfluid depicted in figure 6.2. In particular,
the density depletions of the vortices deform strongly and merge. Once the ring has
shrunk to a single-point zero in n(x), it leaves behind a rarefaction pulse (c¢f. panel
(d)), just as we saw for the vortex dipoles in the two-dimensional superfluid. This
wave propagates along the xz-axis but damps out quickly, and eventually decays into
sound excitations of the fluid. The rarefaction pulse is clearly visible in the cross
section plots of figure 12.8ii, cf. the lower right panel. In figure 12.8i, on the other
hand, the rarefaction pulse is only discernible as a small blob, distinctly smaller than
in panel (c) shortly before the annihilation.

Having qualitatively discussed and understood the time evolution of a single vortex
ring in the holographic superfluid, let us now proceed to a more quantitative analysis
of its dynamics. We are interested in studying the trajectory of the ring as well as
its axial and radial velocities and accelerations. In addition, we want to study how
these observables compare to results from the Gross—Pitaevskii model and the Hall-
Vinen-Tordanskii (HVI) equation for vortex rings. In our analysis, we focus on the
same vortex-ring dynamics as depicted in figure 12.8. To extract the trajectory of
the ring from our real-time simulation, we have to track the position of its core on the
numerical grid. Due to its plane circular geometry, it is not necessary to track the
entire one-dimensional vortex core. Instead, it is sufficient to determine the positions
of two opposite points of the ring along its radial direction from which we can
subsequently infer the location of the centre of the vortex ring as well as its radius.
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The most efficient and accurate procedure to locate the two points of the vortex
core is yet again given by our tracking routine for vortices in the two-dimensional
superfluid introduced in section 6.3 of Part I. The tracking routine, consisting of
two separate algorithms, can be applied to the density modulation n(x) on any two-
dimensional slice vertically intersecting the vortex plane through the centre of the
ring, without any need for adaptations since the ring effectively reduces to a vortex—
anti-vortex pair for which we have first introduced those algorithms. In particular,
since the vortices on this plane also deform in a similar manner as vortex—anti-
vortex dipoles in d = 2, we can again resort to the combination of the Gaussian
fitting routine and the Newton—Raphson method. To be specific, we use the former
algorithm for vortex—anti-vortex separations, i. e., vortex-ring diameters, larger than
R(t) = 11/2 grid points and resort to the NR method for all smaller separations.
In addition, we find it convenient for our analysis of the vortex-ring velocities and
accelerations to track the ring more frequently than at every unit timestep during
the finale stages of its evolution. We recall that in our numerical implementation of
the equations of motion, every unit timestep is composed of a number of numerical
timesteps, allowing us to analyse the superfluid configuration also at inter-mesh
time points without adapting the implementation. Here, we find that tracking the
ring fifty times over the course of one unit timestep yields a sufficiently high time
resolution. We employ this enhanced tracking routine during the last eight unit
timesteps of the ring’s evolution. In figure 12.9 we show the resulting trajectories
of the induced vortex—anti-vortex pair on the xo = 64 slice. The time evolution
of the density modulation on this slice is illustrated in figure 12.8ii above. The
trajectories clearly show how the ring gradually shrinks and eventually annihilates
itself. At very early times, we find the trajectories of the vortex ring to exhibit a
small outward bending. Like for the vortex dipoles in the previous part, we attribute
this to our initial preparation of the phase configuration of the vortex ring. Indeed,
the phase-winding structure, cf. equation (12.3), that we initially imprint onto the
static superfluid solution does not agree with the proper solution for the phase
configuration of the ring. Hence, the system undergoes a phase-healing regime at
early times. We stress that the phase healing has no effect on our following analysis.

Before we consider the computation of the vortex velocities and accelerations, a
comment is in order here. We have thus far in this section restricted our investi-
gations to only one specific initial configuration of the vortex ring. By symmetry
considerations, we already know that the dynamics must be independent of the rela-
tive orientation of the ring in the three-dimensional superfluid. We have checked and
confirmed this explicitly. However, a priori, there may well be a dependence on the
initial radius of the ring. We therefore now study if the dynamics indeed depends on
Ry or if it is independent of the initial radius. For this, we simulate the dynamics of
a single vortex ring for various initial radii and compare the corresponding trajecto-
ries. For simplicity we extract the vortex locations only at every unit timestep, which
yields a sufficiently high accuracy for this analysis. In the initial configuration we
prepare the rings such that they all have the same centre position and differ only in
radius. We then simulate the dynamics of the respective configuration until the ring
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Figure 12.9: Trajectories of the vortex ring on the two-dimensional (z1,z3)-plane
through the centre of the vortex ring of initial radius Rqg = 22. The
dashed black line separates the trajectories of the induced vortex and
anti-vortex. During the last At = 8 unit timesteps, we track the vor-
tices 50 times per unit timesteps to increase the temporal resolution of
the trajectories. The slight initial outward bending can be attributed
to our procedure of preparing the vortex ring in the initial superfluid
configuration.

has shrunk to zero size. For our simulations we employ slightly smaller grids, given
by 963 points along the (z1, s, z3)-directions as opposed to the 1283 grid points
used before. We stress that this choice has no effect on the result. To check this
explicitly, we simulate the dynamics of the vortex ring investigated above also on
the smaller grid. To the precision we seek, we find the results on the smaller and the
larger grid to be in excellent agreement. Returning to the rings of different size on
the 963 grid, we align each ring in the initial configuration in parallel to the (x1, z2)-
plane with its centre position located at (x1,x2, x3)=(64,64,77). In figure 12.10 we
show the vortex-ring trajectories for five different initial radii, Ry = 8,12, 16,22, 26
grid points. The left panel shows the corresponding trajectories as we extract them
from the simulations by applying our tracking routine. In the right panel, on the
other hand, we linearly shift the trajectories along the x3-axis such that all rings
disappear (extrapolated from the displayed trajectories) at the same grid position.
We choose this position to coincide with the location where the Ry = 26 vortex
ring has shrunk to zero size. The figure clearly illustrates that the trajectories of
all vortex rings are in excellent agreement, except for the very early times of the
respective evolutions. As we have noted in the previous paragraph, these deviations
are due to the initial preparation of the vortex configuration which does not respect
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Figure 12.10: Trajectories of the vortex ring for five initial radii on the two-
dimensional (z1,z3)-plane vertically intersecting the vortex plane
through the centre of the ring. In the initial configuration, the centre
of the ring is located at (x1, z2, x3)=(64, 64, 77) for all initial radii. Left
panel: The trajectories as extracted from the numerical simulations.
Right panel: Linearly shifted trajectories such that the ring disap-
pears at the same grid position for all initial radii. This illustrates the
universality of the vortex-ring dynamics. Note that the rings are only
tracked at unit timesteps.

the periodicity of the grid. Further studies show that the trajectories do not only
agree in space but also in time. In other words, also the velocities and accelerations
of the vortex rings coincide when they have the same size. This is the same result as
for vortex dipoles in the previous Part I. Hence, apart from the early-time regime,
the dynamics of vortex rings is universal in the sense that there is no dependence
on the initial configuration, and it is solely parametrised by the radius of the ring.
This justifies that we restrict our analysis of the vortex-ring kinematics to only one
specific initial configuration.

Let us now continue with our study of the vortex-ring velocities and accelerations.
We recall that the corresponding simulation domain has a size of 128% grid points
along the (x1, 9, xs)-directions and the initial vortex-ring radius is Ry = 22 grid
points. In the following, we study the velocities and accelerations of the ring. For
these observables it turns out to be useful to adapt physical units and thus multiply
all observables by an appropriate power of the grid spacing [. For the radius of the
vortex ring, for instance, this implies R — Rl and the velocity is thus expressed
in units of the speed of light. Here, the grid spacing is given by [ = 2/7, in units
specified by z, = 1. Naturally, we split the motion of the vortex ring into its axial
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direction perpendicular to the vortex plane and its radial direction, which accounts
for the shrinking of the ring. We can directly extract the corresponding velocities
from the trajectories shown in figure 12.9, again employing finite-difference methods,
cf. appendix A.5. We show the results, reformulated as a function of the radius of
the ring, in figure 12.11. Note the double-logarithmic scale in both panels. We
further point out that time proceeds from right to left, 7. e., with decreasing radius.
Since we have the freedom to arbitrarily rotate the coordinate system, we take the
axial velocity to be positive, without loss of generality. We display the axial velocity?
v in the upper panel of figure 12.11. At intermediate times, there is a regime during
which the velocity approximately follows a power-law behaviour according to

A
= 55

where A is a fitting constant accounting for the normalisation of the velocity and
b = 0.83 is the scaling exponent, extracted from a fit to the data points. We again
employ a Levenberg—Marquardt least-squares fitting algorithm. The fitted power
law is depicted by the dashed red line in figure 12.11, deliberately shifted below the
velocity curve to aid the visualisation. We estimate the uncertainty of the scaling
exponent, by varying the radius interval in the fitting routine, to be of the order
of Ab = £0.02. At later times, the velocity flattens and eventually saturates to
vy ~ 0.39. Importantly, this is only an estimate and its precision limited by the
error estimates on the vortex locations as well as the time resolution of the associated
trajectories. The flattening sets in approximately at the time at which the density
depletions of the vortex ring strongly deform and overlap. At times prior to the
scaling regime, a different behaviour of the axial velocity can again be attributed
to the initial preparation of the vortex ring. In the next subsection we present an
interpretation of the scaling behaviour and discuss further details.

In the lower panel of figure 12.11, we display the absolute value of the radial
velocity vg. We plot the absolute velocity since vr accounts for the shrinking of the
ring and is therefore negative. While it also (just like v ) increases with decreasing
radius, we cannot clearly identify any regime during which it would exhibit a scaling
behaviour. In particular, during the scaling regime of v, the radial velocity is
clearly bent. Upon downsizing this regime from both sides of the radius interval,
one may speculate if there exists in fact a distinctly smaller scaling regime. However,
for the given set of data points, such a statement is rather speculative and demands
further studies of the vortex-ring dynamics for larger initial radii on even larger
grids. For most of the evolution, the axial velocity is larger than the radial velocity.
This changes during the late-time regime where axial velocity is distinctly smaller
than radial velocity. The total motion of the ring during the final timesteps is
thus strongly dominated by its shrinking process. We found the same result for
the vortex dipoles in the two-dimensional superfluid with regard to their transverse

v (R) (12.9)

3We use v, to denote the axial velocity as it points in the direction perpendicular to the vortex
plane. In addition, it highlights the similarity to the transverse velocity of the vortex dipoles of
Part 1.
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Figure 12.11: Axial (upper panel) and radial (lower panel) velocity of the vortex
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ring as a function of its radius, on a double-logarithmic scale. The ini-
tial radius of the ring is Ry = 22/l grid points and the corresponding
trajectories are shown in figure 12.9. Note that time proceeds from
right to left. At intermediate times, the axial velocity approximately
increases with a power-law behaviour according to v; ~ R™9%3 as
indicated by the dashed red line (deliberately shifted below the data
points). For very small radii, the axial velocity flattens and satu-
rates to v, = 0.39. The radial velocity is negative as it accounts for
the shrinking of the vortex ring while its magnitude increase strongly
throughout the evolution. The behaviour at very early times can be
attributed to the initial preparation of the vortex-ring configuration.
All quantities are expressed in physical units.
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Figure 12.12: Axial (left panel) and radial (right panel) acceleration of the vortex
ring as a function of its radius, on a double-logarithmic scale. The
initial radius of the ring is Ry/l = 22 grid points and the corresponding
trajectories are shown in figure 12.9. The behaviour at very early
times can be attributed to the initial preparation of the vortex-ring
configuration. All quantities are expressed in physical units.

and longitudinal velocity component, see section 8.2. Shortly before the ring has
shrunk to zero size, the radial velocity even exceeds the speed of light. As for the
vortex dipoles of Part I, this does not violate causality due to the breakdown of the
quasiparticle interpretation. For further discussions of this aspect see section 8.2.

Finally, we also compute the accelerations of the vortex ring along its axial and
radial direction of motion. We present the results in figure 12.12. The left panel
shows the axial and the right panel the radial acceleration. As expected from the
velocities discussed in the previous paragraph, we find the axial component to flatten
during the final timesteps of the evolution. The radial component, on the other hand,
increases strongly at these times and is about six orders of magnitude larger than
the axial acceleration. This highlights yet again the rapid shrinking of the vortex
ring shortly before it disappears. The behaviour of both acceleration components
at early times can again be attributed to the initial preparation of the vortex-ring
phase configuration.

12.2.1 Comparison to the Hall-Vinen—lordanskii Equation

Let us now compare our findings for the dynamics of vortex rings in the holographic
superfluid to solutions of the Hall-Vinen-Iordanskii (HVI) equation® for a single
vortex ring. We have already studied the HVI equations for the special case of

“In the context of vortex motion in three-dimensional superfluids, the HVI equations [238, 239]
is typically referred to as the Hall-Vinen-Bekharevich-Khalatnikov (HVBK) [238, 394, 395]
equations. Since the equation of motion for the vortex ring employed in this section is essentially
the same as the ones we used in Part I for the vortex dipole, we refer to it as HVI equation
throughout this work.
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12 Vortex Solutions of the Holographic Superfluid

vortices in two-dimensional superfluids in chapter 7. In their original form, they
were formulated for three-dimensional vortex excitations. This is the scenario we
are interested in here. The HVI equations describe the mechanical motion of vor-
tex defects in the point-particle limit, taking into account interactions between the
defects and the superfluid. We refer the interested reader to section 7.2 for more
details on the HVI equations and restrict our following remarks to a minimum.

For single and isolated vortex rings in three-dimensional superfluids, the form of
the HVI equation is very similar to equation (7.6) in section 7.2. We recall that
the phenomenological friction constants C' and C’ are drag coefficients, parametris-
ing the mutual friction between the superfluid and the vortices. For vortices in
two-dimensional superfluids, we have argued that the superfluid velocity v! at the
position of one vortex is induced by the flow field of the respective other vortices.
For a single vortex ring in three-dimensional superfluids the superfluid velocity at
the position of the ring is replaced by the self-induced velocity of the vortex ring
itself, i.e., vs = vser. As we are, here in this section, only interested in the dy-
namics of plane circular vortex rings of winding number w = 1, we restrict the
following discussion to such rings. We study the dynamics of the vortex rings in the
superfluid-condensate component only and therefore again neglect the normal-fluid
velocity vy in equation (7.6). With this, the HVI equation for a single plane circular
vortex ring reduces to

v = Ccli% = (1 - C)'Uself -’ éT X Uself (1210)
where v is the velocity of the ring at its core position @, v the self-induced
velocity of the ring, and ét is the unit vector tangent to the vortex core at position
@. The orientation of ér is chosen such that (égr, ér, €, ) constitutes a right-handed
coordinate system, where €, is the unit vector perpendicular to the vortex plane
along the axial direction of motion of the vortex ring, and ég is the unit vector
pointing along the radial direction away from the ring’s centre. The self-induced
velocity for quantised vortex rings is given by [134]

Vself = vself(R)éJ_ - L |:10g (8§£> —0+1 éj_ s (1211)

where k is related to the winding number of the vortex ring, and ¢ is an additional
parameter, the so-called ‘core-parameter’, characteristic of the underlying superfluid
and the vortex-induced density depletion. The radius is again denoted by R and £ is
the healing length of the superfluid. Here, we again denote the healing length with
an additional tilde to clearly distinguish it from the vortex width £ defined above
as a parameter characterising the width of the holographic vortex-induced density
depletion. For superfluid helium the self-induced velocity was first computed in
[396], after similar expressions were first obtained for classical vortex rings in [397].

From equation (12.10) we can now directly read off the axial and radial velocity
components of the vortex ring. We find for the axial component

v-éy =vy =(1-C)vsar (12.12)
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and likewise for the radial component

_dR
dt

A

V:-ER = VR = —C' Vgelf - (12.13)
This follows trivially from equation (12.10) since the self-induced velocity points
along the axial direction & transverse to the vortex plane, and ét along the direction
tangential to the vortex core. This implies that ér X vg¢ points along the radial
direction of the ring away from the centre , i.e., is parallel to ég. Importantly,
these equations are only applicable in the limit of vanishing vortex width, 1. e., for
£ < R. We point out that equations (12.12) and (12.13) imply that the induced
vortex—anti-vortex pair on the two-dimensional plane intersecting the centre of the
ring moves on straight trajectories. This result again agrees with the behaviour of
vortex dipoles in the two-dimensional superfluid in the point-particle limit as we
have laid out in section 7.3. Notably, equations (12.12) and (12.13) allow for a very
intuitive interpretation of the vortex-ring dynamics. Namely, at a fixed radius of
the vortex ring, the axial velocity is induced by the self-induced velocity of the ring
but slowed down due to friction between its core and the fluid, c¢f. equation (12.12)
(note that C' < 1). The difference between the axial and the self-induced velocity
leads to a Magnus force which is proportional to the difference in magnitude and
orthogonal in direction. This is reflected in equation (12.13).

Let us now compare these results with our numerical findings for the vortex veloc-
ities presented in figure 12.11. We restrict this comparison to a qualitative level. A
quantitative matching as in section 7.3 for the vortices in the two-dimensional holo-
graphic superfluid and in particular an extraction of the friction coefficients would
require a prior matching to the solutions of the dissipative Gross—Pitaevskii model
in order to extract the parameters 8, and & of equation (12.11). In particular,
as for vortices in the two-dimensional system, the vortex rings of the holographic
system are clearly in violation of the limit of vanishing vortex widths, & — 0, cf.
figure 12.4, which prohibits a direct matching of the holographic dynamics to solu-
tions of the HVI equation. In section 7.3 we have eluded this obstacle for vortices
in two dimensions by employing a rescaling symmetry of the DGPE. This, how-
ever, is only possible after matching the dynamics to the DGPE first which is thus
required also for the three-dimensional system. Here, we leave a more thorough
comparison, including a high-precision matching procedure to DGPE and subse-
quently the HVI equation, for future studies. Such an analysis would in particular
enable us to extract the friction coefficients and use them to quantify the dissipa-
tion of the three-dimensional holographic superfluid, just as we have done for the
two-dimensional system, cf. chapter 7.

In the previous subsection we have found the axial velocity of the vortex ring
in the holographic superfluid to increase with a power-law behaviour according to
v, ~ R798. Such a power-law scaling is very similar to the behaviour predicted
by the HVI equation, c¢f. equations (12.11) and (12.12). Indeed, for radii R much
larger than the healing length &, the logarithm in (12.11) is sub-dominant and can
be approximated by a constant, resulting in an increase of the axial velocity with one
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over the radius. For only slightly smaller radii as compared to the healing length,
on the other hand, the logarithm yields a correction to the v; ~ R~! behaviour,
mildly slowing down the increase. Fitting (12.12) directly to the axial velocity
of the holographic vortex ring, in the same regime that we have employed in the
fitting routine of the power law, proves that it is in excellent agreement with the
data points and, moreover, coincides to high accuracy with the power-law behaviour
(12.9) we have extracted earlier. Due to the strong agreement, we refrain from
displaying the HVI solution in figure 12.11 explicitly. Upon going to even smaller
vortex radii beyond the fitting interval, we find the axial velocity to deviate from
the HVI solution. Like for the power-law behaviour, these deviations occur once the
density depletions around the vortex core strongly deform, merge, and overlap. In
light of the applicability of the HVI equation, the deviations are in fact expected
since the HVI equation is valid only for £ < R which is clearly violated once the
vortex-induced density depletions deform and overlap.

With regard to the radial velocity, we find our numerical results for vortex rings
in the holographic superfluid to deviate from the HVI solution, cf. equation (12.13).
Notably, the HVI equation predicts the same functional dependence on the vortex
radius for the radial as for the axial velocity. The two components only differ in their
absolute values. In our studies above, however, we have found the vortex rings in
the holographic framework to exhibit a different behaviour. As figure 12.11 clearly
illustrates, the two velocity components have a distinctly different dependence on
the radius of the vortex ring. In particular, the radial velocity does not follow a
power-law behaviour, as would be expected at intermediate times based on the HVI
equation. One reason for the different observed behaviour may be that the radial
velocity is more sensitive to early deformations of the density depletions which are
strongest along the radial direction. Nonetheless, we point out that, in agreement
with our early discussion, 12.11 shows that there may in fact be a small interval
during which the radial velocity follows a power-law behaviour. However, the regime
is distinctly smaller than for the axial velocity and we do not have a sufficient
number of data points to ensure proper convergence of a fitting function to verify
this explicitly.

Nevertheless, it is interesting to integrate the differential equation for the radial
velocity to obtain the direct dependence of the radius of the vortex ring on time.
Since we are interested only in the regime of large radii, we again treat the term
in brackets in equation (12.11) as being approximately constant. In practice, this
corresponds to replacing the radial dependence in the logarithm by R, the mean
radius. Integrating the resulting equation yields

_n_ R-R
_87Tlog<%?)—5+17

C't (12.14)

with the same parameters as defined above, and Ry is again the initial radius of the

212



12.2 Dynamics of Holographic Vortex Rings

40 F L“N\\' T T T T T T =
...,__:...
% 50f ¥y 1
0 \..'{-.,
= \...{"-
£ 20} ¥ -
E .
5 e,
&
wnn 10 1
0 C 1 1 1 1 1 1 1 ]
0 20 40 60 80 100 120
Time ¢

Figure 12.13: Squared radius of the vortex ring, extracted from the trajectories in
figure 12.9, as a function of time. At intermediate times, R? decreases
linearly with time, as indicated by the dashed red line (deliberately
shifted below the data points). Qualitatively, this behaviour agrees
with the HVI dynamics of vortex rings.

ring. It follows that

dR?
= —-r
dt

where we have introduced the constant I' > 0. The exact value of I' can be inferred
from a comparison with equation (12.14). Hence, the squared radius of the vortex
ring, according to our approximation of the HVI equation, decays linearly with time.
Let us now compare this behaviour with the analogous dependence for the vortex
ring in the holographic superfluid. We present the results for the squared radius
of the vortex in figure 12.13. The data points are extracted from the trajectories
displayed in figure 12.9. In addition, we plot a linear slope (dashed red line) that
allows for a better comparison with the HVI solution. We find that at intermediate
times, the functional dependence of the holographic system is in excellent agreement
with the HVI prediction. Notably, the regime during which agreement persists is
much shorter than the scaling regime of the axial velocity as a function of the
radius of the vortex ring®. Moreover, the scaling regime of R?(t) sets in at earlier
times the scaling regime of v, , which we expect to be due the increased sensitivity
of the axial velocity on numerical uncertainties. During the late-time regime, we

: (12.15)

5The time interval corresponding to the scaling regime of the axial velocity displayed in figure
12.11 is given by 35 < ¢ < 118, whereas the time interval corresponding to the scaling regime of
the radius-squared displayed in figure 12.13 is given by 20 < ¢ < 69.
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again find strong differences between our numerical results and the HVI solution
which are expected due to the breakdown of the applicability of the HVI equation.
Likewise, deviations are also expected at early times due to the initial preparation
of the vortex-ring configuration in the holographic system. Before we conclude this
subsection, let us point out that R2?(t) appears to be more appropriate for a direct
comparison of the two theories than the radial velocity dR/dt since it is much less
sensitive to minor deviations between the holographic vortex-ring dynamics and the
HVI equation. In particular numerical errors are amplified in the computation of
the velocity and might therefore spoil the analysis.

The dynamics of vortex rings has also been intensively studied within the Gross—
Pitaevskii model. We want to specifically point to one influential work [325] that has
a similar focus as our studies in this thesis. The authors of [325] study the dynamics
of a single vortex ring in a dissipative condensate and also compare their findings to
the HVI (HVBK) equation. Notably, the theoretical framework employed in [325]
does not equal the DGPE model outlined in section 7.1. Instead, the non-dissipative
GPE is coupled to a bath of thermal excitations which allows for the dissipation of
energy and momentum. Just as in the holographic superfluid, the dissipation causes
the vortex ring to shrink and eventually annihilate itself. The corresponding decay
law found in [325] agrees with the approximate solution of the HVI equation, cf.
equation (12.15), and thus also our with findings for vortex rings described within
the holographic framework. For a non-dissipative Bose gas, on the other hand, the
authors of [398] show that a vortex ring traverses the condensate exactly with its
self-induced velocity (12.11) and keeps its initial radius throughout the evolution.

12.2.2 Dependence on the Chemical Potential

From our previous studies in this chapter, we have by now established that the
holographic superfluid is strongly dissipative. On a qualitative level, we have even
understood how the dissipation mechanism is realised within the holographic frame-
work by studying the bulk representation of vortex defects in the superfluid. In
particular, we know that this mechanism is the same for all chemical potentials of
the superfluid. However, what we do not know yet, is how the strength of the dis-
sipation depends on the chemical potential. Understanding this dependence is the
main goal of the present subsection. We focus again on the dynamics of vortex rings.
To be specific, we study the kinematics of vortex rings, with special emphasis on the
velocities, for various chemical potentials of the superfluid. From our discussions
in the previous subsections we know that the vortex-ring velocities are particularly
sensitive to the dissipation of the holographic system since they are strongly affected
by the mutual friction between the vortex core and the superfluid. Hence, the ve-
locities must, in some way, encode the strength of the dissipation. We expect the
details of this dependence to be highly complex. Nevertheless, by comparing the
outcomes to our previous findings regarding the vortex-dipole dynamics studied in
Part I where we have a much more thorough and quantitative understanding of the
dissipation, we gain further insight into the characteristics of the three-dimensional
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holographic superfluid.

Let us recall that throughout this work we set z;, = 1 and thus fix the absolute
temperature of the superfluid to 7' = (47)~!. This leaves the chemical potential x to
be the only free parameter, controlling the temperature ratio 7'/T;, and therefore the
phase transition of the superfluid. This implies a one-to-one correspondence between
w and T/T, as discussed above in section 11.3. In section 12.1.1 we have already
investigated how the static vortex solution depends on the chemical potential. To
be specific, we have extracted the width of the vortex-induced density depletion
in n(x) and found that it exhibits a power-law behaviour in the shifted chemical
potential du = u — po with pg =~ pe, where . is the critical chemical potential of the
holographic system. This has allowed us to substantiate that the three-dimensional
holographic model resembles a non-relativistic superfluid.

In the previous subsections we have found the dynamics of plane circular vortex
rings to be independent of their initial size. We expect the same to be true also for
all other choices of the chemical potential and therefore proceed as above, restricting
the analysis to only one specific initial radius of the vortex ring. In light of the highly
time-demanding numerics, we simulate the superfluid dynamics on slightly smaller
grids than for the single vortex ring studied above, using 963 grid points along the
(21, x9, x3)-directions. We stress that we again check explicitly that, to the precision
we seek for our investigations, the outcomes are not altered by finite-size effects of
the numerical grid. We adapt the convention of the previous subsection and use
physical units for all observables, including the healing length which thus has to be
multiplied by the grid spacing. Hence, we use £ — &I, where [ is again the grid
spacing along the (z1,x2,x3)-directions. To account for the change in the vortex
size that goes along with the change in u, we proceed just as for the vortex dipoles
in the two-dimensional superfluid and study the vortex velocities as a function of
the radius in units of the respective width £ of the vortex-induced density depletion,
i. e., R/&. We recall that £ may be interpreted as the healing length of the superfluid
which constitutes the characteristic length scale of the system. Hence, by studying
the velocities as a function of the radius in units of &, we account for different length
scales of the superfluid for different chemical potentials. For every choice of the
chemical potential we adapt the grid spacing [ such that the vortex-induced density
depletions are initially resolved by approximately the same number of grid points as
the vortex ring we have studied in the previous subsections, cf. figure 12.4. Since we
express all observables in physical units (or units of §), the grid spacing drops out of
all of our results. It is necessary only to ensure that the tracking routine is applicable
and locates the vortex rings on the grid to the highest attainable accuracy.

In the initial configuration, we imprint a single vortex ring onto the static back-
ground solution of the holographic superfluid for five values of the chemical potential,
p = 4.5,5,6,7 and 9, corresponding to the ratios 7'/T, = 0.92,0.83,0.69,0.59 and
0.46, respectively. In each system, we prepare the ring of initial radius Ry/{ = 8.5
and winding number w = 1, such that its axial direction is aligned in parallel to the
xs-axis and its centre position is located at (z1,x2,23)=(48,48,77). Subsequently,
we evolve the respective system in time until the ring has disappeared by shrinking
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Table 12.1: Numerical parameters employed in the simulations of the vortex-ring
dynamics in the holographic superfluid for various values of the chemical
potential p. The temperature ratio T7'/T, is not independent of u, cf.
equation (11.21). In addition, £ is the healing length of the superfluid,
expressed in physical units, ng the condensate background density, and
L the size of the computational domain. For details on our procedure,
see the main text.

p T/T.  ng £ Ro/& LJE

4.5 0.92 23.2 119 85 222
0.83 975 0.74 85 369
0.69 329.1 051 85 521
0.59 9147 041 85 638
0.46 43899 031 85 834

O N O ot

to zero size. In table 12.1 we summarise the simulation parameters. We also include
the superfluid-condensate density ng and the length of the computational domain
L = Nl in each of the three directions in units of the healing length, where N, = 96
is the number of grid points along all three spatial directions. For a more thorough
discussion of the aspects addressed in the previous two paragraphs, see also our
comments in section 8.3.

To analyse the dynamics of the vortex rings, we proceed as outlined in the previous
subsection. We locate the core of the vortex ring using our combined tracking routine
to extract its radius as well as its centre position. Since the rings are resolved
by the same number of grid points, the tracking routine works equally well and
yields similar error estimates of the vortex locations for all choices of the chemical
potential. Subsequently, we employ finite-difference methods to derive the velocities
of the ring along its axial and radial direction. We again make use of our two-
dimensional tracking procedure applied to the induced vortex—anti-vortex pair on
the (z1,x3)-plane at fixed x9 = 48 intersecting the centre of the ring which allows
us to obtain the quasi-continuous trajectories of two opposite points of the vortex
core from which we can subsequently derive its velocities. Unlike before, here we
only track the vortices at every unit timestep throughout their entire evolution and
refrain from tracking them more frequently in the late-time regime.

In figure 12.14 we show the axial (upper panel) as well as radial (lower) velocity
of the vortex ring for all five values of the chemical potential, as a function of R/&.
We find that both velocity components are ordered with the chemical potential (or
equivalently the ratio 7'/T;) of the superfluid. Indeed, for fixed R/&, both veloc-
ity components, along the axial as well as the radial direction, are largest for the
highest values of the chemical potential (smallest temperature) and then decrease
monotonously with decreasing chemical potential (increasing temperature). For the
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Axial (upper panel) and radial (lower panel) velocity of the vortex
ring as a function of R/¢ for five values of the chemical potentials
of the holographic superfluid g, on a double-logarithmic scale. Here,
R denotes the radius of the vortex ring and & = £(u) the width of
the respective vortex-induced density depletion. In order to compare
the velocities for different values of the chemical potential we study it
as a function of R/{. This way, we account for the p-dependence of
the vortex-induced density depletion. In the initial configuration, the
radius of the ring is given by R/ = 8.5, for all values of the chemical
potential. At fixed R/, both velocity components obey an ordering
with the chemical potential of the superfluid and are larger for higher
values of u (only approximately for |vg|). Note that the ring is tracked
only at every unit timestep.
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axial velocity this dependence is more pronounced than for the radial velocity. Along
the axial direction, we find the velocities for all chemical potentials to flatten dur-
ing the final stages of the evolution. However, unlike for the vortex ring studied
in the previous subsection, here the given time resolution of the trajectories does
not allow us to extract the saturating velocity. Along the radial direction, we find
the vortex-ring velocity for all chemical potentials to increase strongly during the
final stages of the evolution and to dominate the total dynamics. We expect the
minor deviations from the perfect ordering with u to be mainly due to numerical
uncertainties. On a qualitative level, the strong increase of the radial velocity again
agrees with our previous findings in this part as well as for the analogous behaviour
of the longitudinal velocity of the vortex dipoles in Part I.

The clear ordering of the velocities with the chemical potential of the superfluid
suggests that the dissipation of the system also has a dependence on u. In partic-
ular, by comparing these findings to our results for the vortex-dipole dynamics in
section 8.3, we conjecture that the dissipation decreases for increasing chemical po-
tential. Moreover, from the fact that the respective velocities along the axial as well
as radial direction are all of the same order of magnitude, we suspect the dissipation
to also vary only mildly. This point requests further elaboration. In our match-
ing procedure of Part I, we have found that the dissipation of the two-dimensional
holographic superfluid has only a small dependence on the chemical potential. In
particular, the dissipation is of the same order of magnitude for all chemical poten-
tials that we have studied and deemed sensible in the probe-approximation. Further
studies have then proven that this small dependence of the dissipation on the chem-
ical potential affects the dipole velocities only mildly, cf. section 8.3. A comparison
of the velocity dependence of figure 8.7 for the vortices in the two-dimensional holo-
graphic superfluid with figure 12.14 for the vortex ring, strongly suggests that also
in three spatial dimensions the dissipation varies only slightly with p. We stress
that analysing this dependence explicitly would require a direct matching with the
dissipative Gross—Pitaevskii equation. Nevertheless, our findings nicely confirm our
intuitive understanding that the velocities of vortex defects contains crucial insights
into the dissipative nature of the superfluid. As a final comment of this section we
point out that it appears likely that a more detailed and quantitative analysis of
the p-dependence of the dissipative nature of the superfluid would require a self-
consistent coupling of the superfluid component to the thermal heat bath, 7. e., to
lift the probe-approximation. Nonetheless, we expect that our studies in the probe-
approximation are very useful to give us some intuition about the features of the
superfluid and for now, an investigation of the full theory including backreaction
appears out of reach due to the enormous numerical costs of solving the equations
of motion.
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12.3 Vortex Lines and Reconnections

So far in this chapter, we have discussed mainly single vortex ring in the holographic
superfluid and their dynamics. In this section, we want to slightly shift focus and
investigate the dynamics of vortex lines as well as one crucial aspect of their interac-
tions. To this end, we first recall from our discussions in section 12.1.2 that due to
the periodicity of the computational domain, we can only prepare an even number
of parallel vortex and anti-vortex lines in the initial configuration. We have further
argued that a single vortex line can be thought of as an extension of a vortex in
the two-dimensional superfluid along an additional direction perpendicular to the
vortex plane. This implies that the dynamics of vortex-line dipoles in three spatial
dimensions and of vortex dipoles in two spatial dimensions is very similar and since
we have already discussed the latter extensively in Part I, we refrain from present-
ing an in-depth analysis of the dynamics of straight vortex-line dipoles in this part.
Nevertheless, we point out that it would be of great interest to match the dipole-
line dynamics with the analogous solution of the three-dimensional Gross—Pitaevskii
equation to quantify the dissipation of the holographic superfluid. The procedure
would be the same as for the two-dimensional system in chapter 7. In this case, also
the HVI equations for the vortex lines take the exact same form as in equation (7.6)
for vortices in two-dimensional superfluids. Remarkably, for the three-dimensional
holographic superfluid, there are now two ways to quantify the dissipation. First, as
discussed above, by employing the dynamics of vortex rings, and second, by using
the dynamics of straight vortex-line dipoles. It would be very interesting to study
both and compare the outcomes. Such an analysis would in particular allow us to
infer how the drag forces on vortex lines compare to those on vortex rings. We leave
this investigation for future studies.

In addition to shrinking vortex rings and annihilating vortex lines, three-dimen-
sional superfluids allow for another class of highly interesting interactions between
vortex defects — namely, reconnections. Reconnections occur whenever two vortices
come into contact but are not aligned anti-parallel to one another along their entire
cores, implying that their phase structures cannot mutually annihilate. Instead, the
interactions between the vortices cause only segments of the vortex cores to align
anti-parallel to one another, resulting in the annihilation of two single points, thus
causing the lines to break up and form new vortex lines. In other words, both
vortex lines break up into two pieces which then recombine with the pieces of the
respective other line. Such a process is called reconnection. It occurs for vortices
of all shapes and windings numbers and typically leads to the formation of larger
vortex structures. By definition, annihilations of vortex lines are a special type of
reconnection where the entire cores are anti-parallel. Over the past decades, vortex
reconnections have attracted much interest, mainly due to their immense importance
in superfluid turbulence (see e. g. [399]). We will comment on this also in the next
chapter when we study the dynamics of dense vortex tangles in which the vortices
constantly undergo reconnections. Remarkably, it was only in 2007 that vortex
reconnections were first observed directly in superfluid helium [400, 401]. However,
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Figure 12.15: Snapshots of isosurfaces of the superfluid density n(x) (defining value
n/ng = 0.23) showing the time evolution of four initial vortex lines
gradually undergoing reconnections. The initial configuration consists
of two vortex dipoles aligned along the xs- and x3-axis such that the
respective vortex and anti-vortex lines cannot simply annihilate. In-
stead, the lines deform and reconnect pairwise to form new vortex lines
and rings. Eventually, only two vortex rings remain which quickly dis-
appear due to the large dissipation.

prior to the experimental discovery, they were intensively studied by theorists, first
within the vortex filament model by Schwarz, cf. [402, 403] and references therein,
and subsequently also within the Gross—Pitaevskii model [404-406]. The study of
vortex reconnections is not restricted to vortex excitations in superfluids but also in,
e. g., superconductors [407] or liquid crystals [408]. In classical fluids, on the other
hand, vortex reconnections are forbidden due to the helicity conservation theorem
[409].

In view of our studies of superfluid turbulence in chapter 13, let us now qualita-
tively study reconnections of vortex lines in the holographic superfluid. We prepare
two vortex lines of winding numbers +1 aligned parallel to the xo-axis and the anal-
ogous configuration aligned parallel to the xg-axis in the initial configuration. By
placing them appropriately in the three-dimensional domain we ensure that the re-
spective anti-parallel vortex lines cannot simply annihilate. The vortex configuration
at time t = 5, when the lines have fully developed their density profile, is displayed in
panel (a) of figure 12.15. As the system is propagated in time, each vortex line moves
in the flow field of the respective other vortices. Since the alignment of the vortices
is not translationally invariant and therefore not analogous to a vortex configuration
in a two-dimensional superfluid, the respective flow fields induce a bending of the
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vortex lines. An important characteristic of vortex defects in three-dimensional su-
perfluids is that, just like for vortex rings, all segments of finite curvature of generic
vortex lines have a self-induced velocity. Hence, the vortex motion induced by the
flow fields is superimposed by their own self-induced velocity. In addition, the mo-
tion of the vortices is subject to mutual friction which again causes the emergence
of Magnus forces. The total vortex-line motion is therefore highly complicated. We
illustrate the time evolution in figure 12.15. Note that the computational domain
is periodic. Panel (b) shows how the two ‘innermost’ vortex lines attract each other
and come into contact. Evidently, in a recombination process first a short segment
of each line aligns anti-parallel to the segment of the respective other line. After
some time, and upon further approaching each other, the vortex lines break up and
form new lines, i. e., they reconnect, cf. panels (b) and (c). As time proceeds, such
processes repeat, causing the vortices to reshuffle. At one point during the evolution
in this example, the reconnections lead to the formation of one large vortex ring
(panel (f)). However, since this ring is strongly elongated along one direction, it
does not simply shrink to zero size but instead breaks up into two smaller, nearly
circular rings. Eventually, these rings disappear by rapidly shrinking to zero size.
We point out that just like shrinking vortex rings or annihilating vortex lines, every
reconnection induces the emission of rarefaction pulses and sound excitations. Using
the GP model, the emission of such sound sound waves was specifically studied in
[410, 411].

We stress that vortex reconnections occur independent of whether the underly-
ing superfluid is dissipative or not. In section 7.2 we have found that according to
the HVI equations, the approach of two vortices in a dissipative two-dimensional
superfluid is governed by d(t) ~ \/t, — t, where d(t) is again the distance between
the vortices and t, is the time of annihilation. This power-law behaviour also de-
scribes the approach of two annihilating (or reconnecting) vortex lines in three-
dimensional (dissipative) superfluids. This has been studied with vortex filament
models [412, 413], GPE simulations [404, 406, 414], and has even been extracted
from experiments [400, 401]. Remarkably, this power-law behaviour also applies to
reconnecting vortex lines in non-dissipative superfluids as was shown numerically in
[404, 406] and analytically [414] in the linear regime where the respective density
depletions start to overlap. It would be very interesting to study these aspects in
the holographic superfluid, a task we leave for future studies.
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13 Universal Far-From-Equilibrium
Dynamics and Turbulence

In the previous chapter, we have studied various aspects of topological vortex defects
in the three-dimensional holographic superfluid. In particular, we have laid down
the construction of vortex-ring and straight vortex-line solutions, studied their dual
bulk representation, and compared the characteristics of the vortex-induced density
depletions to analogous solutions of the Gross—Pitaevskii equation. Furthermore,
we have presented a first in-depth analysis of the dynamics of a single vortex ring
within the holographic framework. We have shown that it yields convincing argu-
ments suggesting that the underlying superfluid is strongly dissipative. At last, but
still very importantly, we have also discussed how vortex defects in the holographic
superfluid reconnect.

In this chapter, we now build on those results and study the far-from equilibrium
dynamics of the holographic superfluid induced by large ensembles of vortex exci-
tations. For the initial vortex ensembles, we take one configuration consisting of
a large number of only circular vortex rings and one consisting of a large number
of only straight vortex lines. We imprint these configurations onto the static and
homogeneous superfluid solution for a chemical potential of u = 5, corresponding
to a ratio of T/T, = 0.83. On a spatial grid with 1283 points along the (z1, 2, 73)-
directions, we then evolve the system for both initial configurations in time until the
last vortex defect has disappeared by shrinking to zero size which takes of the order
of 500 unit timesteps in units of z;, = 1 for both initial conditions. We are inter-
ested in the time evolution of the vortex ensembles on a macroscopic level as well as
the physics of the underlying superfluid on microscopic scales which we evaluate by
means of correlations functions. In particular, we search for universal scaling laws in
these correlation functions which would indicate the superfluid to bear signatures of
turbulent behaviour. Analogous studies with similar evaluation methods have been
performed before for vortex ensembles in the two-dimensional holographic superfluid
in [148, 150].

This chapter is outlined as follows. In section 13.1 we introduce the two sets of
initial vortex configurations and briefly comment on how they compare to experi-
mentally created vortex tangles as well as vortex ensembles studied in the GP model.
In the following section 13.2, we proceed to a mainly qualitative discussion of the
dynamics of the vortex defects with special emphasis on the evolution of the corre-
sponding dual bulk views. In section 13.3, we study the non-equilibrium dynamics
and turbulent behaviour of the superfluid in terms of scaling laws in the two-point
correlation function.
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The content of this chapter is based on our publication [415] and some parts are
taken verbatim from it. For a better embedding in the context of this thesis, we
have further added and modified several parts.

13.1 Initial Conditions

We study the far-from-equilibrium dynamics of the three-dimensional holographic
superfluid induced by two vortex ensembles A and B emerging from different initial
vortex-ring and vortex-line configurations (also referred to as vortex tangles).

In the initial configuration, the vortex tangle of ensemble A consists of 18 plane
circular vortex rings. We randomly distribute the centres of these vortex rings over
the entire three-dimensional domain and align their symmetry axes along the three
coordinate axes of the grid, six along each. Of these six vortex rings, three have
winding number w; = —1 and the other half has winding number w; = —1. Like for
the vortex positions, we also employ a Gaussian random distribution to set the initial
radii of the rings. However, we impose the constraint 5 < Ry < 64 (in grid points)
which ensures that the maximal diameter of every individual ring does not exceed
the grid size along any of the three coordinate axes. In addition, the minimal radius
ensures that none of the vortex rings disappear before they have even fully developed
their density profile. To this end, Ry = 5 grid points are only an approximation,
motivated by the results of the previous chapter as well as by experience gained from
studying several initial vortex configurations of this type. Indeed, the presence of
other vortex rings strongly affects the shrinking of the individual rings and therefore
has to be taken into account. The final constraint for the vortex rings in the initial
configuration is that we do not allow for any two vortex cores to cross at any point
in the computational domain (to inter-mesh accuracy). Intertwined vortex rings, on
the other hand, are permitted.

The initial vortex tangle of ensemble B consists of a total of 24 straight vor-
tex lines, divided into twelve pairs of anti-parallel defects, i. e., the vortex lines of
each pair have opposite circulation, with winding numbers |w;| = 1. Of these twelve
vortex—anti-vortex pairs, we randomly distribute four along each of the three spatial
directions (x1,x2,x3). We recall from the previous chapter that for straight vortex
lines, pairs of opposite winding number have to be the fundamental building block
in the initial configuration in order to respect the periodicity of the computational
domain. The initial configuration of ensemble B is chosen to conform to this re-
striction. Like for the vortex rings, also here we ensure that the vortex cores do not
intersect at any point, here to grid accuracy.

We prepare the initial configurations by linearly superimposing the phase struc-
tures of the individual vortex excitations and subsequently multiply the sum into the
static and homogeneous background solution of the superfluid. For the vortex rings
of ensemble A we again refrain from additionally imposing the bulk scalar field ® to
vanish at the respective positions of the vortex cores. For the vortex lines in ensemble
B, on the other hand, we find it convenient to punch holes in the profile of the scalar
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field along the holographic direction emanating from the vortex-line locations in the
superfluid condensate. Given these procedures, we find that for both ensembles it
takes approximately At = 5 unit timesteps for the superfluid-condensate density to
build up its characteristic profile around the vortex cores. For the vortex rings the
build-up process implies in particular that the density at the respective positions of
the vortex cores drops to zero. Unlike in our procedures in the previous chapter, we
here do not reset the time to ¢ = 0 once the density profiles have built up. The rea-
son is that once the vortices have been imprinted their dynamics is strongly affected
by the presence of the other vortices which causes them to deform and reconnect
with each other. In particular, after the first five unit timesteps, the configurations
have already notably departed from their initial state. We thus decide to measure
time relative to the time of imprinting the vortex defects.

Experimentally, ensembles of vortex excitations in two- as well as three-dimensional
systems can be created by quenching the system through a phase transition or even
within the superfluid state. The formation of topological defects induced by a quench
across the phase transition is known as the Kibble-Zurek mechanism [416, 417]. Ap-
plied to superfluids, one has found, experimentally as well as theoretically within the
GP model, that for instance cooling quenches indeed lead to the spontaneous for-
mation of vortex defects [388, 418]. Within the holographic framework, the Kibble—
Zurek mechanism has been studied in [149, 165, 419]. Likewise, also for systems
already in the superfluid phase, the rapid change of a Hamiltonian parameter can
induce the formation of vortices. In addition to quenches, however, also methods
previously described in this work can be employed to create vortex ensembles. For
references, see e. g. [144-147, 229, 369, 420-422] and references therein.

The vortex configurations we study in this chapter can a priori not be associated
with a quench in the sense explained above. The reason being simply that it appears
unrealistic to create such highly symmetric vortex-line or vortex-ring configurations
via quenches. However, as we will find in the following section, it turns out that
after some time the vortex ensembles evolve into configurations that resemble those
seen in, e. g., cooling quenches studied within the GP model in [388]. Similar con-
figuration have, in addition, also been studied in other GPE simulations, including
[233, 234, 234, 423]. For studies of the formation of topological defects in relativistic
systems, see [424, 425].

13.2 Time Evolution

We now study the real-time far-from equilibrium dynamics of the holographic super-
fluid starting from the two initial vortex ensembles discussed in the previous section.
For both, ensemble A as well as B, we evolve the system in time until the last re-
maining vortex ring has disappeared by shrinking to zero size which takes t ~ 435
(ensemble A) and t ~ 533 (ensemble B) unit timesteps. In figure 13.1 we show snap-
shots of the vortex tangles at six times characteristic for the respective evolutions,
in figure 13.1i for ensemble A and in figure 13.1ii for ensemble . As in the previous
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(i) Time evolution of the vortex tangle of ensemble A, with initial condition given by 18
randomly distributed plane circular vortex rings. The snapshots are taken at times
(a) t =5, (b) t =40, (¢) t =100, (d) t = 130, (e) t = 200 and (f) t = 350.

(ii) Time evolution of the vortex tangle of ensemble B, with initial condition given by 24
randomly distributed straight vortex lines. The snapshots are taken at times (a) t = 5,
(b) t =50, (¢) t =110, (d) t = 150, (e) t = 300 and (f) t = 450.

Figure 13.1: Snapshots of isosurfaces of the superfluid-condensate density n(x)
(defining value n/ng = 0.23) showing the characteristic stages of the
time evolution of vortex ensembles A (upper panel) and B (lower panel).
For both configurations, the initial vortex tangle gradually decays due
to reconnections of the vortex lines and vortex rings and the gradual

226
shrinking and disappearing of vortex rings.
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chapter, we plot isosurfaces of the superfluid-condensate density n(t, ) = |¢(t, z)|?
with a defining value of n/ng = 0.23 to visualise the vortex defects (blue surfaces).
With proceeding time, the vortices gradually reconnect and closed vortex structures
shrink. As we have seen before in figure 12.15, the reconnections of vortex lines
and vortex rings often induce the formation of larger structures, while simultane-
ously created smaller vortex rings rapidly shrink to zero size and disappear. We
note that both, reconnections as well as the shrinking of vortex rings, result in the
formation or rarefaction pulses which subsequently decay into sound excitations of
the superfluid. While the isosurfaces in our figure cannot resolve these excitations,
we have seen the creation of rarefaction and sound waves explicitly for the example
of a shrinking and disappearing single vortex ring in figure 12.8. Let us also stress
that the energy excess of the superfluid, which we initially inject into the system by
imprinting the vortex defects, fully dissipates into the heat bath by modes falling
into the black hole. We have discussed the dissipation mechanism in detail in the
previous chapter and will again refer to it as we go along in the present section.

The basic principles for the motion of the vortex lines and vortex rings, discussed in
chapter 12, hold for such vortex defects in large ensembles in the same way. Namely,
the velocity of every individual vortex is induced by the flow fields of the respective
other vortices as well as by its own self-induced velocity if it has segments of finite
curvature. In addition, once the vortices are set into motion, they experience drag
forces due to interactions between themselves and the fluid. This in turn leads to
the emergence of Magnus forces, causing the vortices (or rather segments of vortices)
to strongly attract or repel each other, depending on their orientation and relative
topological charge (locally).

The respective snapshots in panels (a) of figures 13.1i and 13.1ii show the vortex
configurations of ensembles A and B at time t = 5. At this time in the evolution, the
defects have fully developed their characteristic density profile. Simultaneously, the
vortex cores have already moved and some have deformed significantly as compared
to their initial configuration. Many of them have even participated in reconnections.
In particular, for vortex ensemble A in figure 13.1i, this implies that one can no
longer discern the individual initial vortex rings. For the vortex lines of ensemble 15
in figure 13.1ii, on the other hand, an identification of the initial lines is still possible
and the configuration at time ¢ = 5 strongly resembles the initial configuration. The
significant difference in the two ensembles during these early times is mainly due to
the self-induced velocities of the rings which cause them to traverse the system much
faster during these initial times, thus increasing the probability for reconnections.
Compared to the initially straight vortex lines, the frequent reconnections of the
vortex rings accelerate the system’s departure from its initial condition. For the
vortex lines of ensemble B, it takes approximately At = 20 unit timesteps until most
of the lines have reconnected at least once and the vortex tangle has significantly
departed from its initial condition. Hence, in terms of this characteristic stage of
the time evolution, the vortex gas of ensemble B slightly trails ensemble A.

Notwithstanding this initial delay, for all later times the time evolutions of the
vortex tangles emerging from both initial conditions bear strong resemblance. In
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particular, upon studying only the time evolution of the vortex tangles, one can no
longer trace back the initial vortex configurations, and on a macroscopic level the
dynamics appears to be universal. In the following section 13.3 we will analyse the
statistical properties of the system during its time evolution in order to gain insight
into the superfluid dynamics also from a microscopic perspective. We will find that
the system indeed enters a universal stage, characterised by scaling behaviour of a
two-point correlation function and setting in at times only slightly later than one
would naively expect from an analysis of the (macroscopic) time evolution of the
vortex tangles.

With proceeding time, the vortex gases of both ensembles gradually dilute as
more and more vortex rings shrink to zero size and disappear. With increasing
diluteness, also the number of reconnections decreases, resulting in a slowing down
of the evolution as compared to earlier times for denser vortex tangles. We illustrate
the time evolution of the diluting vortex gases in panels (b) to (e) of figure 13.1.
Eventually, at very late times, only one or very few (well separated) small vortex
rings remain (cf. panels (f)) which subsequently also quickly shrink and disappear.
Once the last vortex ring has disappeared, the remaining rarefaction pulses and
sound modes are quickly damped out and the system equilibrates, reaching its static
and homogeneous background solution ng everywhere. We note that except for
panels (a), the snapshots of figure 13.1 in the respective panels (b)—(f) are taken
at different times of the evolutions of vortex ensembles A and B. To be specific,
the times are chosen to ensure that for every panel, we show resembling vortex
configurations of the two ensembles in terms of the density of the gas and, as we
will find in the next section, scaling laws in the two-point function.

Studies of large vortex ensembles have also been performed for the two-dimensional
holographic superfluid. In [148, 150, 168] the authors investigate the time evolution
of large vortex ensembles in the two-dimensional system. In two spatial dimensions,
the vortex gas dilutes due to the mutual annihilation of vortex—anti-vortex pairs. In
particular, given the system has periodic boundary conditions, there is always an
even number of vortices and anti-vortices and none of each family can vanish without
annihilating another vortex of the respective other family. In [150] the authors show
that at late times in the evolution, when few vortices are widely spread over the
two-dimensional domain, this causes the superfluid vortex dynamics to ‘critically
slow down’, meaning that all length scales in the system decay only algebraically
[426]. In [150] the phenomenon of critical-slowing-down dynamics is interpreted
as the approach to a non-thermal fixed point [427-429]. The same has also been
observed for vortex ensembles in two-dimensional dilute Bose gases described within
the Gross—Pitaevskii framework [233-235]. Likewise, also for ensembles of vortex
lines and vortex rings in three spatial dimensions described by the (non-dissipative)
GPE, the approach to a non-thermal fixed has been observed! [233, 234, 388].

'In recent years, non-thermal fixed points have also been found in various other physical system,
including one-dimensional Bose gases [430] and spinor gases [431]. Remarkably, for a one-
dimensional Bose gas, the approach to a non-thermal fixed point has even found experimentally
[34]. See also [432] for a pedagogical review article.
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In our simulations of the vortex dynamics in the three-dimensional holographic
superfluid, we cannot find evidence suggesting that the system approaches a non-
thermal fixed point. Moreover, based on our discussion of the time evolution of
the two vortex ensembles A and B above, it appears likely that in these systems a
non-thermal fixed point can, in fact, not be found. This does not imply, however,
that a non-thermal fixed point of the holographic superfluid does not exist. It only
appears likely that it cannot be found employing the vortex dynamics studied in this
chapter. Indeed, while we do find the vortex dynamics to slow down, we have also
noted that there are always vortex rings present which shrink quickly and eventually
disappear. The fact that in three-dimensional systems single vortex excitations can
disappear without interacting with another vortex is the crucial difference to the two-
dimensional system in which it always takes two vortices, 7. e., one vortex and one
anti-vortex, to annihilate and thus disappear. Therefore, even if all vortex defects in
the three-dimensional system are far apart and only very few remain, which would
be the three-dimensional equivalent of the two-dimensional configuration for which
the approach to a non-thermal fixed point has been observed in [150], the dynamics
does not slow down critically. In particular, spurred by the strong dissipation, the
shrinking processes of single vortex rings advance very quickly in the holographic
superfluid and therefore prohibits a critical slowing down of the dynamics. In non-
dissipative three-dimensional systems as studied in the GP model in [233-235], by
contrast, the approach to non-thermal fixed points has been observed. In these
systems, single vortex rings also shrink and eventually disappear due to interactions
with rarefaction pulses and sound waves. However, unlike in the holographic system,
the dynamics proceeds much slower than the rate of change of other length scales
present in the system, like for instance the coherence length or the length scale
characterising the separations between the defects. For completeness, we point out
that in three spatial dimensions, defining a characteristic length scale for the mean-
vortex spacings is rather intricate and we therefore refrain from diving into a more
detailed discussion. Instead, we refer the interested reader to, e. g., [388].

One may speculate if an increase in grid sizes from 1282 grid points as before to,
of the order of, 504 grid points or even larger, would enable us to find the superfluid
to approach a non-thermal fixed point. For the simulations of the two-dimensional
system in [150], grids of size 5042 were used. In three spatial dimensions, grid size
of the order of 504 points per coordinate direction would certainly allow for the
dynamical creation of very large vortex-ring structures which live for much longer
than the smaller rings in our simulations before they eventually shrink to zero size
and disappear. In addition, several large vortex rings could persist at the same
time, even without frequently reconnecting with each other. Since large vortex rings
traverse the superfluid much slower than small rings, cf. our discussions in chapter
12, the system may indeed, for a short period of time, approach a non-thermal fixed
point. However, it appears likely that if such a fixed point is approached at all, the
system quickly departs from it again since the large dissipation causes the vortex
rings to rapidly shrink and thus pick up large velocities.

A configuration for which we certainly expect to find a non-thermal fixed point is
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given by an ensemble of parallel straight vortex lines along only one direction of the
grid. Due to the translational symmetry of such a configuration, we expect the vor-
tex dynamics to strongly resemble the dynamics of vortices in the two-dimensional
superfluid in [150]. This implies in particular very similar vortex statistics which
would imply the approach to a non-thermal fixed point. However, here too, dis-
tinctly larger grid sizes are required for concrete computations to corroborate our
expectations.

To gain a deeper understanding of the dynamics of vortex ensembles in the holo-
graphic superfluid, it is interesting to study not only the superfluid-field configura-
tion itself like we have thus far, but also its dual bulk representation. Here, we want
to focus in particular on the bulk scalar charge density /—g|J°| which encodes
the behaviour of both, the scalar field ® and the gauge field A;. It is therefore
particularly sensitive not only to vortical excitations of the superfluid, but also to
rarefaction pulses and sound waves as we have seen in the previous part of this the-
sis on the two-dimensional superfluid in chapter 7 (cf. figure 7.6). We restrict the
following discussion to bulk views corresponding to the superfluid-field configuration
of vortex ensemble A. Since the time evolutions of ensembles A and B are in strong
resemblance, all results presented in the following hold similarly for the dynamics of
vortex ensemble B, as we have checked explicitly. In the panels on the left-hand side
of figure 13.2, we display snapshots of the bulk-field configuration outgoing from
fixed-x3 slices of the three-dimensional superfluid at two times characteristic for the
evolution. The bulk view in figure 13.2i corresponds to an early time ¢t = 40 dual to
a rather dense vortex gas, and the bulk view in figure 13.2ii to an intermediate time

= 130 dual to a strongly diluted vortex gas. The time of the early snapshot lies
within the universal regime of the vortex dynamics of the two ensembles A and B.
For the same times, we also show snapshots of isosurfaces of the superfluid-density
configuration n(t, x) = |¢(t, x)|? in the respective right-hand panels of figure 13.2. In
these plots, the transparent red planes indicate the position of the z = 0 slices of the
left-hand panels in the three-dimensional superfluid. Note that the x3-positions of
the two-dimensional slice are not the same for the two times. To illustrate the bulk-
field configurations, we again plot isosurfaces of the scalar charge density /—g|J°|
(orange isosurfaces, defining value 16), on the entire two-dimensional field-theory
domain. Comparing the characteristics of the charge density at the two times is our
primary goal for the remainder of this section. Nevertheless, for completeness, we
also plot isosurfaces of the scalar field |®|2/25 (blue surfaces, defining value 1.88).
However, in order to not impede the view on the charge density, we restrict these
isosurfaces to only half of the two-dimensional domain, for z; < 64. As we have
mentioned before, the field |®|?/2% reduces to the condensate density n(zx) in the
limit z — 0. We plot n(x) on the z = 0 slice with the same colour map as we have
used in previous analogous figures. The grey area at z = zy, plotted on the entire
two-dimensional domain, again depicts the black-hole horizon. Before we discuss
the charge density, we note that the blue isosurfaces, which are again associated
with dual vortex excitations, do not fully reach to the boundary if the correspond-
ing two-dimensional slice does not precisely intersect a vortex defect but instead
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13.2 Time Evolution

(i) Bulk view of the scalar charge density at an early time of the evolution, ¢ = 40. The
notches result from rarefaction and sound wave excitations of the superfluid.

(ii) Bulk view of the scalar charge density at a late time of the evolution, ¢t = 130. At this
time, the charge density is rather smooth.

Figure 13.2: Left panels: Snapshots of isosurfaces of the bulk scalar charge density
V—9|J°| (orange layers, defining value 16) at times ¢t = 40 (upper
panel) and ¢ = 130 (upper panel) outgoing from two-dimensional slices
(fixed-z3 slices) of the boundary superfluid, for vortex ensemble A. For
x1 < 64, we also plot isosurfaces of the scalar field |®(x,2)[?/2% (blue
surfaces, defining value 1.88) and the superfluid density n(z) = | (x)|?
on the boundary slice. For details see the main text. Note that the
domain is periodic in . Right panel: Snapshots of isosurfaces of the
superfluid-condensate density n(x) (defining value n/ny = 0.23) at the
same times. The transparent red planes indicate the two-dimensional
boundary slices of the left panels (rotated by 180° around the xsz-axis).
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13 Universal Far-From-Equilibrium Dynamics and Turbulence

only comes close to it. Close to a vortex core, the superfluid-condensate density at
the boundary declines but is still above zero (see e. g. figure 12.4). The same holds
true for the scalar field ® in the bulk which is non-zero at this position along the
holographic z-direction. Consequently, it may happen that on a fixed-z slice close to
the boundary, where the tubes dual to vortices become narrower, the defining value
for the isosurfaces of |®|?/2° is smaller than the minimal value taken by the field
|®|2/2° on that slice, implying that the tubes do not fully reach up to that slice and
thus the boundary at z = 0.

The upper panel of figure 13.2 illustrates that during the early times of the evo-
lution of the vortex ensembles, the scalar charge density is strongly riddled by holes
and additionally perturbed by many notches and smaller ripples. The holes are
again caused by vortex excitations in the dual superfluid. The notches and ripples,
on the other hand, stem from dual rarefaction pulses and sound excitations, respec-
tively. At intermediate to late times, by contrast, the lower panel of figure 13.2
illustrates that these ripples and notches have mostly disappeared and the charge
density has smoothed out. Mainly holes corresponding to the vortex defects remain.
The same holds true not only for the specific bulk view we display in figure 13.2ii
but also for bulk views outgoing from all other two-dimensional slices of the three-
dimensional superfluid at intermediate to late times of the evolution. The number
of rarefaction pulses and sound excitations has significantly decreased since they are
produced predominantly in the rarely occurring reconnections of two vortex lines or
rings, or the disappearing of single vortex rings. Nonetheless, in the aftermath of
such events, they are also discernible in the charge density, just as at early times.
Hence, while at early times short-wavelengths rarefaction pulses and sound waves
are very prominent, at intermediate and late times their number has significantly
decreased and they are produced only occasionally.

For a final comment of this section, let us specifically focus on the holes in the
charge density in figure 13.2i. Evidently, these holes have various sizes as well as
shapes, induced by the vortex defects of different shapes in the superfluid and the
respective two-dimensional slices thereof. The different-sized holes illustrate once
again that in the three-dimensional superfluid it appears likely that not only UV
modes but also modes of larger wavelengths can dissipate their energy into the heat
bath by falling into the black hole. For the two-dimensional superfluid, cf. [150],
by contrast, one finds that even in the presence of large vortex ensembles, only
small-wavelength modes can dissipate their energy into the black hole because every
vortex only pierces a narrow hole through the charge density.

13.3 Observation of Turbulent Behaviour

In the previous chapter we have qualitatively studied the non-equilibrium dynamics
of the holographic superfluid induced by the two vortex ensembles A (random rings)
and B (random lines). We have focused in particular on the time evolution of the
vortex gas for both initial configurations as well as its dual bulk representation. We
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13.3 Observation of Turbulent Behaviour

have found the system to enter a universal stage (on a macroscopic level) once the
vortex reconnections and the shrinking of vortex rings have driven the vortex tangle
away from its initial configuration. We have identified the universal stage for times
t 2 20 and found it to persist until the last vortex ring has disappeared. In this
section we dive into a more quantitative analysis of the vortex dynamics. We study
correlation functions of the field-theory scalar operator ¥, whose vacuum expectation
value gives the superfluid order-parameter field . This allows us to gain insight
not only into the macroscopic dynamics studied in the previous section but also into
the microscopic physics of the system. We analyse the correlation functions with
regard to algebraic decay which signals the presence of turbulent behaviour of the
superfluid. Furthermore, we study if the universal aspects of the superfluid dynamics
found in the previous section are also reflected in the microscopic observables.

We are primarily interested in the equal-time two-point correlation function,
(U*(t,x)V(t,y)), where  and y are positions of the three-dimensional superfluid.
On average, the system we study is translationally invariant which allows us to
evaluate the correlation function in momentum space by means of the relative coor-
dinate r = & — y. Furthermore, due to the isotropy of the holographic system, we
can average over the angular distribution. The corresponding correlation function
is then given by?
dQ

(U (£, k) W (2, k) (13.1)
and depends only on the modulus of the radial momentum k (related to r via
Fourier transform), k = |k|. Here, dQ);, integrates over a two-sphere of surface area
4. Henceforth, we denote n(t, k) by what it physically represents, namely the radial
occupation number spectrum. Likewise, we define the radial kinetic energy spectrum

E(t,k) = / di’;’“z K| 20 (¢, k) U (¢, k) , (13.2)

which can also be directly inferred from the radial occupation number spectrum,
E(t, k) = k*n(t, k).

In the following we investigate the superfluid dynamics of vortex ensembles A and
B with regard to scaling behaviour in the radial occupation number spectrum. To
be specific, we analyse whether certain (infrared) momentum regimes in k exist for
which the occupation number becomes (quasi-)stationary in time,

(t, k) =0, (13.3)

2We point out that in the analysis presented below we approximate the two-point function

(U*(t, k)¥(t, k)) by the square of the vacuum expectation value of the scalar operator ¥. Hence,
we use n(t, k) = % (U (t,k))(U(t, k)) to define the angle-averaged momentum-space corre-
lation function, and a similar procedure is used for the kinetic energy spectrum. Since we are
interested only in the infrared physics of the superfluid, we expect this to be a reasonable approx-
imation as quantum fluctuations are presumably negligible compared to the vacuum expectation

value ().
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13 Universal Far-From-Equilibrium Dynamics and Turbulence

where the dot denotes a derivative with respect to time, and additionally exhibits
a power-law behaviour in momentum space, 7. e., a scaling within such an inertial
momentum interval according to

n(t,ak) = a~Cn(t, k), (13.4)

where « is an arbitrary positive number and ( is a scaling exponent. With this
procedure we closely follow previous works on turbulence in the two-dimensional
holographic superfluid [148, 150] as well as work on dilute Bose gases in two and three
spatial dimensions (see e. g. [233, 234, 388]). We determine the scaling exponent ¢
by fitting a power law according to

n(k) = Ak™¢ (13.5)

to the radial occupation number spectrum within a certain momentum regime, where
A is an additional fitting constant. To determine the momentum interval, we first es-
timate an upper and lower cutoff by eye and subsequently use our fitting routine for
the fine-tuning. The uncertainty stemming from this procedure yields the dominat-
ing contribution to the uncertainty of the scaling exponent. For all scaling exponents
quoted in this section, the uncertainty is given by A¢ = +0.2. This value exceeds in
particular the uncertainty on ¢ quoted by the fitting routine itself. We give further
details on our fitting procedure as well as the error estimate in appendix A.3.

We find that for both vortex ensembles, A and B, the superfluid dynamics can be
split into four regimes with respect to the time evolution of the radial occupation
number spectrum. Remarkably, in three of these regimes we find universal behaviour
of the spectrum. The first regime is given by the early times of the evolution,
corresponding to the departure of the vortex tangle from its initial configuration. At
these times, the spectrum is strongly dependent on the initial vortex configuration
and does not exhibit scaling behaviour. Turbulent behaviour of the superfluid is
therefore precluded in this regime. At later times, on the other hand, we identify
two consecutive universal scaling regimes in (momentum) space and time. For both
regimes, equations (13.3) and (13.4) are simultaneously satisfied which is a strong
indication that the system has entered a turbulent state. In addition, the extracted
scaling exponents and inertial momentum intervals (within the uncertainty) agree
for ensembles A and B. The first regime corresponds to a dense and the second to a
strongly diluted vortex gas. Finally, at very late times of the evolution, when only
one or very few well-separated vortex rings remain, we identify another universal
regime. However, while the spectra for both vortex ensembles agree at these very
late times, they do not exhibit scaling behaviour in the above sense. In the following
we elaborate on the behaviour of the radial occupation number spectra in each
of the universal regimes. For conciseness, we restrict this discussion to spectra
corresponding to vortex ensemble A. In order to account for the difference between
ensembles A and B in the details of the characteristic times at which the regimes
are entered an exited, we refer to system B when necessary. In addition, we show
the spectra corresponding to ensemble B in appendix C.1.
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13.3 Observation of Turbulent Behaviour

We identify the first universal regime for times ¢t 2 40 (¢ 2 50 for B) and find
it to persist for approximately At = 60 (At = 50 for B) unit timesteps before the
spectra deviate and transition into the second scaling regime. We point out that the
onset of the first universal scaling regime occurs a short time after the vortex tangles
studied in the previous section appear to enter a universal stage at time ¢t =~ 20.

During the first regime, the radial occupation number spectrum exhibits a scaling
behaviour with an exponent of ( = 5.7 and the corresponding inertial momentum
range is given by 0.34 < k < 1.43 (in units of z;, = 1). For four exemplary times
of this regime, we illustrate the spectrum in the upper panel of figure 13.3. Within
the inertial momentum range, the spectra agree to high accuracy, checking off the
(quasi-)stationarity condition in equation (13.3). In addition, the spectra are in ex-
cellent agreement with the power-law behaviour n(k) ~ k=7, indicated by the solid
black line. Note that the line is deliberately shifted slightly above the corresponding
curves to aid the visualisation. We have displayed snapshots of the vortex configu-
rations at the onset and exit times of the scaling regime in panels (b), for ¢ = 40,
and (c), for t = 100, of figure 13.1i in the previous section. From these plots we infer
that the exemplary spectra depicted in the upper panel of figure 13.3 and thus the
first scaling regime correspond to and are characterised by a rather dense vortex gas
with frequently reconnecting defects and rapidly shrinking and disappearing vortex
rings. Moreover, due to the frequent reconnections and the shrinking and disap-
pearing rings, the system is also highly excited by a large number of rarefaction
pulses and sound waves which we infer from our studies of the dual bulk view of
the superfluid configuration at time ¢ = 40 in figure 13.2i where we have found the
charge density \/—g|J°| to be strongly perturbed by notches and ripples. In fact,
upon closer inspection we find that the gas remains rather dense and perturbed by
sound waves and rarefaction pulses throughout the first scaling regime.

For classical turbulence in incompressible fluids, Kolmogorov famously predicted
a gradual transfer of energy from small to large momentum scales, bounded by an
inertial range. If the system is supplied with energy at large length scales, i.e.,
small momenta k, the energy gradually cascades to smaller length scales, 7. e., large
momenta, until it is eventually dissipated into the heat bath due to the viscosity of
the fluid. Kolmogorov found this cascade to obey the universal scaling behaviour
E(k) ~ k~5/3 [433-435].

We find that the scaling behaviour of the radial occupation number spectrum
in the first universal regime of the vortex dynamics in the three-dimensional holo-
graphic superfluid is consistent with Kolmogorov scaling. Our finding of n(k) ~ k=57
translates into E(k) = k*n(k) ~ k=7 for the kinetic energy spectrum. Hence,
within the uncertainty of the scaling exponent given by A{ = 40.2, the scaling of
the kinetic energy spectrum of the holographic superfluid is consistent with Kol-
mogorov scaling. Let us stress, however, that the Kolmogorov-like scaling persists
only within the first scaling regime and thus only in a transient time interval of the
entire evolution. For times ¢t = 100 for both vortex ensembles, A and B, the spectra
no longer exhibit Kolmogorov-like scaling.

In the literature there is much debate regarding the observation of actual Kol-
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Figure 13.3: Occupation number spectrum n(k) as a function of the radial momen-
tum k at four characteristic times during the first (upper panel) and
second (lower panel) universal regime, on a double-logarithmic scale.
We show the evolution of the spectrum for system A (random rings).
For system B (random lines) we find similar behaviour with the same
scaling laws (within the error of A{ = £0.2). The solid black lines de-
pict the fitted power laws in the respective inertial momentum ranges
(deliberately shifted above the spectra to aid the visualisation).
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mogorov scaling in superfluid turbulence, mainly with regard to simulations of far-
from-equilibrium dynamics of Bose gases within the Gross—Pitaevskii model. The
interest increased in particular after the scaling behaviour according to Kolmogorov’s
prediction was measured in superfluid helium [44, 45]. However, despite the observa-
tion of a scaling of E(k) ~ k~5/3 in the incompressible component of the condensate
in GPE simulations of two- as well as three-dimensional systems [234, 436-439], there
are still many open questions to be addressed, mainly with regard to the nature of
the energy cascade [261]. In this work, we therefore refer to the observed scaling
of the holographic superfluid dynamics as Kolmogorov-like scaling and leave open
the question whether or not it corresponds to the superfluid-analogue of turbulent
transport as envisioned by Kolmogorov. It would be interesting to follow up on this
question and study the transfer of energy directly. However, taking into account
the recent developments in the study of turbulence in the GP model, it appears
likely that such an undertaking would require distinctly larger computational do-
mains along the three spatial field-theory directions (see e. g. [440-442]). For now,
this appears out of reach for simulations of the holographic superfluid.

After the transient Kolmogorov-like scaling regime, we find that for times ¢ 2 130
(t 2 150 for B), the superfluid dynamics enters a new universal scaling regime. In
this regime, the inertial momentum range 0.23 < k < 1.12 has shifted deeper into
the infrared and the new scaling exponent is given by ( = 5.1. This scaling persists
until at very late times in the evolution only one or very few well-separated vortex
rings remain, at times ¢ 2 200 and ¢ 2 300 for ensembles A and B, respectively.
In the lower panel of figure 13.3 we show the spectrum for four exemplary times of
the second scaling regime. In addition, the solid black line indicates the power-law
behaviour n(k) ~ k~>! in the corresponding momentum range (deliberately shifted
above the curves). The spectra are again stationary within the inertial momentum
range in the deep infrared. In addition, we find them to be in excellent agreement
with the indicated power law. We note that the lower boundary of the inertial mo-
mentum range agrees with the smallest momentum mode of the underlying system.
For momenta exceeding the upper boundary of the interval, the spectrum falls off
more steeply than with the observed scaling of n(k) ~ k=>!. We have displayed
snapshots of the vortex-gas configurations corresponding to the onset and exit times
of the scaling regime in panels (d), for ¢t = 130, and (e), for t = 200, of figure 13.1i
in the previous section. At the onset of the scaling regime, the number of vortex
excitations has distinctly decreased and likewise has the number of reconnections
and disappearing vortex rings. With proceeding time, the vortex gas dilutes even
further. However, throughout the time interval of the scaling regime, we still observe
vortices reconnecting and forming larger vortex structures. In figure 13.2ii of the
previous section we have shown aspects of the bulk view of the superfluid at the
onset of this interval, i. e. at time ¢ = 130. We have checked explicitly that quali-
tatively, the bulk configuration looks similar for all times during the scaling regime.
A comparison with figure 13.2i, at time ¢t = 40, illustrates nicely how the differences
in the scaling behaviour of the occupation number spectra in this regime and the
prior Kolmogorov-like scaling regime reflect in the macroscopic physics of the field
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13 Universal Far-From-Equilibrium Dynamics and Turbulence

configuration (in particular the charge density) in the bulk.

In two spatial dimensions the statistics of single vortices as well as vortex en-
sembles, in terms of scaling laws in the radial occupation number spectrum, can be
derived within the Onsager point-vortex model® [259]. For vortex rings and vortex
lines in the point-vortex limit, 7. e., & — 0, similar formulations exist for three-
dimensional superfluids [42, 443-446]. Employing these models, one finds the radial
occupation number spectrum for a single plane circular vortex ring to scale accord-
ing to n(k) ~ k~%° for momenta larger than the corresponding length scale set by
the radius of the ring [234]. The same holds true for single elliptical vortex rings as
well as single pairs of straight vortex lines. Likewise, the same scaling behaviour also
persists for ensembles of independent vortex excitations for an inertial momentum
range bounded below by the momentum corresponding to the mean-vortex separa-
tion [234]. As we have noted above, defining the latter length scale is rather intricate,
see for instance [388] for a more thorough discussion. Hence, we find the dynamics
of a dilute vortex gas in the three-dimensional holographic superfluid during the
second scaling regime to resemble the dynamics of independent (point-like) vortex
excitations. Indeed, our extracted scaling exponent of ( = 5.1 agrees within one
standard deviation with the predicted exponent of ( = 5.0. Similar results regard-
ing the scaling behaviour of n(k) of three-dimensional vortex ensembles have been
found within the GP model in [233, 234, 388].

Let us note that throughout the system’s time evolution, beginning at time ¢ = 0,
the disappearing of vortex rings is clearly discernible in the spectrum by an increase
of the UV modes. This is expected due to the gradually decreasing length scale of
the ring.

Once the vortex reconnections cease and the remaining one or few vortex rings
have shrunk significantly, the spectrum deviates from the n(k) ~ k=>! scaling
behaviour and enters a third universal regime. At all later times, the spectrum
gradually flattens as the rings traverse the superfluid and undergo rapid shrink-
ing. Crucially, this type of characteristic behaviour of the spectrum occurs only if
the distance between the vortices is such that they do not come into contact and
reconnect. In figure 13.4 we show the spectrum for four exemplary times during
the shrinking process of the separated vortex rings, again for vortex ensemble A.
For vortex ensemble B the qualitative behaviour of the spectrum coincides with the
one displayed in figure 13.4. As the curves in figure 13.4 indicate, the spectrum is
not (quasi-)stationary but changes continuously during the considered time interval,
i. e., condition (13.3) is not satisfied. Neither does it, on a fixed timeslice, exhibit
a distinct scaling behaviour according to equation (13.4). Nevertheless, we plot the
scaling law n(k) ~ k=51 of the prior scaling regime (solid red line) in order to indi-
cate the deviation of the spectrum from this behaviour. Shortly before the final ring
has shrunk to zero size, the spectrum has significantly flattened. In order to quantify

3The Onsager point vortex model [259] interprets vortices as classical (point-like) objects and
employs statistical mechanics to describe their motion. Applied to large vortex ensembles, it
turns out to capture crucial aspects of superfluid turbulence.
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Figure 13.4: Occupation number spectrum n(k) as a function of the radial momen-
tum k at four characteristic times during the third universal regime, on
a double-logarithmic scale. We again show the spectra corresponding
to the time evolution of system 4 (random rings) which qualitatively
agree with those of system B (random lines). The spectrum gradually
flattens with proceeding time. The coloured lines depict power laws to
indicate the deviation from the scaling behaviour in the prior scaling
regime (solid red line) as well as the approximate power law shortly
before the final ring in the system’s evolution has disappeared (solid
orange line).

how much the spectrum has flattened over time, we plot the power law n(k) ~ k=41
(solid orange line) below the spectrum at time ¢ = 420. We stress that we do this
only to aid the visualisation. In particular, the spectrum does not exhibit such a
scaling behaviour. Upon closer inspection, one finds that the characteristic flatten-
ing of the spectrum in an infrared momentum range from a scaling behaviour with
an exponent of ( &~ 5.1 to a spectrum that does no longer exhibit scaling behaviour
but is loosely approximated by n(k) ~ k=*1 is similar to the analogous behaviour
of the radial occupation number spectrum for the dynamics of a single vortex ring.
For further details, we refer the interested reader to appendix C.2 where we present
an analysis of the radial occupation number spectrum of a single vortex ring.

The late-time behaviour of the radial occupation number spectrum we observe in
our simulations deviates from observations made in the GP model for the dynamics of
vortex ensembles. In such simulations, the scaling of n(k) ~ k=59 persists until the
final ring has disappeared by shrinking to zero size. The difference may be rooted
in the strong dissipation of the holographic superfluid as compared to the non-
dissipative GPE. The dissipation causes the vortex ring in the holographic system
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to shrink much more rapidly which may cause a change in the occupation number
spectrum. Referring back to our discussion in section 12.2, we point out that, as
part of a matching of the DGPE and the holographic dynamics of vortex rings, it
would also be very interesting to study explicitly how the spectra depend on the
DGPE damping parameter.

To conclude this chapter, let us add two more comments. First, we note that the
universal behaviour of the vortex dynamics found in the present and the previous
section is indeed universal in a much broader sense than just with regard to the
two initial vortex ensembles studied in this work. We have checked explicitly that
the results presented above are independent of the number of initial vortex lines and
vortex rings as long as the numbers are large enough to create a dense vortex gas but
not too large in order to avoid the occurrence of clustering effects which would spoil
the observed scaling behaviour. Likewise, the dynamics is also independent of the
initial shape and alignment of the vortex defects, including in particular mixtures of
the types of initial conditions of vortex ensembles A and B. Our second comment
concerns a comparison of the superfluid dynamics in the three-dimensional holo-
graphic system to previous work on analogous simulations of the two-dimensional
system in [150]. The authors of [150] show that for large initial vortex ensembles in
the two-dimensional superfluid there also exists a transient regime during which the
radial occupation number spectrum exhibits a Kolmogorov-like scaling behaviour.
However, unlike in three spatial dimensions, the occurrence of the Kolmogorov-like
scaling regime depends on the initial vortex configuration [150]. In the late-time
regime, on the other hand, the dynamics is universal and follows scaling laws ac-
cording to n(k) ~ k~¢ with exponents 4.1 < ¢ < 4.2. Such a scaling behaviour is the
analogous result to the n(k) ~ k%! scaling we observe for the three-dimensional
system in the sense that it agrees with the power law of a single topological vortex
defect or a number of independent vortex defects.

240



14 Interactions of Vortex Rings

So far in the second part of this work on the three-dimensional holographic super-
fluid, we have constructed and analysed vortex solutions, studied the dynamics of
single vortex rings and investigated the far-from-equilibrium dynamics of the system
induced by large ensembles of vortex defects. We have found convincing evidence
suggesting that the holographic superfluid is strongly dissipative and captures the
physics of a non-relativistic condensate. Furthermore, we have shown that in the
presence of many-vortex configurations, the system bears signatures of turbulent
behaviour in the transport of energy. However, except for our qualitative discus-
sion of vortex reconnections in section 12.3, we have thus far not investigated the
various types of interactions between the vortex defects. Moreover, we have not
yet commented on excitations of vortex lines and rings which, in the context of the
GP model, have been shown to play a crucial role in the transport of energy and,
therefore, turbulent behaviour. In this chapter, we want to make up leeway and
study a number of fundamental and non-trivial interactions of vortex rings' as well
as so-called Kelvin excitations of vortex defects in the holographic superfluid.

We begin our investigations in section 14.1 by studying the leapfrogging motion of
two axisymmetric vortex rings of the same winding number. In the same section, we
also investigate the behaviour of two head-on colliding rings. In the final subsection
of section 14.1, we study vortex rings of higher winding numbers and investigate their
solutions and dynamics. We show explicitly that they are unstable against decay
into elementary vortex rings which subsequently perform leapfrogging motions. In
section 14.2, we dive into a thorough investigation of off-centre colliding vortex
rings. In particular, we analyse how the scattering angle of the vortex rings depends
on the impact parameter of the collision. Finally, in section 14.3, we qualitatively
study Kelvin-wave excitations of vortex rings and comment on their importance with
regard to the turbulent behaviour found in the previous chapter.

Throughout this chapter, we study the vortex dynamics of the holographic super-
fluid for a chemical potential of ;1 = 5, which agrees with our choices in the previous
chapters. Nevertheless, we note that the qualitative behaviour of the vortex rings
is independent of this choice. For all simulations we employ grid sizes of 963 points
along the (x1, x2, x3)-directions.

'Remarkably, most phenomena of quantised vortex rings in the holographic superfluid that we
study in this chapter can be observed for classical vortex rings as well. It is interesting to note
that, with minimal effort, many of them can even be studied at home with vortex rings in water
or smoke. For videos demonstrating properties of vortex rings as well as on how to produce
vortex rings, see, e. g., [447-450].
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14.1 Leapfrogging and Head-On Colliding Vortex Rings

Let us now study the leapfrogging motion as well as the head-on collision of two
axisymmetric vortex rings in the holographic superfluid. The qualitative behaviour
of the vortex rings for these types of interactions was first predicted more than 150
years ago by H. von Helmholtz in 1858 for vortex rings in classical liquids [284].

14.1.1 Leapfrogging Vortex Rings

“[...] zwei ringformige Wirbelfiden, deren Axe dieselbe ist |...]. Haben
sie gleiche Rotationsrichtung, so schreiten sie beide in gleichem Sinne fort,
und es wird der vorangehende sich erweitern, dann langsamer fortschreiten,
der nachfolgende sich verengern und schneller fortschreiten, schlieflich bei
nicht zu differenten Fortpflanzungsgeschwindigkeiten den andern einholen,
durch ihn hindurchgehen. Dann wird sich dasselbe Spiel mit dem andern
wiederholen, so dafi die Ringe abwechselnd einer durch den andern hin-
durchgehen.”
— Hermann von Helmholtz, 1858 [284]

In these concluding remarks? of his seminal work [284] on vorticity in classical lig-
uids, Helmholtz first qualitatively describes the leapfrogging motion of two vortex
rings. Adapted to the scenario of quantised vortices, his description can also be
reformulated as follows. Consider two axisymmetric vortex rings of the same topo-
logical charge, 4. e., w1 = ws, moving along the same direction with a finite initial
axial separation. As we have outlined before, each vortex ring moves due to its own
self-induced velocity as well as the phase configuration of the respective other ring.
In particular, the phase configuration of the rear ring causes the radius of the front
ring to increase and therefore its velocity to decrease. Simultaneously, the phase
structure of the front ring causes the radius of the rear ring to decrease and thus its
velocity to increase. Given that the vortices are initially not too far apart and their
velocities are not too different, the rear ring catches up and eventually slips through
the front ring. Subsequently, the rings reverse roles and repeat the leapfrogging.
Under ideal conditions and if the fluid is non-dissipative, this process continuous
perpetually.

While Helmholtz was the first to qualitatively lay down the leapfrogging behaviour
of vortex rings, he did not present any theoretical calculations. Instead, this was
done shortly afterwards by Dyson and Hicks [451, 452] (see also [453]). Other early
influential works include e. g. [454]. Thereafter, it took over a hundred years before

2The original work by Helmholtz was translated into English in [348], in which the quote reads:
“- - -] two ring-formed vortez-filaments having the same axis [- - -]. If they have the same direction
of rotation, they travel in the same direction; the foremost widens and travels more slowly, the
pursuer shrinks and travels faster, till finally, if their velocities are not too different, it overtakes
the first and penetrates it. Then the same game goes on in the opposite order, so that the rings
pass through each other alternately.”.
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the leapfrogging motion of two vortex rings in classical liquids was first clearly vi-
sualised and analysed under laboratory conditions [455, 456]. In experiments with
superfluids, on the other hand, leapfrogging vortex rings have not been observed
up to this day. Nevertheless, much theoretical effort has been devoted to under-
standing the leapfrogging motion of quantised vortex rings, mainly within the GP
model (see e. g. [398, 457, 458]). In classical liquids, leapfrogging vortex rings have
nowadays been studied in various systems, experimentally as well as theoretically
and in numerical simulations. For a selection of works see e. g. [459-462]. For more
on leapfrogging vortex rings in classical liquids, see also [349] and references therein.

In the following we study leapfrogging behaviour of quantised vortex rings in the
holographic superfluid. We first have to find an appropriate initial configuration that
indeed allows for the vortices to slip through each other. Decisive are the size of the
radii and, in particular, the ratio of the two radii as well as the ratios of the radii
and the initial axial separation. Here, we employ a configuration consisting of two
like-sign elementary vortex rings (w; = wg = 1) of equal radii given by Ry = 22 grid
points, coaxially aligned with an initial separation of five grid points along the xs-
direction. Their centre positions are chosen to be located at (x1, z2, x3)=(64, 64, 82)
and (64,64,77). As the single ring studied in chapter 12, the vortex rings in this
setup again propagate along the negative x3-direction. We imprint the vortex-ring
configuration onto the equilibrium superfluid solution at time ¢ = 0 and then prop-
agate the system forward in time. As in the previous chapter, we do not reset the
time once the vortex solutions have fully build up.

In figure 14.1 we display the vortex configuration at time ¢ = 5 when the vortices
have fully developed their density profile. The grey surfaces are isosurfaces of the
condensate density n(z) with a defining value of n/ng = 0.12. In addition, we
also plot the flow lines corresponding to the gradient field Vp(x) which is directly
proportional to the velocity field of the superfluid. Here, ¢ is again the phase of the
superfluid order-parameter field ). The colour map employed to visualise the flow
lines is the same as in figures 12.1 and 12.6 for the single vortex ring and the vortex-
line dipole, 7. e., red denotes the highest and blue the smallest defining velocities.
Figure 14.1 illustrates nicely how the vortex radius of the rear (upper) ring after
five unit timesteps has already significantly decreased relative to the radius of the
front ring as well as relative to its initial condition. We recall that initially, at time
t = 0, the radii of both rings coincide. Likewise, from the flow lines one can clearly
discern the increased velocity of the rear ring relative to the front ring which goes
alongside the decrease in radius.

In figure 14.2i we show snapshots of the vortex rings at eight times characteristic
for their evolution. The first snapshot (panel (a)) agrees with the one displayed
in figure 14.1. Here, we again plot isosurfaces of the condensate density n with a
defining value of n/ng = 0.12. To aid the identification of the vortex rings through-
out their time evolution, we plot the surfaces in different colours, red for the rear
ring and blue for the front ring of the initial configuration. With proceeding time,
the radius of the rear ring (red), relative to the radius of the front ring, decreases
even more while its velocity increases. Simultaneously, we find the radius of the
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Figure 14.1: Snapshot of isosurfaces of the condensate density n(x) (grey surfaces,
defining value n/ng = 0.12) and flow lines corresponding to the velocity
field Vp(x) at time ¢ = 5 for two axisymmetric vortex rings. In the
initial configuration the vortex rings have the same size (Ry = 22) and
a vertical separation of five grid points. The decrease in radius of the
rear ring relative to the front ring illustrates the onset of a leapfrogging
motion. The flow lines (red denotes the highest and blue the smallest
defining velocities), illustrate the larger axial velocity of the rear ring
which induces the slip-through motion.

front ring (blue) to increase. Eventually, the rear ring catches up and slips through
the front ring, cf. panels (b)—(d). This is the famous leapfrogging motion of two
vortex rings as predicted by Helmholtz in 1858, here for two vortex rings in the
three-dimensional holographic superfluid. Thereafter, we do not find this process
to repeat itself with reversed roles of the rings, 7. e., the rear ring (blue) does not
catch up with the front ring (red) again. Instead, the velocity of the front ring (red)
increases strongly while its radius decreases until the ring eventually shrinks to zero
size and thus disappears, cf. panels (f)—(g). At the same time, the rear ring (blue)
gradually shrinks and eventually also disappears (panel (h)).

For the same characteristic times as in figure 14.2i we show snapshots of the
density modulation n(x) on the two-dimensional plane vertically intersecting the
vortex planes through the centres of the rings in figure 14.2ii. As in chapter 12, we
take the intersection to agree with (z1,x3)-plane at fixed o = 48. On this plane,
each vortex ring reduces to a vortex—anti-vortex pair. The snapshots illustrate nicely
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(i) Snapshots of isosurfaces of the superfluid-condensate density n(x) for a defining value
of n/ng = 0.12. To aid the identification of the rings, we use different colours for the
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(ii) Snapshots of the normalised superfluid-condensate-density modulation n(x)/ng on the
two-dimensional cross section intersecting the vortex plane through the centres of the
rings at fixed xo = 48.

Figure 14.2: Snapshots of the superfluid-condensate density n(x) (isosurfaces in the
upper panel and modulation on a cross sections in the lower panel)
illustrating the time evolution of two leapfrogging vortex rings of the
same winding number w; = wy = 1. In the initial configuration, the
rings have a radius of Ry = 22 and an axial separation of five grid
points. The snapshots in both panels are taken at times (a) t = 5,
(b)t=17, (c)t =24, (d) t =31, (e) t =42, (f) t =50, (¢9) t = 71, and
(h) t = 84.
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how the like-sign vortices rotate around each other as they propagate along the
negative xg-direction. The mutual rotation of the vortices in figure 14.2ii agrees
qualitatively with the behaviour of like-sign vortices in two-dimensional superfluids.
Once the rear dipole has overtaken the front dipole, its size has already significantly
decreased and its velocity is too large to allow for another rotation of the respective
vortex pairs on the right and anti-vortex pairs on the left. Instead, the front dipole
quickly annihilates and sends out a rarefaction pulse. Shortly thereafter, also the
rear dipole disappears by shrinking to zero size.

To analyse the leapfrogging motion also on a quantitative level, we track the
vortex rings on the numerical grid and compute their velocities employing finite-
difference methods. For the tracking of the rings, we proceed just like for the single
vortex ring in section 12.2 by locating the induced vortices and anti-vortices on a
two-dimensional plane vertically intersecting the vortex planes through the centres
of the rings. Since the vortex rings are plane and circular throughout their evolution,
the respective positions on such a two-dimensional plane are sufficient to infer the
locations of the entire one-dimensional cores and thus also the radii of the rings.
We again make use of our two-dimensional tracking routine of Part I. However, here
we employ only the Newton—Raphson method since the density depletions of the
vortex rings on the plane are deformed or even overlapping throughout their entire
evolution. In particular, while at early times the depletions of one ring overlap with
the ones of the respective other ring, at late times the depletions of each ring overlap
individually. The NR method is therefore more reliable in locating the exact vortex
positions than the Gaussian fitting routine. For the accuracy we seek in the following
analysis, tracking the vortices at every unit timestep yields a sufficiently high time
resolution.

In figure 14.3 we show the extracted trajectories, employing the same colour coding
as in figure 14.2i, 7. e., red for the rear and blue for the front ring of the initial
configuration. The trajectories confirm nicely what we have already inferred from
studying the behaviour of the vortex rings in figure 14.2. Namely, as soon as the
vortex rings are initialised, the rear ring picks up velocity and its radius decreases
accordingly. Simultaneously, the front ring slows down while its radius increases.
The difference in the velocities can qualitatively be inferred from the density of points
in the respective trajectories. Subsequently, it only takes a few unit timesteps before
the rear ring slips through the front ring. We indicate the xs-position at which the
slip-through occurs by the dashed black line. In particular, the slip-through motion
must not be confused with the crossing point of the trajectories. In fact, the crossing
point occurs at different times of the respective vortex-ring evolutions. Upon closer
inspection of figure 14.3, we also find that shortly after the rear ring has overtaken
the front ring, its trajectories bend slightly outwards. This may be interpreted as
the onset of a second leapfrogging motion with reversed roles of the rings. However,
as noted above, a second slip-through does not occur. Instead, the trajectories of
each ring quickly approach each other and eventually concur at the position where
the ring shrinks to zero size and disappears. Note that it is only due to the (chosen)
limited time resolution of the trajectories that we cannot resolve the final shrinking
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Figure 14.3: Trajectories of the leapfrogging vortex rings on the two-dimensional
(x1,x2)-plane through the centre of the rings (cf. figure 14.2ii). The
vortices are tracked at unit timesteps and we use the same colour coding
for the rings as in figure 14.2i. The trajectories start once the rings have
fully developed their density profile at time ¢t = 5. The dashed black
line indicates the z3-position at which the rear ring slips through the
front ring.

process of the ring in figure 14.3. For a higher time resolution of the final shrinking
process, see figure 12.9.

The failure of the vortex rings to pursue a second leapfrogging motion can be
attributed to the strong dissipation of the holographic superfluid. Once the radius
of the rear vortex ring has declined relative to the radius of the front vortex ring,
the difference gets strongly amplified due to the dissipative nature of the superfluid
which causes the smaller ring to shrink even faster as compared to the larger ring. We
have seen and analysed the rapid shrinking explicitly in section 12.2 when we studied
the behaviour of single vortex rings. In the present scenario, the rapid shrinking of
the slipped-through vortex ring prohibits a second leapfrogging motion. At the time
the rear ring has slipped through the front ring, its velocity is already too high and
its radius too small to be sufficiently impacted by the new rear vortex ring. In other
words, the forces emerging from the flow field of the rear vortex, which slow down
the axial velocity of the front ring and increase its radius, are much weaker than
the Magnus force, arising due to the mutual friction between the vortex itself and
the fluid, pointing towards the centre of the ring, thus causing it to undergo rapid
shrinking. While Helmholtz could not account for details of the scenario at hand,
he nevertheless pointed out that leapfrogging does not occur if the vortex velocities
are too different which is essentially what happens here as well. In a system without
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dissipation, on the other hand, the vortices would leapfrog perpetually if the initial
configuration was chosen appropriately.

From the trajectories we can now also compute the velocities of the vortex rings.
We again split the velocity of each ring into its axial component and its radial
component, which accounts for growing and shrinking of the vortex ring. We display
them both as a function of time in figure 14.4. Unlike before in chapter 12, here
we plot —vp instead of |vg| in order to account for the growing of the front vortex
ring. Given this choice, positive values of the velocity displayed in the lower panel
of figure 14.4 therefore correspond to a shrinking motion of the vortex ring which is
consistent with our choice in the previous chapter, while negative values correspond
to a growing of the ring. Moreover, we use linear instead of log-log scales. The
colour coding is again the same as in the figures above. In addition, similarly to
figure 14.3, we also plot a vertical dashed black line to indicate the time at which
the rear ring slips through the front ring. From the velocities we gain yet another
perspective on the behaviour of the vortex rings. For the first leapfrogging motion
we find the velocities of the rear and front ring to behave nearly oppositely, just
like one would intuitively expect. As the axial velocity of the rear ring (ring 1, red)
increases, the axial velocity of the front ring (ring 2, blue) decreases, allowing for the
rear ring to slip through. In addition, at early times, prior to the slip-through, the
radial velocity of the front ring is positive, accounting for the growing radius of the
ring, while the radial velocity of the rear ring is negative and increases in magnitude,
i. e., the ring shrinks. Shortly before the rear ring slips through the front ring, the
modulus of the radial velocity of the rear ring (ring 1, red) decrease while the radial
velocity of the front ring is negative and increases in magnitude. Deviations of
the velocities from a perfectly phase-shifted behaviour during the first leapfrogging
motion, as seen in particular in the radial velocities, can again be attributed to
the strong dissipation of the holographic superfluid. If there was no dissipation,
the velocities along both the radial and axial direction would simply oscillate with
a phase difference of m between the two rings. In the velocity curves displayed in
figure 14.4 we can also clearly discern the onset of the second leapfrogging motion.
In particular, here the onset is far easier to detect than in the trajectories displayed
above in figure 14.3. Indeed, for the former rear ring (ring 1, red) we find the axial
velocity to decrease distinctly after it has slipped through the front ring before it
increases strongly due to the large dissipation. Hence, after the first leapfrogging
motion, it first decelerates as would be expected for a second slip-through with
reversed roles of the rings. However, the large dissipation causes the ring to quickly
accelerate again. The new rear ring (ring 2, blue), on the other hand, cannot make
up for the strong acceleration and a second leapfrogging motion is prevented.

As a final comment we note that, due to the dissipative nature of the superfluid,
it is crucial to prepare the initial vortex configuration such that the axial separa-
tion between the rings is much smaller than their radii. If the axial separation was
distinctly larger than the radii, the two rings would simply propagate in succession
and eventually disappear by shrinking to zero size. It is conceivable that a second
leapfrogging motion may occur and indeed complete if the initial radii of the vortex
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Figure 14.4: Axial (upper panel) and radial (lower panel) velocities of the leapfrog-
ging vortex rings as a function of time, on a linear scale. All quantities
are expressed in physical units. Note that we depict the negative of the
radial velocity. The negative values for ring 2 therefore correspond to
an increase of its radius, while positive values correspond to shrinking
radii, consistent with our choice of sign in chapter 12. The colour cod-
ing is the same as in figures 14.2i and 14.3. The vertical dashed black
line indicates the time at which the rear ring slips through the front
ring.
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rings are very large, in particular larger than the ones studied here, which implies
that their velocities are very small, and their initial axial separation is chosen ap-
propriately. We leave a systematic analysis of the dependence of the dynamics of
leapfrogging vortex rings on the initial condition for future work. We will, however,
comment further on the scenario of a possible second slip-through motion in section
14.1.3 when we study vortex rings of higher winding numbers.

14.1.2 Head-On Colliding Vortex Rings

In addition to the leapfrogging motion of two coaxial vortex rings, it is also inter-
esting to study two coaxial vortex rings in a head-on collision. For vortex rings
in classical liquids, such a scenario was also first discussed by Helmholtz in 1858
who describes the qualitative behaviour of the colliding vortex rings in the following
words? [284]:

“Haben die Wirbelfdden gleiche Radien, gleiche und entgegengesetzte Ro-
tationsgeschwindigkeiten, so werden sie sich einander ndhern, und sich
gegenseitig erweitern, so daf$ schliefSlich, wenn sie sich sehr nah gekom-
men sind, thre Bewegung gegen einander immer schwdcher wird, die Er-
weiterung dagegen mit wachsender Geschwindigkeit geschieht.”

— Hermann von Helmholtz, 1858

Adapted to quantised vortex rings in (non-dissipative) superfluids, Helmholtz’
qualitative description of the vortex-ring dynamics can be reformulated as follows.
If instead of equal-sign winding numbers, like for the leapfrogging motion studied
in the previous section, the vortex rings have opposite-sign winding numbers, the
rings approach each other. Due to their phase structures, they both experience an
increase in radius which causes their axial velocities to decrease. With increasing
proximity, their radial velocities increase even further while their axial velocities
decrease gradually.

Let us now study the head-on collision of two quantised plane circular vortex
rings in the holographic superfluid. We prepare two coaxial vortex rings of initial
radii R10 = R0 = 22 grid points and winding numbers w; = —wy = 1 with an
axial separation of 22 grid points. For simplicity we again align the rings such that
their symmetry axis is parallel to the x3-direction of the computational domain. We
imprint the rings onto the equilibrium superfluid solution such that their centres
are initially located at (z1,x2,x3)=(48,48,59) for the first vortex ring of winding
number w; = 1 and at (48,48,37) for the second vortex ring of winding number
wy = —1. Hence, the rings are symmetrically aligned around x3 = 48, which is
also where they eventually collide. In the first panel of figure 14.5i we illustrate the
vortex-ring configuration after At = 5 unit timesteps when the vortex solutions have

3Translated into English, the quote reads [348] “If they have equal radii and equal and opposite
angular velocities, they will approach each other and widen one another; so that finally, when
they are very near each other, their velocity of approach becomes smaller and smaller, and their
rate or widening fast and faster.”.
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fully built up their density profile. Here, we again plot isosurfaces of the condensate
density n(x) with a defining value of n/ng = 0.12. However, unlike before for the
leapfrogging vortex rings we plot here the isosurfaces corresponding to both rings
in the same colour. The reason is that at later times, when the rings collide and
their density depletions merge and eventually annihilate, a distinction between them
in terms of isosurfaces of the condensate density is no longer possible. Before we
discuss the time evolution of the rings, let us briefly comment on the chosen initial
condition. Evidently, our choice is only one of many that allows for an investigation
of the characteristic behaviour of two colliding vortex rings. However, there are
indeed certain requirements that have to be satisfied, in particular with regard to
the ratio of the two initial radii of the rings, which has to be close to unity, as well as
the ratios of the radii to the initial axial separation, which should not be distinctly
larger than unity. We will comment further on this as we go along in this section.

In figure 14.5i we show snapshots of the vortex-ring configurations at eight char-
acteristic times of the head-on collision. In all images, we again plot isosurfaces of
the condensate density for the same defining value of n/ng = 0.12. After the vortex
rings have been initialised, they quickly approach each other and significantly grow
in radius. Interestingly, the increase of the radii sets in as soon as the system is
propagated in time. Hence, the radial force acting on each vortex ring induced by
the phase configuration of the respective other vortex ring, which causes its radius
to increase, is larger than the force originating from the mutual friction between
the vortex ring itself with the superfluid, which points along the opposite direction
and induces a shrinking. A more thorough investigation of various different initial
separations shows that a growth of the vortex rings sets in once their axial separa-
tion is of the same order of magnitude as their radii. This also implies that if the
initial separation is too large, it may happen that the rings have already shrunk
to zero size and thus disappeared before they even come into contact. Thus, the
ratio of the axial separation to the radius of the vortex rings is a crucial aspect that
has to be taken into account in the preparation of the vortex rings in the initial
condition. Shortly before the vortex rings annihilate, their density depletions begin
to overlap and merge, cf. panels (e)—(f). During that stage, the increase of their
radii is strongest and the isosurfaces in figure 14.5i can no longer resolve the two
rings separately. Shortly thereafter, the two rings mutually annihilate each other,
sending out an azimuthally symmetric rarefaction pulse within their collision plane,
i. €., the (z1,x2)-plane at fixed x3 = 48, cf. panels (g)—(h).

Like for the leapfrogging vortex rings, we gain much insight into the vortex-ring
dynamics by studying the superfluid density modulation n(x) on a two-dimensional
plane vertically intersecting the vortex planes through the centres of the vortex rings.
Without loss of generality and just like we have done so far, we take the intersection
to agree with the two-dimensional (z1,x3)-plane at fixed 9 = 48. For the same
characteristic times as in figure 14.5i for the isosurface snapshots, we illustrate the
density modulation on the two-dimensional plane in figure 14.5ii. On the plane, the
vortex rings reduce to two vortex dipoles with anti-parallel dipole vectors along the
x1-direction. As the dipoles approach each other, their sizes gradually increase until
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(ii) Snapshots of the normalised superfluid-condensate density n(x)/no on the two-
dimensional plane through the centres of the rings at fixed x5 = 48.

Figure 14.5: Snapshots of the superfluid-condensate density n(x) (isosurfaces in the
upper panel and modulation on a cross section intersecting the centres
of the rings in the lower panel) illustrating the time evolution of two
head-on colliding vortex rings of winding numbers w; = —we = 1. In
the initial configuration the rings have a radius of Ry = 22 and an axial
separation of 22 grid points. The snapshots in both panels are taken at
times (a) t =5, (b) t =19, (¢) t =38, (d) t = 44, (e) t =47, (f) t = 50,
(g9) t =52, and (h) t = 53.
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the respective vortex—anti-vortex pairs on the left and right eventually annihilate
and send out a rarefaction pulse. The two-dimensional view of the vortex dynamics
in figure 14.5ii allows for a very intuitive explanation of the observed behaviour
of the rings. For the sake of the following argument, let us briefly disregard the
constraints on the induced vortices in the two-dimensional plane imposed by the
topology of the vortex rings. Thus, we discuss the dynamics in figure 14.5ii as
if it was a purely two-dimensional configuration in which case the behaviour of the
vortices is straightforward to understand. Namely, once the axial separation between
the horizontal dipoles drops below the dipole sizes (which agree by symmetry), the
respective, vertically separated, vortex—anti-vortex pairs on the left and right form
stronger bound pairs. Hence, their mutual attraction (induced by Magnus forces
due to dissipation) is larger than that of the horizontal pairs which causes them
to approach each other and drift outwards. In particular, the approach proceeds
faster than it would be if the velocity was determined only by the separation of
the horizontal vortex—anti-vortex pairs (cf. below). The behaviour of the vertical
vortex—anti-vortex pairs is, to some extent, similar to what we have studied in Part
I for isolated dipoles, cf. figure 6.2. Evidently, the outward drifting of the respective
pairs on the left and right results in an increase of the horizontal separation between
the former vortex—anti-vortex pairs at the top and bottom. This is precisely what
we observe in figure 14.5ii. Taking into account the three-dimensional setting again,
the outlined interpretation can only be applied with due caution as the horizontal
vortex dipoles are strongly constraint in their behaviour by the topology of the rings.
However, despite these constraints, also for the vortex rings one can interpret the
behaviour in terms of the emergence of a force between every two opposite points
of the respective rings along their axial directions, causing them to behave just like
vortex dipoles in two dimensions and drift outwards. Qualitatively, this explains the
observed behaviour of the two colliding rings in figure 14.5i.

The qualitative behaviour of smoothly merging density depletions and widening
vortex rings agrees with Helmholtz’ prediction discussed above. Similar behaviour
has also been observed experimentally for colliding vortex rings in classical liquids
[463, 464] and for vortex rings colliding with a wall [465]. For an incomplete list of
further works regarding various different types of classical liquids and characteristics
of vortex cores, see e. g. [464, 466, 467]. The head-on collision of quantised vortex
rings was first studied within the GP model in [468]. In that work the authors find
qualitatively similar behaviour to what we have discussed in the previous paragraphs.
Moreover, in a more recent work, such an investigation of colliding vortex rings
described by the GPE was revisited and, among other investigations of vortex-ring
interactions, also extended to non-central collisions of plane circular vortex rings
[398]. With regard to the qualitative behaviour of the vortex rings in a head-on
collision the results of [398] are also similar to our findings.

We now analyse the collision of the colliding vortex rings in the holographic su-
perfluid also on a quantitative level. We proceed just as for the leapfrogging vortex
rings in the previous subsection 14.1.1 and extract the trajectories of the vortex rings
and subsequently calculate their velocities. We again employ only the NR tracking
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Figure 14.6: Trajectories of the head-on colliding vortex rings on the two-dimensional
(z1,x3)-plane at fixed x9 = 48 intersecting the centres of the rings (cf.
figure 14.5ii). To aid the identification, we have introduced a colour
coding for the two rings. The trajectories start once the rings have
fully developed their density profile at time ¢ = 5. Throughout their
evolution, the rings are tracked fifty times per unit timesteps.

routine to locate the vortices. To increase the time resolution of the trajectories, we
locate the vortices fifty times per unit timestep throughout their entire evolution.
We show the resulting trajectories of the induced vortices in the transverse plane in
figure 14.6. To aid the identification of the vortex rings, we display the trajectories
of the two rings in red and blue, respectively. We stress that here, unlike for the
isosurfaces in figure 14.5, a clear distinction between the rings is possible since we
only track their zeros and the NR method is not affected by the deformed and over-
lapping density depletions. The trajectories nicely illustrate the significant increase
in radii the rings undergo as they approach each other. At very late times, the be-
haviour of the annihilating vertically separated vortex—anti-vortex pairs on the left
and right strongly resembles the behaviour of vortices in the two-dimensional super-
fluid studied in Part I, ¢f. figure 8.1. In addition, the trajectories on the left and on
the right of the annihilating vertical vortex—anti-vortex pairs also each resemble the
trajectories of a single shrinking vortex ring studied in section 12.2, cf. figure 12.9.
These findings corroborate our qualitative explanations that opposite points of the
two vortex rings behave pairwise just like annihilating vortex—anti-vortex dipoles.
From the trajectories it is again straightforward to derive the velocities of the
vortex rings by employing finite-difference methods, cf. appendix A.5. Due to the
symmetry of the configuration, the radial velocities of the vortex rings are symmetric.
Likewise, the axial velocities agree in modulus but are opposite in sign. We present
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Figure 14.7: Axial (left panel) and radial (right panel) velocities of the head-on col-
liding vortex rings as a function of time, on linear scales. Due to the
mirror symmetry of the configuration, the respective velocities are the
same for both vortex rings, except for a relative sign in the axial ve-
locity. We therefore show only the absolute value of the axial velocities
of the rings. Both velocity components, the radial and axial, increase
monotonously throughout the evolution. All quantities are expressed
in physical units.

both velocity components as a function of time in figure 14.7. Note that unlike in
before, here we plot vg and not its negative or its modulus. For conciseness, we only
show the modulus of the axial velocities of the rings and henceforth always refer to
the modulus as the axial velocity. However, we keep in mind that for one of the
rings the axial velocity is in fact negative. As expected, and in agreement with our
discussion above, we find the radial velocity to increase strongly as the vortex rings
approach each other. For the axial velocity we also find a gradual increase as the
axial separation between the rings decreases. In particular during the final stages of
the evolution, the axial velocity increases very strongly and is distinctly larger than
the radial velocity.

A priori, the observed behaviour of the axial velocity is unexpected. Indeed, the
axial velocity of the vortex rings increases despite the increase of the rings’ radii.
Intuitively, one would rather expect the axial velocity to decrease, just like Helmholtz
predicted [284] and as we have argued for the scenario of a single ring in chapter 12.
There is, however, a plausible explanation for the behaviour, based on the strong
dissipation of the holographic superfluid. Namely, as we have argued above, due to
mutual friction between the rings and the fluid a Magnus force acting on both vortex
rings, pointing along their respective axial directions, emerges. It is conceivable that
due to the strong dissipation of the superfluid, the increase in the axial velocity of
the rings, induced by this force, is larger than the decrease one would expect due to
the growing radii of the rings and thus the smaller self-induced velocities. Hence, in
light of the strong dissipation, the behaviour of the vortex rings does not contradict

255



14 Interactions of Vortex Rings

Helmholtz” work. However, it requires the inclusion of an additional mechanism.
We point out that this is only an intuitive interpretation of the observed behaviour
and we have not explicitly evaluated the forces and traced back their origin.

Before we conclude the present subsection, we refer back to our previous discussion
concerning the initial configuration of the vortices. In particular, it is also interesting
to study the head-on collision of vortex rings with different initial radii. In this
scenario, we find the behaviour of the rings to depend crucially on the ratio of their
radii. For the following brief discussion, we assume the initial axial separation to
always be of the order of the radius of the larger ring. For ratios of the radii close
to unity, the behaviour of the rings is essentially the same as outlined above, 1. e.,
they mutually annihilate. The mutual annihilation implies that the sizes of the rings
adjust to one another as they grow. An important difference to the scenario studied
above is that for non-equal-size vortex rings, their centre-of-mass position is not
static. If the ratio of the radii is much larger (or smaller) than unity, on the other
hand, the radii of the rings no longer adjust to one another to allow for a mutual
annihilation. Instead, the smaller ring typically shrinks to zero size even before the
rings come close to one another. If their initial axial separation is distinctly smaller
and of the order of the radius of the smaller ring, by contrast, the rings come closer
and the smaller one shrinks and disappears as it tries to go through the larger ring.

As compared to head-on colliding vortex rings in classical liquids, there is one
feature that we did not find in our simulations described above. In [466] (see also
[469] for a follow-up work) the authors collide two vortex rings in water and find
that shortly before they collide, the rings form instabilities which eventually has
the consequence that they reconnect to a number of much smaller vortex rings. The
reason is that due to the growth in diameter, the vortex rings become unstable which
manifests itself in the form of wave-like excitations on the rings. Consequently, not
all points along the vortex rings annihilate simultaneously. Instead, on several points
along the cores they reconnect and form new, distinctly smaller rings. For initially
plane circular vortex rings, as studied above, we cannot find this phenomenon in our
simulations. Moreover, due to the intrinsic stability of the vortex rings imposed by
their quantised phase windings, we also do not expect initially plane circular vortex
rings to form such instabilities as they approach each other. We note that also in
[468] the authors do not report any such feature for initially plane circular vortex
rings in the GP model.

However, in general, also the cores of quantised vortex rings can be excited by
wavy excitations. In fact, such excitations are known as Kelvin waves, and we
discuss them in more detail in section 14.3 below. While these excitations do not
build up dynamically as two initially plane circular vortex rings approach each other,
they do typically emerge during the dynamics of large vortex ensembles such as we
have studied them in the previous chapter. Moreover, vortex rings perturbed by
Kelvin waves can also be directly imprinted in the initial condition of the holographic
superfluid (cf. section 14.3 for details). If two such vortex rings collide, we expect
to find essentially the same behaviour as for the colliding vortex rings in classical
liquids. Namely, not all points along the cores simply annihilate simultaneously, but
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14.1 Leapfrogging and Head-On Colliding Vortex Rings

instead the rings reconnect at several points to form a number of smaller vortex
rings. We point out that also in [466, 469] the wavy excitations along the cores
are in fact Kelvin waves. Hence, it appears very likely that one could ‘recreate’ the
scattering scenario of classical vortex rings also for quantised vortex rings in the
holographic superfluid. It would therefore be very interesting to investigate head-on
collisions also for vortex rings carrying Kelvin waves. We leave this for future work.

14.1.3 Non-Elementary Vortex Rings

In our discussion of the vortex-ring solutions in chapter 12 we have argued that non-
elementary vortex rings, i. e., rings of winding numbers |w| > 1, are unstable against
decay into elementary vortex rings of winding numbers |w| = 1. However, in our
preceding investigations we have deferred a thorough discussion of this matter and
focused solely on elementary vortex excitations. In this final subsection of section
14.1, we now want to study the dynamics of vortex rings of higher winding numbers.
To be specific, we investigate how single vortex rings of winding numbers w = 2 and
w = 3 behave.

To prepare the respective initial configurations, we proceed just as outlined in
section 12.2 and multiply the corresponding winding structure (12.3) of the vortex
ring of winding number w into the equilibrium solution of the superfluid. Upon
propagating the system in time, the vortex solution then builds up dynamically. In
particular, we again refrain from setting the bulk scalar field ® to zero at the respec-
tive positions of the ring along the holographic z-direction. The larger the modulus
of the winding number, the longer the build-up takes. The initial configurations we
study consist of one vortex ring of radius Ry = 22 grid points each. We again align
the ring such that its symmetry axis is oriented in parallel to the xs-direction of
the grid and put its centre at (48,48,77). For our simulations we again employ a
chemical potential of ;4 = 5 for the superfluid and solve the equations of motion on
a grid of 963 points along the (z1, x2, x3)-directions.

We illustrate the time evolution of the vortex rings of winding numbers w = 2
and w = 3 in eight characteristic snapshots in figures 14.8 and 14.9, respectively.
In figures 14.8i and 14.9i we plot isosurfaces of the respective condensate density
n(x) with a defining value of n/ng = 0.12. In figure 14.8ii and 14.9ii, on the other
hand, we display the respective condensate-density modulation for the same times
in a cross section of the ring, here corresponding to the fixed xo = 48 slice. For both
vortex rings, the snapshots displayed in the respective panels (a) are taken at time
t = 5. A direct comparison of figures 14.8 and 14.9 shows that the width of the
density depletion around the core of a vortex ring increases with increasing winding
number. However, upon closer inspection, one finds that as soon as the systems are
propagated in time, the higher-wound vortex rings decay into |w| elementary rings?.
By bare eye, this is neither discernible in panel (a) of figures 14.8i and 14.9i nor in
the respective panels of figures 14.8ii and 14.9ii. Remarkably, we find that once the

4Also in the two-dimensional superfluid studied in Part I one finds that higher-wound vortices
decay into elementary vortices as soon as the system is propagated in time.
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(i) Snapshots of isosurfaces of the superfluid-condensate density n(x) for a defining value of
n/ng = 0.12.

1.0

0.8

(c) (d)

{06 =
= 7
8 (9) (h) g
~ -
o 104 g
= 2
O El
3
0.2 ~

0 40 80 0 10 80 0.0

Grid position 1

(ii) Snapshots of the normalised superfluid-condensate density n(xz)/ng on the two-
dimensional plane intersecting the centres of the rings at fixed x5 = 48.

Figure 14.8: Snapshots of the superfluid-condensate density n(x) (isosurfaces in the
upper panel and modulation on a cross sections in the lower panel) illus-
trating the time evolution of the initial vortex ring of winding number

= 2 and radius Ry = 22. The ring quickly decays into two ele-
mentary rings which subsequently perform a leapfrogging motion. The
snapshots in both panels are taken at times (a) t = 5, (b) t = 20,
(c)t =30, (d)t =45, (e)t =54, (f) t =68, (g) t =75, and (h) t = 85.
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(ii) Snapshots of the normalised superfluid-condensate density n(x)/ng on the two-
dimensional plane intersecting the centres of the rings at fixed x5 = 48.

Figure 14.9: Snapshots of the superfluid-condensate density n(x) (isosurfaces in the
upper panel and modulation on a cross sections in the lower panel) illus-
trating the time evolution of the initial vortex ring of winding number
w = 3 and radius Ry = 22. The ring quickly decays into three ele-
mentary rings which subsequently perform a leapfrogging motion. The
snapshots in both panels are taken at times (a) t = 5, (b) t = 14,
(c)t=31,(d)t=43, (e)t =49, (f) t =53, (¢g) t =58, and (h) t = 73.
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initially doubly- as well as triply-wound rings have decayed, the elementary rings do
not simply fly apart but instead begin to leapfrog. In the following we analyse the
leapfrogging behaviour in detail, separately for the w = 2 and for the w = 3 vortex
ring. We track the vortices on the two-dimensional zs-slice vertically intersecting
the respective vortex planes through their centres. We note that throughout the
evolution, the rings pertain their plane circular shape which justifies our use of
the two-dimensional tracking routine. For both initial vortex rings, we track the
elementary vortices on the two-dimensional plane for all times later than t = 5 at
every unit timestep. We display the resulting trajectories for both initial vortex
rings in figure 14.10.

We begin our quantitative analysis of the dynamics for the initial vortex ring
of winding number w = 2. The snapshots in figure 14.8 are taken at times t =
5,20, 30,54,68,75, and 85. Here, the decay of the initial vortex ring into two el-
ementary rings is clearly discernible in the bifurcation of the zeros in panel (b) of
figure 14.8ii. At this time, the vortices have already begun their first leapfrogging
motion. We see the following slip-through motion of the rear ring through the front
ring in panels (b)—(d). Notably, the slip-through is also discernible in the isosurfaces
in the respective panels of figure 14.8i. A short time thereafter at ¢ = 45 (panel (d)),
the rings have separated far enough such that they are also individually resolved by
the isosurfaces of n(x). Up to this point in the evolution, we find the qualitative
behaviour of the vortex rings to be very similar to the behaviour of the leapfrogging
vortex rings that we have studied in subsection 14.1.1. In particular, also the tra-
jectories, displayed in the upper panel of figure 14.10, have a strong resemblance to
those shown in figure 14.3. To aid the identification of the two rings, we again use
different colours to denote their trajectories.

Shortly after the first leapfrogging motion has completed, a second one sets in, cf.
panels (e)—(f). After the first slip-through, both vortex rings have already signifi-
cantly shrunk and therefore picked up large velocities. In fact, it turns out that the
vortex-ring configuration after the first leapfrogging motion, characterised by the
radii, velocities and the axial separation of the rings, does not allow for the comple-
tion of a second leapfrogging motion. What happens instead is that as the rear ring
is about to go through the front ring, the density depletions of both rings merge,
causing their radii to adjust to an equal size (cf. panel (g)), before eventually one of
the rings disappears. The other ring remains in the system and still has a finite size
(¢f. panel (h)). Due to the merging of the density depletions we cannot unequiv-
ocally identify the rings during this process. In particular, even by employing the
NR tracking routine, we cannot unambiguously locate the vortex rings. The reason
for this is twofold. First, the respective density depletions of all four vortices on
the transverse plane intersecting the centres of the vortex rings deform and overlap
severely, and eventually two of these zeros merge to one large continuum, stretching
over several grid points (with the field Fourier interpolated at inter-mesh points), cf.
panel (g). Given this configuration, we find that the approximate locations of the
vortices, determined by locating their phase windings to plaquette precision, are not
sufficient to ensure proper convergence of the NR algorithm. In particular, we find
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Figure 14.10: Trajectories of the elementary vortex rings the initially doubly-wound
(upper panel) and triply-wound (lower panel) vortex ring decays into,
on the two-dimensional (z1, z3)-plane through the centres of the rings.
To aid the identification of the vortex rings, we introduce a colour
coding. We track the vortices at every unit timestep, beginning at time
t = 5 in both systems. In both panels, the dashed black line indicates
the x3-location of the respective successful slip-through motion. In the
lower panel, the rear ring slips through the centre ring at this point.
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that the Fourier interpolation of the order-parameter field at inter-mesh positions,
in the vicinity of the zeros, appears to have large uncertainties and can in fact not
fully resolve the structure in the condensate density. Hence, at this stage of the evo-
lution, the trajectories shown figure 14.10 have large uncertainties. What appears
to happen is that the formation of the continuum of zeros causes the phase-winding
structure of the front vortex ring to disappear while the size of the rear ring in-
creases. We point out that this behaviour of the vortex rings is not in violation with
our previous findings in section 14.1 regarding the leapfrogging motion of two plane
circular vortex rings as there are several distinct differences between the two vortex-
ring configurations, which we deem responsible for the different behaviour. The key
difference between the two scenarios is that, here, at the onset of the leapfrogging
motion, the sizes of the rings are so small that the density depletions of the rear are
already deformed. Moreover, the rings have distinctly larger velocities (due to the
smaller radii), and their axial separation is very small. Before the rings even come
into contact, the inward-pointing radial force on the front ring, caused by the large
dissipation, at the onset of the leapfrogging process is already much larger than the
outward pointing force induced by the phase structure of the rear vortex. Hence,
the front ring continues to shrink. Simultaneously, the force acting on the rear ring
induced by the phase structure of the front ring amplifies the force arising from the
mutual friction between the vortex and the superfluid, causing the ring to shrink
even faster. This implies that, as the rear ring approaches the front ring and is
about to slip through it, both vortex rings are rapidly shrinking. This was not the
case for the leapfrogging vortex rings in section 14.1 (c¢f. figure 14.4). It appears as
if during the slip-through the front ring accelerates vastly along its radial direction
and annihilates itself. The rear ring, on the other hand, survives and its radius
increases strongly, as is discernible in the trajectories in figure 14.10. Moreover, the
increase in radius can also be inferred from a comparison of the ring sizes in panels
(f) and (g) of figure 14.8i and 14.8ii. We point out that the reason the increase in
radius appears to be discontinuous in 14.10 is the time resolution employed in the
analysis. We have explicitly checked this by analysing the vortex configuration more
frequently than at every unit timestep. However, in figure 14.10 we show the trajec-
tories only at unit timesteps. Eventually, once only one ring remains, it gradually
shrinks and eventually disappears, cf. panel (h).

We now proceed to the triply-wound vortex ring. The snapshots in figure 14.9 are
taken at times t = 5,14, 31,43,49,53,58 and 73. To wit, here the three elementary
rings fly apart much faster than the two rings of the initially doubly-wound vortex, cf.
panels (a)—(c). This behaviour can be attributed to the distinctly larger repelling
forces of three like-sign vortex rings as compared to two rings. Once the rings
have significantly flown apart, the first leapfrogging motion sets in, cf. panel (d).
Naturally, in such a process all three rings are involved and the dynamics is therefore
much more complicated than for two rings. At first, the centre ring (ring 2, blue)
catches up with the front ring (ring 3, green) and tries to go through it. However,
what appears to happen is similar to what we have found above for the second
leapfrogging motion of the two elementary vortex rings in figure 14.8. Namely,
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as the centre ring is about to slip through the front ring, the two rings merge.
During this process, a continuum of zeros in the condensate density forms, leading
to the annihilation of the front ring, while the centre ring survives, cf. panels (e)
of figure 14.9. This process is also discernible in the trajectories displayed in the
lower panel of figure 14.10, which, however, are plagued by large uncertainties in
this regime. In particular, the motion of both, the centre as well as the front ring,
are very similar to what we have seen for the two elementary rings in the upper
panel of figure 14.10. As before, here we also cannot unambiguously assign the
zeros in the condensate density to the respective rings which renders an unequivocal
identification impossible. Nonetheless, we note that it appears as if the front ring
shrinks to zero size and the centre ring survives, while rapidly changing its radius.
Again, the apparent discontinuity in the trajectories can be remedied by tracking the
rings more frequently than at every unit timestep. As for the two rings, however,
we show the trajectories only at unit timesteps. Shortly after the front ring has
disappeared, the rear ring (ring 1, red) catches up with the new front ring (ring 2,
blue) and slips through it, c¢f. panels (f)—(g). This leapfrogging motion gets fully
completed. Subsequently, the rings do not perform another leapfrogging motion but
instead simply shrink to zero size and disappear (panels (g)—(h)).

As a final comment of this section, we not that the leapfrogging motion of three
vortex rings was first studied by J. C. Maxwell, who wrote about it in a letter to
W. Thomson (later Lord Kelvin) [470]. Since then, the dynamical behaviour of
three vortex rings in classical liquids has been intensively studied, theoretically as
well as experimentally in, e. g., [459, 471]. Likewise, also for quantised vortex rings,
the leapfrogging motion of three rings has drawn much attention and has been
investigated analytically as well as in numerical simulations, see e. g. [457, 472].

14.2 Scattering Vortex Rings

In the previous section 14.1, we have studied a head-on collision of two plane circular
vortex rings with opposite topological charges, i. e., different-sign winding numbers.
We have found that, as the rings approach each other, their radii increase contin-
uously until the two rings eventually mutually annihilate. Once the corresponding
phase structures of the vortex rings have disappeared, the rings leave behind an
azimuthally symmetric expanding rarefaction pulse. Qualitatively, the behaviour of
the rarefaction pulse is very similar to the analogous wave created in the shrink-
ing of a single vortex ring or the annihilation of a vortex—anti-vortex pair in the
two-dimensional fluid. Namely, the wave quickly picks up velocity and its depth
decreases until it eventually decays into sound excitations of the fluid. However,
while head-on collisions, in particular of plane circular rings, are very interesting
and reveal much about the dynamics of vortex rings, they are rather unlikely to
occur as part of the dynamics of dense vortex tangles such as we have studied them
in chapter 13. Instead, in those configurations, one rather finds scattering events
where the scattering vortex rings have a finite impact parameter or are tilted relative
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Figure 14.11: Illustration of two scattering vortex rings. In the initial configuration,
both rings have a radius of Ry = 14, an axial separation of 14 grid
points and are offset by the finite impact parameter b (illustrated by
the two large rings). In the post-scattering state, two rings (the two
small rings) fly away from the interaction region under a finite angle 0
relative to the axial (or longitudinal) direction. The shown rings cor-
respond to isosurfaces of the condensate density n(x) (with a defining
value of n/ng = 0.23).

to the vortex plane of the respective other ring. In this section, we are interested in
studying the former situation. Our goal is to understand the dynamics of scattering
vortex rings, in particular how the dynamics changes as a function of their impact
parameter. The vortex-ring configuration we have in mind and want to study in
this section consists of two vortex rings, approaching each other along their shared
longitudinal (axial) direction with a finite transverse offset given by the non-zero
impact parameter b. We prepare the two rings of winding numbers w; = —wy =1
and radii R1p = Reo = Ro = 14 grid points in the initial configuration. We
imprint the rings such that their axial directions are aligned in parallel to the x3-
axis of the numerical grid and put their centre positions at (48 — b/2,48,55) and
(21,2, 3)=(48 + b/2,48,41) for the vortex ring of winding number w; = 1 and
wo = —1, respectively. Hence, we choose the rings to be offset by b grid points along
the x1-direction.

We find that for a finite impact parameter, the vortex rings tilt within the (z1, z3)-
plane before they reconnect and create new vortex rings which eventually fly away
from the interaction region under an angle 8 relative to the longitudinal direction.
Henceforth, we will for obvious reasons refer to the (x1,x3)-plane as the reaction
plane. In figure 14.11 we schematically illustrate the scattering scenario, with scat-
tering angle  and impact parameter b. To give an example, an angle of 7/2 corre-
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sponds to the limiting scenario of a head-on collision in which case it is the rarefac-
tion pulse which propagates away in a 90 degree angle relative to the longitudinal
direction (i. e., the x3-axis) of the collision. We stress that for the chosen initial
configuration of the vortex rings, the scattering takes place solely within the reac-
tion plane vertically intersecting the vortex planes through the centres of the rings
at fixed zo = 48, including the directions of the outgoing vortex rings. This fea-
ture of the dynamics simplifies our analysis significantly as it allows us to infer the
scattering angle from the behaviour of the induced vortices on the two-dimensional
reaction plane. We note that the rings displayed in figure 14.11 are actual solutions
of vortex rings in the holographic superfluid and correspond to isosurfaces of the
condensate density n(x). For a better visualisation, we only show half of the rings.

Our goal for this section is to study the scattering of the two rings as a function of
their impact parameter. In particular, we analyse the functional dependence of the
scattering angle on the impact parameter b within the interval b/Ry € [0, 3]. Here,
b/ Ry = 0 corresponds to a head-on collision. In practice, we scan through the values
of b/ Ry in increments of A(b/Ry) = 0.2, except in the vicinity of points where we
find the functional dependence to change, in which case we employ A(b/Ry) = 0.1
in order to obtain a higher resolution. To extract the scattering angle from the
reconnected vortex rings, we again employ the two-dimensional NR method to locate
the induced vortices on the (x1,x3)-plane. From the asymptotic positions of the
scattered vortex rings, i.e., the positions shortly before the rings shrink to zero
size and disappear, we then infer #. In practice, we extract the scattering angle
from the configuration of the vortex rings at one unit timestep before they shrink
to zero size and their respective phase-winding structures disappear. We estimate
the uncertainty of the scattering angle 6 to be of the order of A9 = +0.02. This
uncertainty originates from the uncertainty in the tracking procedure used to locate
the rings as well as by comparing the results for the two vortex rings flying away
from the interaction region.

In figure 14.12 we display our results for the scattering angle 6 as a function of
the normalised impact parameter b/ Ry. We find that the dynamics of the scattering
vortex rings can be split into three regimes. In figure 14.12 we mark the transition
points between these regimes by the vertical dotted black lines. We note, however,
that despite marking distinct points, the transitions are continuous processes which
proceed over a short but finite interval of impact parameters. In the following we
discuss the qualitative behaviour of the vortex rings as well as the functional depen-
dence of the scattering angle on the impact parameter in all three regimes. In figure
14.13 we show six characteristic snapshots of the time evolution of the scattering
vortex rings for one exemplary impact parameter of each of the three regimes. The
characteristic times the snapshots are taken at are chosen to best illustrate the de-
tails of the respective vortex-ring dynamics. Naturally, the times therefore differ for
the respective values of the impact parameters, including in particular the time of
the first snapshot. In order to fully capture the dynamics, we choose to show some
snapshots even before the vortex rings have fully developed their density profile,
which they have after the first five unit timesteps.
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Figure 14.12: Scattering angle 8 of the vortex rings as a function of the normalised
impact parameter b/Ry, where Ry denotes the initial radius of the
rings. We find three qualitatively and quantitatively different scatter-
ing scenarios, separated by the dotted vertical black lines. The dotted
horizontal black line depicts a scattering angle of zero. In the first and
second scenario, the scattering angle decreases approximately linearly
with b/Ry as illustrated by the dashed red lines (deliberately shifted
below the data points).

The first regime comprises all impact parameters in the interval b/Ry € [0, 0.6].
Here, we include the head-on collision in light of our findings regarding the depen-
dence of the scattering angle on b/ Ry, displayed in figure 14.12. Nevertheless, we
point out that the qualitative behaviour of the head-on collision is not exactly the
same as for the scattering events with a finite impact parameter in this regime.
We comment on the differences, but also on the commonalities, as we go along.
For an exemplary non-zero impact parameter in the considered interval, given by
b/ Ry = 0.4, we show eight characteristic snapshots of the scattering process in figure
14.13i. We again plot isosurfaces of n(x) with a defining value of n/ng = 0.12. The
snapshots illustrate the qualitative behaviour of the rings for all impact parameters
in the interval, except for the head-on collision. The images in figure 14.13i show
that the rings tilt within the reaction plane as they approach each other, cf. panels
(a)—(¢). The behaviour of each individual ring is again induced by the phase struc-
ture of the respective other ring. As a side remark, we note that in order to aid the
visualisation, the camera view used to take the snapshots is slightly tilted relative to
the reaction plane, which should not be confused with a motion of the rings out of
the reaction plane. As the rings tilt, their radii grow in size, just like we have found
for the head-on collision. Interestingly, the tilting causes the rings to experience
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(ii) Second scenario (b/Rg = 1.4). The snapshots are taken at times (a) t = 3, (b) t = 10,
()t =18, (d)t =21, (e) t =24, (f) t =25, (g9) t =31, and (h) t = 52.
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(iii) Third scenario (b/Rp = 2.0). The snapshots are taken at times (a) t = 4, (b) t = 13,
(¢)t =20, (d)t=24, (e) t =27, (f)t =37, (9) t = 48, and (h) t = 57.

Figure 14.13: Snapshots of isosurfaces of the condensate density n(x) (defining value
n/ng = 0.12) showing the characteristic stages of the time evolution of
scattering vortex rings for three different impact parameters b/ Ry =
0.4 (panel (7)), b/Ry = 1.4 (panel (ii)), and b/Ry = 2.0 (panel (iit)),
representing the three scattering regimes. 267
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deviations from their plane circular shape. As panels (¢) and (d) illustrate, the two
halves of each ring, to the left and right of the contact axis of the two rings (parallel
to the zo-axis), bend in the direction opposite to the respective other ring. Due to
the bending, the rings do not simply annihilate at all point simultaneously as was the
case for the head-on collision, but instead reconnect at the two points that come into
contact first, cf. panels (d)—(f). This results in the formation of two new, strongly
deformed, vortex rings which have folded arc-shaped cores, cf. panel (d)—(e). Due to
the strong bending of these rings, they do not unfold with proceeding time. Instead,
they remain folded and gradually shrink due to the annihilation of points on the
upper half with opposite points on the lower half of each of the arc-shaped cores,
cf. panels (d)—(g). Hence, loosely speaking, for each ring the respective upper half
annihilates the lower half (as part of a continuous process). Since the two upper
halves and the two lower halves of the new rings originate from the former upper
ring and the former lower ring in the initial configuration, respectively, each point
of a former ring therefore annihilates with another point of the respective other
ring. This is a feature the scattering vortex rings have in common with the head-on
colliding vortex rings studied in the previous chapter. A difference between the two
scenarios, however, is that, unlike in the head-on collision, here, not all points of
the cores annihilate simultaneously but instead successively. During the annihila-
tion process of the two vortex rings studied here, they create rarefaction pulses, cf.
panels (¢g) and (h), which, however, are not axisymmetric as in the head-on colli-
sion. Instead they are (asymptotically) restricted to the reaction plane in which the
scattering takes place. The broken axial symmetry is an important difference to the
head-on collision. Within the first scattering regime, we find the scattering angle to
depend approximately linearly on the impact parameter, cf. figure 14.12, following
the functional dependence

6~ —1.67— +1.57. (14.1)
Ry

The second regime comprises all impact parameters in the interval b/ Ry € (0.6, 1.8].
In figure 14.13ii we illustrate eight characteristic snapshots of the scattering process
for one exemplary impact parameter of this regime, given by b/Ry = 1.4. Before
the rings come into contact, the behaviour is qualitatively the same as in the first
regime discussed above. Namely, the rings grow in size and tilt within the reaction
plane (the (z1,x3)-plane) as they approach each other. In the second regime, how-
ever, the bending of the respective halves of the vortex rings is much stronger, cf.
panels (a)—(c). With proceeding time, the two rings reconnect at the two points
that are closest to one another (panels (d) and (e)). Let us stress that despite the
appearance in the figure, at every time during the scattering process, there are only
two rings present. The reason panels (a)—(c) suggest the existence of three rings is
only because the superfluid density between the rings is too small to be resolved
by the isosurfaces. Due to the strong bending of the two halves of each vortex ring
in the direction opposite to the vortex plane of the other ring, opposite points of
these rings do not simply annihilate as in the first regime. Instead, the two rings,
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14.2 Scattering Vortex Rings

which are highly excited by quadrupole oscillations, unfold and fly apart, cf. panels
(f)—(g). With proceeding time, the excitations damp out and the rings gain a plane
circular shape, cf. panel (h). Eventually, the rings shrink to zero size and leave
behind rarefaction pulses. These waves are again not azimuthally symmetric but
instead concentrated in the reaction plane. We find the scattering angle to depend
approximately linearly on the impact parameter,

0 ~ —0.55i +0.94, (14.2)
Ry
with a different slope and offset than in the first regime, cf. figure 14.12. It is inter-
esting to note that for large impact parameters the scattering angle turns negative
without changing the qualitative behaviour of the rings or the functional dependence
of the scattering angle. This is also nicely visible in figure 14.12.

The third regime comprises all impact parameters b/ Ry > 1.8. In this regime, the
two vortex rings do not reconnect as in the previous two regimes but instead only
interact in a fly-by manoeuvre. For an exemplary impact parameter of b/ Ry = 2.0,
we illustrate the time evolution of the rings in eight characteristic snapshots in figure
14.13iii. Due to the phase structure of each ring, the respective other ring is again
slightly tilted and excited by small oscillations of the vortex core. However, the large
transverse separation between the rings prohibits their reconnection. Instead, the
rings only interact via their phase structures and then fly off. As they separate from
another, the wavy excitations quickly damp out and the rings regain their plane
circular shape. If the impact parameter is not too large, the density depletions of
the rings overlap, as is clearly discernible in panel (d) of figure 14.13iii. Thereafter,
the rings fly apart and eventually shrink to zero size and leave behind a rarefaction
pulse. Close to the lower cutoff of the impact-parameter interval, the scattering
angle is negative and then gradually increases again before it reaches a maximum at
very small positive values and subsequently approaches zero. It appears likely that
the small positive scattering angles are due to numerical uncertainties. In particular,
they are all of the order of the uncertainty of 6.

The qualitative behaviour of the scattering vortex rings in the holographic su-
perfluid is very similar to the analogous behaviour of vortex rings studied in the
Gross—Pitaevskii model in [398]. The authors of [398] also find the dynamics of
the vortex rings to split into three distinct regimes as a function of their impact
parameter. Moreover, the qualitative behaviour of the vortex rings in each regime
is similar to the behaviour in the holographic system, described above. Likewise, in
[398] the authors also find the scattering angle in the first two regimes to depend
approximately linearly on the impact parameter b/ Ry. The qualitative agreement of
the results is very remarkable since in [398] the studied superfluid is non-dissipative
whereas the holographic superfluid is strongly dissipative as our studies in the pre-
vious chapters haven shown. However, while the qualitative behaviour agrees, there
are indeed some minor differences on the quantitative level which we attribute solely
to the dissipative nature of the holographic system. The deviations concern in par-
ticular the details of the classification of the three regimes. The authors of [398]
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find slightly different transition points as compared to our results depicted in figure
14.12. The reason is that unlike in the GP model, the vortex rings in the holographic
superfluid are exposed to an additional Magnus force, caused by the dissipative na-
ture of the system, pointing along the radial direction towards the centre of the
respective rings. Consequently, if the radii in the initial vortex-ring configuration
agree in the GP model and holography, they are no longer equal during the actual
scattering event and thus lead to different qualitative and quantitative behaviour,
explaining why the transition points differ slightly. Another difference between the
results of [398] and ours concerns the details of the functional dependence of the
impact parameter on the scattering angle. We find slightly different slopes and off-
sets as compared to [398]. Naturally, such differences are also expected from our
previous discussion and can be attributed to the large dissipation in the holographic
framework.

14.3 Kelvin-Wave Excitations of Vortex Rings

In the previous section we have found that the scattering of two vortex rings can
result in the formation of two new vortex rings which are excited by quadrupole
oscillations, cf. figure 14.13ii. Likewise, even the mere fly-by manoeuvre of two
rings can induce oscillations on the vortex cores, cf. figure 14.13iii. In general,
such wavy excitations of the vortex cores are known as Kelvin waves. As we have
seen in the previous section, for vortex rings in the holographic superfluid, such
waves are quickly damped out and the rings become plane circular in shape. Upon
closer inspection, we find that we have also encountered Kelvin waves in chapter
13 in our studies of superfluid turbulence. Indeed, after every reconnection of two
vortex structures, the new lines and rings carry Kelvin excitations. Our goal for
this chapter now is to explicitly investigate Kelvin waves of vortex rings in the
holographic superfluid. In particular, we want to gain an understanding of their
dynamics in a strongly dissipative superfluid. This is essential also if one wants to
investigate the head-on collision of two vortex rings carrying Kelvin-wave excitations
discussed in section 14.1.

Only a few years after Helmholtz first introduced vorticity and in particular vortex
rings, wavy excitations thereof were first studied by Lord Kelvin [473] to whom they
also owe their name. Shortly thereafter, similar studies were performed also by
J.J. Thomson [474]. Nowadays, Kelvin waves are known to play a crucial role in
classical as well as quantum turbulence [399]. It has been shown that they yield
a contribution to the turbulent transport of energy from small to large momentum
scales [373, 374, 475]. In addition, Kelvin waves are known to dissipate energy
by radiating sound excitations [476, 477]. Understanding their characteristics and
impact on the superfluid dynamics is therefore important for a better understanding
of the turbulent state of a superfluid.

Our procedure in this section is as follows. Instead of creating the excitations
dynamically in the interaction of two vortex rings, we directly imprint them onto
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the initial configuration of a vortex ring and subsequently study their evolution as
we propagate the system in time. To be specific, we always study single vortex rings
which we by hand perturb with various Kelvin waves.

Vortex rings can either be perturbed by Kelvin waves within the vortex plane, out-
of-plane, i. e., along their axial direction, or helically, i. e., by a combination of planar
and out-of-plane excitations. For a single vortex ring, the respective phase-winding
structures can be inferred directly from our discussion in section 12.1. In fact, we
only have to slightly modify the phase-winding configuration (12.3) of an unper-
turbed plane circular vortex ring. To do this explicitly, let us again assume that the
vortex ring has an initial radius of Ry, a winding number given by w and is aligned
in parallel to the (x1,z2)-plane with its centre located at (z1,x2)=(x1,0, 22,0, %3,0).
Accordingly, we denote the amplitude of planar Kelvin waves as A, 5, and the am-
plitude of out-of-plane excitations as A,,. Furthermore, we use N, ;, and N, to
denote the respective wave numbers. The phase configuration of a perturbed vortex
ring is then obtained by replacing the radial coordinate

p(x1,x2) = p(1,22) — Agy 20 SIN( Ny, 2, 5) (14.3)
for planar oscillations and the axial coordinate
x3 — x3 — Agy sin(Ng, ) (14.4)

for out-of-plane oscillations in equation (12.3). Here, we have introduced the polar
angle 5 of the vortex plane, given by

T1—T10

B(x1,x2) = arctan (W> , (14.5)

and again made use of the planar radius p(x1, z2), defined as the radial distance away
from the centre of the ring within the vortex plane. In their most general form, the
two phase contributions (12.3), whose sum yields the total winding structure of the
vortex ring, are therefore given by

(14.6)

‘Pi(m) = twarctan ( z3 — Agy sin(Na, f) — 23,0 ) .

P — Axl,xg Sin(Nzl,m/B) F Ry

To find the corresponding vortex solution of the holographic superfluid, we proceed
just as before and multiply the total phase configuration of the perturbed ring into
the background solution of the scalar field ®(ty, x, z) — ®(to, x, 2) et @+e @} ,
and upon propagating the system in time the vortex builds up dynamically. As
before, we do not additionally set the scalar field to zero in the initial configuration.
For all simulations in this section we employ a grid size of 962 points along the
(1,22, x3)-directions and a chemical potential of the holographic superfluid given
by our standard choice of p = 5.

We begin our studies with a vortex ring of radius Ry = 18 grid points, initially
perturbed by planar Kelvin waves of amplitude Az, 5,/Ro = 0.4 and wave num-
ber Ny, 2, = 5. In figure 14.14 we show six characteristic snapshots of the time
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Figure 14.14: Snapshots of the time evolution of a vortex ring initially perturbed
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by planar Kelvin waves of amplitude A, 4,/Ro = 0.4, where Ry = 18
grid points is the initial radius of the ring, and wave number N, ,, =
5. Shown is the vortex core of the ring, obtained from the three-
dimensional tracking routine. The snapshots are taken at times (a) t =
1, (b)t=3,(c)t=17,(d)t =15, (e) t =25, (f) t = 56.
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evolution of the ring. We show the ring from three different perspectives, the top
view along the axial direction, the side view along the xo-direction and along the
diagonal between the z1- and x3-axis. Notably, here we do not plot isosurfaces of
the superfluid-condensate density n(x). Instead, we plot only the vortex core itself
by employing a tracking routine that allows us to locate the one-dimensional core
in the three-dimensional computational domain. The tracking routine is a general-
isation of the Newton—Raphson method, that we have so far used throughout this
thesis, to three spatial dimensions and was first introduced in [291]. We give de-
tails on the tracking routine in appendix A.6. The reason we switch our illustration
scheme for the vortex rings is that, we find that for large wave numbers or large
amplitudes of Kelvin excitations, isosurfaces can no longer properly resolve the vor-
tex core structure. Indeed, resolving them would require going to distinctly smaller
defining values of the isosurfaces, which, however, is plagued by numerical errors in
the interpolation of the field configuration at inter-mesh grid points. Therefore, we
found it easier to employ the tracking routine. Another crucial advantage is that
the vortex core builds up within less than one unit timestep (7. e., the density drops
to zero) while the density modulation around the core takes distinctly longer to
develop its characteristic profile. Hence, the tracking routine allows us to show the
vortex-ring configuration for all times ¢ > 1 unit timesteps.

The images in figure 14.14 illustrate that despite initialising the ring with only
planar oscillations (within the (z1, z2)-plane), out-of-plane oscillations (along the x3-
axis) build up dynamically. The reason for this is the phase structure of the vortex
ring. In chapter 12 we have argued that due to its phase structure, an axisymmetric
and circular vortex ring has a self-induced velocity which is the same for every point
of the vortex core. For convenience, we also recall that not only rings, but also every
finite curvature segment of a one-dimensional vortex core has a local self-induced
velocity. For a vortex ring disturbed by Kelvin excitations, the ring is composed of
segments of different curvatures, which in particular differ from the curvature of an
unperturbed ring. Due to the different curvature of the segments, their velocities
along the axial direction of the ring differ from the total axial velocity of the ring.
Consequently, out-of-plane oscillations build up. At time t = 1, ¢f. panel (a), the
build-up process has already significantly deformed the ring. Nevertheless, one can
still recognise the initial configuration with planar oscillations only. The remaining
snapshots are taken at times t = 3,7, 15,25,56. Within the first few unit timesteps
of the evolution, the amplitude A,, along the x3-direction increases gradually, cf.
panels (a)—(c). Simultaneously, the planar amplitude A, ,, already decreases and
the Kelvin waves are damped out. Only a few unit timesteps later, also the out-of-
plane amplitude decreases due to the strong damping. We find that A,, reaches its
maximum at time ¢t &~ 9. Furthermore, for the given set of initial parameters, we
find that it takes approximately At = 65 unit timesteps before the Kelvin waves are
fully damped out and the ring has regained its circular shape. This time interval
barely comprises one full period of the Kelvin oscillations. In GPE simulations of
Kelvin excitations on vortex rings, one has found the angular frequency w of the
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Kelvin waves to depend on their amplitude® [478]. Based on the similarities of the
GPE vortices and holographic vortices found in the previous chapters, we expect
the same to be true also for the Kelvin excitations of vortex rings in the holographic
superfluid. Hence, for the configuration depicted in figure 14.14, we expect the
angular frequency to change dynamically as the system is propagated in time due to
the decrease in the amplitudes. This gradual change of the Kelvin-wave amplitudes
makes it impossible to determine the dependence of w on the amplitude, which would
require the amplitude to be constant for a certain time interval, for vortex rings in
the holographic superfluid, as it has been done for vortex rings in a non-dissipative
superfluid in [478].

In addition to the initial planar Kelvin-wave excitations, we also study helical
Kelvin-wave excitations of vortex rings. To be specific, we study a vortex ring of
radius Ry = 18 grid points, perturbed by planar as well as out-of-plane excitations
of amplitudes Az, 2,/Ro = Az, /Ro = 0.3 and wave numbers Ny, », = Ny, = 10, re-
spectively. In figure 14.15, we show six characteristic snapshots of the time evolution
of the vortex ring. Like before, we employ the three-dimensional tracking routine to
locate the ring and correspondingly plot only its one-dimensional core. Moreover,
we again show the ring from three different perspective to aid the visualisation of the
Kelvin waves. The snapshots are taken at times t = 1,4, 10, 14, 20, 34. Interestingly,
we find that the Kelvin waves do not oscillate harmonically. The anharmonicity is
most evident in the top view of the ring displayed in panels (a)—(c) on the left-hand
side of figure 14.15. In a more systematic investigation of this phenomenon we find
that the oscillations become anharmonic if the wave numbers or the Kelvin-wave
amplitudes are too large. In particular, the oscillations are not always anharmonic
for helical oscillations. If the amplitudes or wave numbers are significantly lowered,
the oscillations are harmonic. We refrain from showing examples here explicitly due
to their overall similarity to the results displayed in figure 14.14. With proceeding
time, the amplitudes of the Kelvin waves quickly damp out, in approximately the
same rate for the planar and the out-of-plane oscillations. Once the amplitudes
have, in a sense, ‘sufficiently’ damped out, the oscillations turn harmonic, cf. panels
(d)—(e). At even later times, the waves are fully damped out and the ring regains
its plane circular shape, cf. panel (f).

In the literature, one finds that helical Kelvin waves have a very remarkable effect
on the motion of the vortex ring itself. Namely, they slow down the axial velocity of
the ring relative to an unperturbed ring of the same (initial) radius. This, on the first
sight, rather surprising feature of Kelvin waves was first reported for vortex rings
in classical liquids in [479] and later confirmed in numerical simulations in [478].
Moreover, it has been shown to hold for quantised vortex rings in non-dissipative
condensates [480]. In the following we want to study if the same holds true for vortex
rings in dissipative superfluids, such as the holographic system. We compare the

5In fact, if the amplitude is infinitesimally small, the angular frequency is independent of the
amplitude. There is only a dependence for larger amplitudes, see [478] and references therein
for details.

274



14.3 Kelvin-Wave Excitations of Vortex Rings

2 &
:
é
|
*
-

T
ik
L
@
S
i

()

Figure 14.15: Snapshots of the time evolution of a vortex ring initially perturbed by
helical Kelvin waves of amplitude Az, »,/Ro = Az, /Ro = 0.3, where
Ry = 18 grid points is the initial radius of the ring, and wave numbers
Ng, .z, = Nz, = 10. Shown is the vortex core of the ring, obtained
from the three-dimensional tracking routine. The snapshots are taken
at times (a) t = 1, (b) t = 4, (¢) t = 10, (d) t = 14, (e) t = 20,
(f)t=34.
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Figure 14.16: Eight characteristic snapshots of the time evolutions of three vortex
rings with the same initial radius (Rp = 18 grid points), illustrating
the slow-down effect of Kelvin waves. The dynamics of the rings is
computed in three different simulations and we show only the vor-
tex cores, obtained from the three-dimensional tracking routine. The
blue and green rings are perturbed by Kelvin waves of amplitudes
Az /Ry = Agy 0o/Ro = 0.3 and Ay, /Ry = Agy 20/ Ro = 0.22, respec-
tively, and both have wave numbers N, = N, », = 10, while the red
ring is unperturbed. The perturbed rings are distinctly slower than
the unperturbed ring and the larger the amplitude of the Kelvin waves,
the slower are the rings. The snapshots are taken at times (a) t = 1,
b)yt=4,(c)t =8, (d)t=11, (e) t = 14, (f) t = 19, (g9) t = 25,
(h) t = 39.

vortex-ring dynamics depicted in figure 14.15 with the dynamics of an unperturbed
vortex ring with the same initial radius of Ry = 18 grid points. In addition, we
add to the comparison another vortex ring of radius Ry = 18 grid points which we
initially perturb by helical Kelvin waves of amplitudes Az, »,/Ro = Ag,/Ro = 0.22
and wave numbers Nz, z, = Nz, = 10. Note that the wave numbers agree with
those of the ring studied above while the amplitudes are smaller. We compute the
dynamics of the three vortex rings in three separate simulations and employ the
three-dimensional tracking routine to locate their cores. In the respective initial
configurations, the centre positions of all three rings agree. In figure 14.16, we show
the time evolution of all three vortex rings. For a direct comparison of the vortex-
ring dynamics, we display all three rings in the same plot and use different colours to
aid the identification. Remarkably, despite the large dissipation in the holographic
superfluid and thus the quick damping of the Kelvin waves, the perturbed vortex
rings are distinctly slower than the unperturbed ring (red). Moreover, the ring with
the larger Kelvin-wave amplitudes (blue) is slower than the one with the smaller
amplitudes (green). Our findings therefore show that the prediction in [479], made
for classical vortices, is also true for quantised vortex rings in dissipative superfluids.

The reason a perturbed vortex ring is slowed down relative to an unperturbed
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ring are yet again the various segments of different curvature of the perturbed ring,
induced by the Kelvin waves. Indeed, as we have argued before, due to the Kelvin
waves the ring has segments of different curvature which all have their own self-
induced velocity, which typically differs in magnitude and direction from the velocity
an unperturbed ring of the same radius has. In particular, there typically exist
curvature segments for which the axial velocity component points in the direction
opposite to the axial vortex-ring motion. As a consequence, the axial motion of the
ring is slowed down. For initial planar oscillations, we cannot identify such an effect.

A priori, one might expect that a further increase in amplitude or wave number of
the Kelvin waves slows the axial motion of the vortex ring even further. Indeed, this
naive expectation has been confirmed for vortex rings in classical liquids [478]. The
authors of [478] find that upon gradually increasing the wave numbers or amplitudes
of the waves, the rings can be forced to hover or even reverse their motion. It
is therefore interesting to study if we find similar effects also for quantised vortex
rings with large Kelvin waves in a dissipative superfluid described in the holographic
framework. We consider a vortex ring of initial radius Ry = 18 grid points, perturbed
by Kelvin waves of amplitudes Ay, 2,/Ro = Az,/Ro = 0.56 and wave numbers
Ny wo = Nz, = 10. In figure 14.17 we show six characteristic snapshots of the
corresponding time evolution of the ring. Given the larger Kelvin waves, we find
that it takes distinctly larger for the condensate density to drop to zero at the core
of the vortex ring and for the density profile around the core to build up. We
attribute this to the high density of Kelvin waves, 7. e., their close proximity among
another, and thus the associated small structures that have be created dynamically.
For times prior to ¢ = 6, we find that isosurfaces cannot accurately resolve the
ring and neither can the tracking routine unambiguously track its core. The first
snapshot of the ring shown in figure 14.17 is therefore taken at time ¢t = 6. The
remaining images correspond to times t = 9,12, 15, 16, 18. At early times, the Kelvin
waves evolve qualitatively similar to what we have found above for the ring with
smaller Kelvin-wave amplitudes, c¢f. panels (a)—(c). However, at some later time,
but still early in the evolution (at ¢ ~ 15), the large-amplitude Kelvin waves induce
several reconnections of the vortex ring along its core, cf. panels (d)—(e). In these
reconnections, one large (main) vortex ring plus ten additional, much smaller, rings
are created. Thereafter, the small rings quickly fly away from the main ring and,
in the meantime, shrink to zero size and disappear. The main ring, on the other
hand, retains only minor Kelvin excitations which are quickly damped out, cf. panel
(f). Hence, we find that for ‘too large’ amplitudes, the ring does not simply slow
down but instead becomes unstable and undergoes reconnections with itself. The
same scenario occurs also if we initially imprint the Kelvin waves with ‘too large’
wave numbers. In particular, in our studies we did not find a situation in which a
ring hovers or even reverses its motion. One may, however, speculate if such effects
can found for distinctly larger vortex rings, which, if unperturbed, have a much
slower axial velocity which could more easily be reversed, simulated on very large
numerical grids. For quantised vortex rings in the GP model [480], similar results to
ours presented above have been found. Just like in the holographic system, also in
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Figure 14.17: Snapshots of the time evolution of a vortex ring initially perturbed by
helical Kelvin waves of amplitude Ay, 5,/Ro = Az, /Ro = 0.56, where
Ry = 18 grid points is the initial radius of the ring, and wave number
Nz, 2, = 10. Note that the amplitude of the Kelvins waves here is
distinctly larger than in figure 14.15. Shown is again the vortex core
of the ring, obtained from the three-dimensional tracking routine. The
snapshots are taken at times (a) t =6, (b) t =9, (¢) t = 12, (d) t = 15,

(e) t =16, () t = 18.
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the GP model the rings reconnect with themselves if the excitations are too large.
Furthermore, also in [480], the authors could not find hovering vortex rings. The
reason such behaviour has been observed for vortex rings in classical liquids is that
in those systems, reconnections are prohibited and the type of instabilities we find
in the rings are therefore precluded.

In the introduction to this section we have mentioned that in the GP model it has
been shown that Kelvin waves send out rarefaction pulses and sound waves [476, 477],
and are central for the transport of energy in the system [373, 374, 475]. Based on
the similarity between the vortex dynamics in the GP model and the holographic
superfluid discussed in this and the previous chapters, we expect that the same holds
true also in the holographic framework. In our studies in this thesis we have found
first evidence suggesting that Kelvin waves in the holographic superfluid indeed
send out sound waves. However, we have not analysed this on a quantitative basis.
Instead, we have studied the bulk-field configuration, specifically the bulk scalar
charge density, dual to the superfluid in the presence of a vortex ring perturbed by
Kelvin waves. Outgoing from certain two-dimensional slices of the superfluid, we
have found the charge density to be perturbed by small notches and riddles. As we
have argued in chapter 12, this is strong evidence for the presence of sound waves in
the superfluid. There is, however, a subtlety. The Kelvin waves in the holographic
superfluid are quickly damped out due to the large dissipation. Consequently, there
is only a short time period during which one would expect the system to carry sound
excitations. We have found the small perturbations of the charge density only during
the very early stages of the evolution of the perturbed vortex rings. At these times,
however, we expect sound waves to be present also due to the initial build-up of the
vortex profile in the condensate density. In our studies, we could not unequivocally
exclude the possibility that the perturbations of the charge density are remnants of
this build-up process and thus not due to sound waves radiated by the Kelvin waves.
It would be very interesting to follow up on this investigation in a future work.

279






15 Summary of Part Il

In the second part of this thesis, we have studied vortex solutions and the far-
from-equilibrium dynamics of a three-dimensional holographic superfluid. The holo-
graphic framework allows for a fundamental description of a strongly correlated
and dissipative superfluid in three spatial dimensions by means of an Abelian Higgs
model in a (4+41)-dimensional anti-de Sitter-black-hole background. We have for the
first time constructed and analysed vortex solutions of the holographic superfluid,
investigated the dynamics of single vortex rings, and studied turbulent behaviour
of the superfluid induced by complicated tangles of vortex lines and rings. More-
over, we have studied interactions between as well as excitations of vortex rings.
For our studies we have developed a fast numerical implementation of the equations
of motion in the probe-approximation in which the condensate component of the
superfluid is coupled to a static infinitely sized heat bath. In the literature, neither
vortex solutions of the considered three-dimensional holographic superfluid nor the
real-time non-equilibrium dynamics of the system had thus far been studied.

We started our investigations in chapter 12 with the construction and analysis of
vortex-ring and vortex-line solutions of the three-dimensional holographic superfluid.
We have argued that the vortex solutions of the superfluid build up dynamically upon
multiplying the characteristic winding structure of the respective vortex defect into
the static background solution of the dual Abelian Higgs model in the bulk and
propagating the system in time. Due to the topological constraints imposed by the
initial phase configuration, vortex structures in the gauge—-matter sector build up
on every fixed-z slice for all points of the dual vortex core in the superfluid. In
particular, for every position of the vortex core, the scalar field vanishes along the
holographic direction and thus pierces holes through the scalar charge density that
screens the boundary from the black hole, i. e., the superfluid from the thermal heat
bath. Consequently, vortex defects are avenues for energy and momentum modes,
with wavelengths of the order of the diameter of the respective vortex-induced den-
sity depletion, to fall into the black hole and thus dissipate. Hence, just like for the
two-dimensional superfluid (see e. g. [148]), the holographic framework provides a
very intuitive geometric interpretation of the dissipation mechanism.

In particular, the bulk configuration of vortices alone establishes that the holo-
graphic superfluid is in fact dissipative. Moreover, upon studying the bulk configu-
ration outgoing from two-dimensional slices of the superfluid, we have conjectured
that the system does not have a single unique dissipation scale. Instead, the wave-
lengths of modes that are preferably dissipated depend on the orientation of the
wavevectors of these modes in the three-dimensional superfluid as well as on the
considered vortex configuration. Outgoing from a two-dimensional plane that con-
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tains a one-dimensional vortex core, for instance, the holes in the bulk charge density
have a non-zero spatial extent. Thus, for modes oriented parallel to the vortex core,
dissipation, unlike in the two-dimensional system, is not restricted solely to short-
wavelengths (UV) modes. Instead, it appears likely that under certain favourable
conditions, also distinctly larger wavelengths up to the IR scales of the system can
dissipate their energy into the black hole. Outgoing from a plane that is intersected
by a vortex core only once, on the other hand, the bulk view resembles the dual con-
figuration of a vortex in the two-dimensional system and dissipation thus appears
likely to be restricted to UV modes only. In addition to the dissipation scales, it
appears likely that also the total energy and momentum flux into the black hole
depends on the distribution of modes in the system.

In addition to the dual bulk representation of vortices, we have also analysed the
characteristics of their profile in the condensate density of the superfluid. For small-
curvature segments of vortex lines or vortex rings, we have found that the width
¢ of the induced density depletion scales approximately as & ~ (du)~'/2
op = p — po is the shifted chemical potential of the holographic superfluid and pyg
agrees approximately with the critical chemical potential of the phase transition for
fixed absolute temperature. The scaling behaviour coincides with the dependence
of the GPE healing length on the GPE chemical potential and thus signals that in
the superfluid phase and in the presence of topological excitations, the holographic
framework describes a non-relativistic superfluid. Furthermore, we have found that
the shape of the density depletion is in excellent agreement with the approximate so-
lution of the vortex profile in the Gross—Pitaevskii model. Our results are consistent
with our previous findings in Part I concerning the agreement of the vortex shapes
and the dependences of the vortex width on the respective chemical potential in the
two-dimensional holographic superfluid and in the two-dimensional GP model.

Going beyond the static aspects of vortex solutions, we have also investigated
the dynamics of single plane circular vortex rings. We have made the interesting
observation that vortex rings in the holographic superfluid undergo a rapid shrink-
ing as they traverse the condensate with a velocity self-induced by their own phase
configuration. Such a shrinking is characteristic for strongly dissipative superflu-
ids and is caused by mutual friction between the vortex defect and the superfluid.
Hence, by studying the dynamics of a single vortex ring we have established that the
holographic superfluid in three spatial dimensions is strongly dissipative. For our
quantitative analysis of the vortex-ring dynamics, we have extracted the trajectory
of the ring from our simulations with inter-mesh accuracy. To be specific, we have
applied our combined two-dimensional tracking routine of Part I to the superfluid
configuration on a two-dimensional slice perpendicular to the vortex-plane inter-
secting the centre of the ring, since on such a plane the ring effectively reduces to
a vortex—anti-vortex pair. From the quasi-continuous trajectory of the ring we have
subsequently derived its velocities and accelerations, along its axial and radial direc-
tions. We have found that except for early times of the evolution, the dynamics of a
vortex ring is independent of its initial configuration and solely parametrised by its
radius. Only at early times, small deviations from the universal behaviour occur as

, Where
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an artefact due to the way we prepare the initial vortex-ring configuration. During
the final stages of the evolution, the vortex-ring dynamics is strongly dominated by
the radial shrinking process of the ring and thus by the merging of vortex-induced
density depletions. In particular, here the radial velocity is orders of magnitudes
larger than the axial velocity which saturates shortly before the ring has shrunk to
Zero size.

We have also compared the dynamics of vortex rings to solutions of the Hall-
Vinen-Tordanskii (HVI) equation for the mechanical motion of point-vortex rings in
dissipative superfluids. Despite the limited applicability of this equation due to the
finite width of the vortex-induced density depletions in the holographic system, we
have found that there exists a regime at intermediate times of the ring’s evolution
during which the HVI equation describes the dynamics very well. In particular, we
have found the dependence of the axial velocity on the radius of the ring in the
holographic superfluid and the analogous solution of the HVI equation to coincide.
The same holds true for the dependence of the squared radius of the ring on time.

Further in chapter 12, we have studied the dependence of the vortex-ring dynam-
ics, specifically the vortex velocities, on the chemical potential of the holographic
superfluid. In order to account for the dependence of the vortex width on the chem-
ical potential in this comparison, we have compared the velocities as a function of
the ring’s radii expressed in units of the healing length of the respective system.
We have found that both velocity components, along the radial as well as the axial
direction, are ordered with the chemical potential. At a fixed radius (in units of the
healing length), the velocities are larger for higher values of the chemical potential
and lower for smaller values. Based on a comparison of these findings with analo-
gous results for vortex dipoles in the two-dimensional holographic superfluid that we
have reported on in Part I, we have conjectured that the dissipation strength of the
three-dimensional superfluid depends on the chemical potential, albeit we suspect
the dependence to small.

In chapter 13 we have studied the non-equilibrium dynamics of the holographic
superfluid induced by two types of far-from-equilibrium initial conditions, given by
different sets of dense vortex-line and vortex-ring tangles. We have in particular
focused on the universal stage of the evolution at intermediate and late times during
which the system bears signatures of turbulent behaviour. As soon as the system
is propagated in time, the vortices undergo reconnections, inducing the departure
of the vortex tangles from their initial configuration and the formation of larger
vortex structures. During these early stages of the evolution, the dynamics of the
superfluid is strongly dependent on the initial conditions. For times ¢t 2> 50, we have
found the system to enter a universal stage of the evolution which persists until the
final vortex ring has disappeared. The universal behaviour during this stage splits
into three distinct regimes with regard to the characteristics of the vortex gas as
well as the microscopic physics of the superfluid which we have analysed by means
of the occupation number spectrum.

The first universal regime is characterised by a dense tangle of vortex lines and
vortex rings which frequently undergo reconnections. In addition, many closed vor-
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tex structures shrink and eventually disappear. Consequently, the system is highly
excited not only by vortices but also by a large number of rarefaction pulses and
sound waves. We have confirmed this by studying aspects of the bulk-field config-
uration dual to the superfluid. On a microscopic level, the first universal regime
is characterised by (quasi-)stationary scaling in the radial occupation number spec-
trum n(k). Within a certain inertial momentum range, the spectrum is stationary
and scales as n(k) ~ k~¢, with a scaling exponent of ¢ = 5.7 £ 0.2. Such a scaling
behaviour coincides with the famous Kolmogorov 5/3-scaling in classical turbulence.
We have found the system to remain in this Kolmogorov-like scaling regime for about
60 unit timesteps, independent of the initial conditions we have studied.

At later times, the system enters a second universal (quasi-)stationary scaling
regime, characterised by a rather dilute tangle of vortices, with distinctly less fre-
quently reconnecting vortex lines and rings as well as a smaller number of vanishing
vortex rings than in the prior regime. Consequently, also the number of rarefaction
and sound waves has significantly decreased. We have found that the occupation
number spectrum in this regime has a scaling exponent of ( = 5.1 and the inertial
momentum range of the stationary scaling regime has shifted towards the infrared.
The power-law spectrum in this regime is consistent with a scaling of n(k) ~ k=59
for tangles of independent vortex lines and rings in cold Bose gases derived from
a statistical approach similar to Onsager’s point-vortex model [42] and may be as-
sociated with so-called strong-wave turbulence [429]. It has also been observed in
several simulations of Bose gases in the non-dissipative GP model [233, 234, 388].

Like the first scaling regime, also the second regime is only transient and transi-
tions into a third universal regime once only one or very few well-separated small
vortex rings remain. In this third universal regime, reconnections have ceased and
the remaining vortex rings shrink rapidly and eventually disappear. During this pro-
cess, the spectrum gradually flattens, terminating in a curve that is approximately
described by n(k) ~ k=%! in a finite infrared momentum range. However, this is
only an approximate behaviour and we have argued that the spectrum does not
exhibit proper scaling behaviour at any time during the third universal regime. In
particular, unlike in the two prior regimes, the spectrum is not (quasi-)stationary
but instead changes continuously for all momenta throughout this regime.

Finally, in chapter 14, we have built a clean theoretical laboratory to investigate
the characteristics of vortex-ring interactions as well as vortex-ring excitations in
the holographic superfluid. Remarkably, notwithstanding the large dissipation and
quantum nature, we have found the vortex rings to exhibit behaviour that was pre-
dicted more than one and a half centuries ago by Helmholtz and Lord Kelvin for
vortex rings in classical liquids. We started with an analysis of the behaviour of two
coaxial vortex rings of the same radius with like-sign or opposite—sign circulation
and an initially finite axial separation. For like-sign topological charges and a suit-
ably chosen initial axial separation, we have observed the vortex rings to perform a
leapfrogging motion. The rings slip through each other only once before they both
undergo a rapid shrinking and eventually disappear. We have analysed the dynamics
by means of the trajectories, velocities and accelerations of the vortex rings. Our
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findings show that once the first leapfrogging motion has been completed, a second
one sets in but is impeded by the rapid shrinking of both vortex rings. This be-
haviour is yet another piece of evidence corroborating the holographic superfluid to
be strongly dissipative.

Analogously, we have studied and analysed the behaviour of two vortex rings of
opposite-sign topological charges in a head-on collision. We have found the rings to
experience a strong increase in radius as they approach and eventually annihilate
each other. Interestingly, despite the increase in radii, the rings accelerate along their
axial direction throughout their entire evolution. We have argued that this behaviour
can again be attributed to the large dissipation of the holographic superfluid. After
the annihilation, the rings leave behind an azimuthally expanding rarefaction pulse
which eventually decays into sound waves.

Furthermore, we have studied the dynamics of vortex rings of higher winding
numbers, |w| > 1. Such vortex rings quickly decay into |w| elementary vortex rings
when the system is evolved in time. We have made the interesting observation that
ensuing the decay, these elementary vortex rings perform a leapfrogging motion.
We have studied this behaviour explicitly for initial vortex rings of winding numbers
w = 2 and w = 3. In the former case, the two rings successfully complete one
slip-through motion but fail to complete a second one. Instead, the two rings merge,
eventually causing one of them to disappear by shrinking to zero size while the
other one remains with a finite radius. Similarly, also in the more complicated case
of three vortex rings, only one slip-through motion is successful while the attempt of
a second one fails for the same reason as for the doubly-wound ring, i. e., the rings
merge which eventually causes on of them to shrink and disappear.

In section 14.2 we have studied off-centre collisions of two equal-size and oppositely-
charged circular vortex rings. We have analysed the qualitative behaviour of the
rings as well as the dependence of the scattering angle, under which the scattered
rings fly off, on the impact parameter of the collision. We have found the behaviour
of the scattering vortex rings to split into three regimes, each being characterised by
a different functional dependence of the scattering angle on the impact parameter.
Likewise, also the qualitative behaviour of the scattering and scattered vortex rings
differs in all three regimes. Interestingly, qualitatively similar results have been
found before for scattering vortex rings in non-dissipative Bose—Einstein conden-
sates studied in the GP model [398]. We have argued that minor deviations between
our results and [398] are expected and consistent with the dissipative nature of the
holographic system.

Finally, we have studied the dynamics of Kelvin-wave excitations of circular vor-
tex rings. We have found that for vortex rings perturbed by planar oscillation in
the initial configuration, out-of-plane oscillations build up dynamically due to the
different curvature-induced and thus locally varying velocities of the ring. However,
as a result of the dissipation, the planar as well as the built-up out-of-plane oscil-
lations quickly damp out as the system is further propagated in time. After short
time, the waves have therefore disappeared and the ring has regained its circular
shape. We have made the interesting observation that despite the strong dissipation

285



15 Summary of Part 11

of the holographic superfluid and thus the quick damping of Kelvin waves, a vortex
ring with helical Kelvin waves in the initial condition is significantly slowed down
relative to an unperturbed ring. We have argued that the slowing-down is due to
mutually cancelling velocity contribution of the ring along its axial direction, again
induced by segments of different curvature along the core of the ring. The slowing-
down effect is notably stronger for larger amplitudes of the Kelvin waves. Similar
behaviour of vortex rings has previously been studied in numerical simulations for
classical liquids [478] as well as non-dissipative superfluids [480]. Furthermore, we
have observed that if the amplitudes of helical Kelvin waves grow too large, the vor-
tex ring experiences instabilities and undergoes several reconnections with itself. At
each of these reconnection points, a small vortex ring is created. After the reconnec-
tions, the small rings quickly separate from the main ring and eventually disappear.
Simultaneously, the remaining excitations of the main ring damp out and the ring
regains its circular shape.

A main prospect for future research is the quantification of the dissipative nature
of the three-dimensional holographic superfluid by means of a matching procedure
with the dissipative Gross—Pitaevskii equation as well as the Hall-Vinen—lTordanskii
equations. From a conceptual perspective, our procedure employed in Part I could
be used with only little need for modification. Moreover, with our analyses of vor-
tex solutions and the dynamics of vortex rings in the three-dimensional holographic
superfluid as well as the development of evaluation methods for the dynamics, we
have established excellent starting conditions. Naturally, there are various choices
of vortex configurations and their respective dynamics that one could — and in fact
should — match, including in particular single plane circular vortex rings as well as
isolated vortex dipoles consisting of two straight anti-parallel lines. Such matching
procedures would also answer the question whether dissipation equally affects the
dynamics of vortex lines and rings or not. To this end, it would also be very in-
teresting to focus more on the dependence of the dissipation scales on the spatial
directions for given orientations of vortex lines and vortex rings. To gain a deeper
understanding one would have to study quantitatively the energy and momentum
flux into the black hole emanating from different coordinate planes and in particular
quantify what modes are dominantly dissipated from which plane. Moreover, there
is a large number of further aspects regarding the far-from-equilibrium dynamics of
the holographic superfluid and especially quantum turbulence that would be very
interesting to follow up on. Natural next steps would be to study soliton excitations
and in particular instabilities thereof, rarefaction and sound waves, or even quenches
from the symmetric to the superfluid phase of the system, to name only a few. For
the vast majority of these tasks, our numerical implementation is excellently suit-
able and thus an optimal starting point. Nonetheless, for certain investigations,
including in particular studies of soliton solutions, it would be desirable to imple-
ment non-periodic boundary conditions. Furthermore, a long-range objective should
be the implementation of backreaction and thus a consistent implementation of the
gravity—gauge—matter model without simplifying assumptions.
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In this thesis, we have investigated the real-time non-equilibrium dynamics of a
two- and a three-dimensional holographic superfluid by means of numerical simula-
tions. The holographic approach provides an inherently non-perturbative framework
to study such strongly non-linear dynamics induced by topological vortex defects.
We employ a bottom-up holographic model [46-48] that allows for a fundamental
description of a strongly dissipative superfluid, in a parameter regime that cannot
be accessed using conventional methods, in terms of a dual classical gravitational
theory. While the bottom-up approach does not provide exact knowledge of the
superfluid field-theory Lagrangian, it is nonetheless built from first principles and
therefore an ab initio description of a strongly correlated and dissipative superfluid.
In particular, unlike in many conventional descriptions of superfluidity, the dissipa-
tion is naturally included in the system and not put in by hand. The model we
have employed describes a superfluid in d + 1 dimensions by means of an Abelian
Higgs model in a (d + 1 + 1)-dimensional asymptotically anti-de Sitter black-hole
spacetime. The classical gravitational model is in principle straightforward to solve,
albeit an efficient numerical implementation is notoriously difficult. We have there-
fore implemented the equations of motion of the model for both d = 2 and d = 3
in an approximation that solves the Abelian Higgs model in a static gravitational
background spacetime. This approximation captures the underlying physics of the
model if the ratio 7'/T¢ is below but close to unity, in which case the energy of the
gauge—matter sector is too small to curve the black-hole spacetime. On the field-
theory side, the static black hole is dual to a static and infinitely extended heat bath
into which the superfluid condensate, dual to the gauge-matter fields in the bulk,
can dissipate energy and momentum. In this sense, the black hole may loosely be
interpreted as the normal component in the Tisza—Landau two-fluid model of su-
perfluidity at zero velocity while the gauge—matter fields are dual to the condensate
component.

In Part I we have investigated the dynamics of vortex dipoles in the two-dimen-
sional holographic superfluid and from our analysis ultimately inferred the physical
parameter regime of the superfluid itself. In particular, we have for the first time
quantified the dissipative nature of the system and directly compared it with real-
world superfluids such as helium or condensed Bose gases. In Part II, we have for
the first time constructed and analysed vortex solutions of the three-dimensional
holographic superfluid. In addition, we have studied the dynamics of single vortex
rings as well as large tangles of vortex lines and rings which we have shown to induce
turbulent behaviour of the system. We have also studied a number of different
characteristics of vortex-ring excitations and interactions between circular vortex
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rings in order to gain a deeper understanding of the behaviour of vortex defects in
and the nature of the holographic superfluid as well as its non-equilibrium dynamics.

We have presented in-depth summaries of our findings already at the end of Part
I and II in chapters 9 and 15, respectively. In the following, to conclude these
discussions, we reiterate the main results, and present a possible roadmap for future
research on the topics of this thesis and beyond.

Part I: Two-Dimensional Superfluid

We have investigated the dynamics of a single vortex—anti-vortex pair in the two-
dimensional holographic superfluid, focussing mainly on interactions between the
vortices and between the vortices and the hosting superfluid. The foundation of our
studies has been the introduction of a new, numerically very efficient and highly
accurate tracking routine that allows us to extract the vortex trajectories from our
simulations in a quasi-continuous manner, i. e., to sub-plaquette precision (chapter
6). Our tracking routine improves distinctly on previously used procedures for sim-
ilar purposes that one can find in the literature. In order to quantify the dissipative
nature of the holographic system and thus to characterise the applicability of the
holographic framework to the description of vortex dynamics in real-world superflu-
ids, we have matched solutions of the dissipative Gross—Pitaevskii equation (DGPE),
as well as the Hall-Vinen-Tordanskii (HVI) equations for the mechanical motion of
point vortices in dissipate superfluids, to the vortex dynamics in the holographic
superfluid (chapter 7).

From our matching procedure with the DGPE we have inferred that the holo-
graphic superfluid is strongly dissipative over the entire temperature range acces-
sible in the probe-approximation. We have argued that the extracted damping
parameter characterising the dissipation is several orders of magnitude larger than
in conventional ultracold dilute Bose gases. We have concluded that attaining such
high values would require a strong increase of the s-wave scattering length which
can be achieved in the vicinity of a Feshbach scattering resonance. We have further
supported our conclusion that the system is strongly dissipative by matching to
the vortex dynamics also solutions of the HVI equations in order to extract friction
coefficients which parametrise the mutual friction between the vortices and the su-
perfluid and are thus another measure for the dissipation. These friction coefficients
have allowed for a direct comparison with experiments on vortex dynamics in quasi
two-dimensional films of superfluid helium and oblate Bose-Einstein condensates.
From this comparison we have conjectured that the holographic framework should
be applicable to the description of vortex dynamics in highly dense or thermally ex-
cited Bose-Einstein condensates or even to superfluid helium *He at temperatures
in the one-Kelvin range.

Further, in chapter 8, we have analysed the kinematic aspects of the dipole evolu-
tion with special emphasis on the vortex velocities and accelerations. In the litera-
ture, these observables had not been calculated before. We have found the dynamics
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to be parametrised solely by the vortex—anti-vortex separation and thus to be inde-
pendent of the initial size and alignment of the dipole. This justifies retrospectively
the use of only one initial vortex configuration in the matching procedure with the
DGPE and the HVI equations. Finally, we have studied the rarefaction pulse cre-
ated by the annihilating vortices. We have shown that it has strong resemblance
with GPE soliton solutions, so-called Jones-Roberts solitons [337]. In particular,
we have shown that the wave decays into sound waves once it reaches the speed of
sound.

Our results indicate the applicability of the holographic framework for quanti-
tative studies of non-equilibrium phenomena induced by vortex defects in physical
parameter regimes where conventional methods cease to be applicable. In particu-
lar, since the holographic model is a fundamental description of a superfluid, it is
valid at all scales, making it an especially favourable tool to study characteristics of
quantum turbulence in dissipative superfluids. Thus, the research presented in this
thesis has unfolded and highlighted the vast potential of the holographic description
of superfluids for the investigation of aspects of liquid helium and cold Bose gases in
certain parameter regimes that conventional methods do not, or only insufficiently,
capture.

In view of previous comparisons of holographic models to real-world systems, also
beyond superfluids, an important aspect of our matching procedure is that we have
matched a theory of real-world cold Bose gases, viz. the DGPE, to an existing and
intensively studied holographic model. In particular, we have not, as is typically
done, build a holographic (bottom-up) model to capture certain aspects of an es-
tablished theory for a real-world physical system. The latter approach is frequently
employed for instance to construct theories akin to quantum chromodynamics (see
e. g. the review [16] and references therein for details and examples). Instead, we
have directly characterised the commonly used model of a superfluid in the holo-
graphic framework which has attracted considerably attention in recent years, and
has already been studied in numerous publications.

A natural next goal for future research beyond the studies presented in this the-
sis would be to gain a better understanding of the dissipation mechanism and the
dissipation strength of the system in the absence of vortices. We have already qual-
itatively argued that the dissipation decreases once the vortex—anti-vortex pair has
mutually annihilated but we have so far not analysed the decrease on a quantitative
level. This could be done by matching DGPE solutions to the dynamics of (grey)
solitons in the holographic system. Knowing how the dissipation changes when a
vortex—anti-vortex pair annihilates appears likely to be essential also for the pur-
pose of gaining a deeper understanding of quantum turbulence in the holographic
superfluid. Moreover, it constitutes an important element that is still missing for a
thorough and direct comparison of the vortex-dipole dynamics, including in partic-
ular its late-time regime and the rarefaction pulse created in the annihilation of the
vortices, in the holographic superfluid with real-world systems. Another extension
of our work could be to focus more on the relationship of the holographic model and
the (D)GPE. In light of the excellent agreement of the numerical solutions reported

289



16 Conclusion and Outlook

in this work, it appears possible that one can also find an analytic link between
the respective theories. To this end, one would study the holographic equations of
motion in a suitable series expansion and compare the outcomes at each order with
the (D)GPE. Our results suggest that the probe-approximation is a good starting
point for this. However, as of now, it is unclear what a suitable expansion parameter
for the equations of motion might be. It would also be a very interesting and indeed
realistic task for future research to include in the numerical implementation of the
equations of motion the backreaction of the gauge—matter fields onto the gravita-
tional sector. The inclusion of backreaction would allow for a fully self-consistent
comparison of the holographic model with real-world superfluids, in particular of-
fering a more reliable account of the temperature dependence of the system. There
are certainly very exciting times ahead of us with regard to the potential first-time
application of holography to the description of vortex dynamics in experimentally
realised superfluid, although this will require further advances in the already so-
phisticated experimental techniques. Nonetheless, from the theory perspective, our
work sets a solid foundation for this endeavour.

Part Il: Three-Dimensional Superfluid

Neither vortex solutions of the three-dimensional holographic superfluid nor its (non-
equilibrium) real-time evolution have previously been studied in the literature. We
therefore started our investigations of this part with the (numerical) construction
of vortex-line and vortex-ring solutions and a thorough discussion of their basic
properties. In addition, we have presented an in-depth analysis of the dynamics of
single vortex rings (chapter 12). We have further explored the far-from-equilibrium
dynamics of the superfluid induced by different sets of dense tangles of vortex de-
fects with regard to universal and turbulent behaviour (chapter 13). Moreover, in
order to gain a deeper understanding of the holographic superfluid and in partic-
ular of its vortex dynamics, we have studied a number of non-trivial interactions
between and excitations of vortex rings (chapter 14). In particular, we have ob-
served the characteristic behaviour of vortex rings that was first predicted in 1858
by H. von Helmholtz for vortex rings in classical liquids [284], including their famous
leapfrogging motion. For our investigations we have developed a fast numerical im-
plementation of the equations of motion that has enabled us to employ grid sizes
of up to 1283 points along the superfluid directions and study even the late-time
regime of the many-vortex dynamics.

From a comparison of the static features of vortex solutions with analogous re-
sults from the GP model, we have obtained strong evidence corroborating that the
holographic model, in the presence of vortex defects, describes a non-relativistic su-
perfluid. Our real-time simulations have further made evident that vortex rings in
the holographic superfluid undergo a rapid shrinking as they traverse the system
and eventually disappear by shrinking to zero size. This characteristic behaviour
establishes that also the three-dimensional holographic superfluid is (strongly) dis-
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sipative. We have explicitly shown that the vortex-ring kinematics agrees with the
corresponding solution of the HVI equation for point-vortex rings in dissipative su-
perfluids. Moreover, from an investigation of the chemical-potential dependence of
the vortex-ring dynamics, we have inferred that the dissipation is of the same or-
der of magnitude for all chemical potentials accessible in the probe-approximation.
Upon studying the bulk configurations dual to vortex defects we have found strong
evidence suggesting that the dissipation scales of the superfluid depend on the ori-
entation of the dissipating modes relative to the vortices. It appears likely that,
under certain conditions, the dissipation is not restricted to UV modes only, like
in the two-dimensional holographic superfluid, but also allows for modes of larger
wavelengths to dissipate, albeit the details of the dissipation scales and strength are
very sensitive to the details of the exact configuration of topological defects.

In addition to single vortex-defect solutions, we have also investigated the far-
from-equilibrium dynamics of the three-dimensional holographic superfluid induced
by dense tangles of vortex defects with a particular emphasis on universal behaviour
of the system at intermediate and late times of the evolution. For a fixed chemical
potential of the superfluid and for different types of initial vortex configurations, we
have analysed the dynamics of the system with regard to the qualitative behaviour
of the vortex tangles as well as (quasi-)stationary scaling behaviour in the radial
occupation number spectrum. We have found that the system enters a universal
stage with three characteristic regimes once an initial vortex tangle has significantly
departed from its initial configuration and most of the vortices have reconnected at
least once.

The first universal regime is characterised by a dense tangle of vortices which
frequently reconnect and shrink to zero size, thus exciting the system with a large
number of additional sound waves and rarefaction pulses. During this transient
regime, the occupation number spectrum obeys Kolmogorov’s 5/3-scaling in an in-
frared momentum range, indicating the system to exhibit turbulent behaviour. At
later times, the system enters a second universal regime, characterised by a dilute
gas of vortices and only a small number of sound waves and rarefaction pulses. In
addition, the spectrum exhibits a scaling behaviour of n(k) ~ k=>! in an infrared
momentum range. Such a scaling behaviour coincides with the scaling for a tangle
of independent vortex lines in cold Bose gases (see e. g. [233, 234, 388] for discussions
of this aspect and similar findings in the GP model). The scaling behaviour again
indicates turbulent behaviour. Once only very few vortex rings remain and recon-
nections cease, the system enters a third universal regime which persists until the
last ring has disappeared. This regime does not exhibit (quasi-)stationary scaling
behaviour.

Finally, we have studied characteristic behaviour of vortex rings in various types
of interactions. Interestingly, despite the large dissipation, vortex rings in the holo-
graphic superfluid can perform a leapfrogging motion, as was famously predicted for
classical vortex rings by Helmholtz [284]. Likewise, also in head-on collisions, the
behaviour of vortex rings is in qualitative agreement with Helmholtz’ predictions.
For off-centre collisions of vortex rings, we have made the interesting observation
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that the dependence of the scattering angle on the impact parameter is similar to re-
sults from simulations of the non-dissipative GPE, albeit small differences exist and
are indeed expected on grounds of the dissipative nature of the holographic system.
In addition to interactions, we have also studied Kelvin-wave excitations of vortex
rings and found that helical excitations cause the ring’s axial velocity to decrease,
in agreement with previous findings in the GP model. We have argued that investi-
gating the nature of Kelvin waves is particularly important in order to gain a deeper
understanding of quantum turbulence. In particular, in previous work on Kelvin
waves in (non-holographic) superfluids it was shown that the waves are central to
the transfer of energy, and we expect the same to be true in the holographic system.

The research presented in Part II illustrates the enormous potential of the holo-
graphic framework in the study of quantum turbulence and other non-equilibrium
phenomena in three-dimensional superfluids. The holographic framework provides
a fundamental description of a superfluid in a regime where the applicability of all
conventional methods ceases but that is likely to be realised in real-world superfluids
characterised by a very large dissipation. While we have not quantified the dissipa-
tion precisely, our findings strongly suggest the system to be highly dissipative and,
moreover, the holographic framework to be applicable for the description of vortex
dynamics in similar experimentally accessible superfluids as the two-dimensional
system, namely superfluid helium and thermally excited Bose gases. Furthermore,
the geometric bulk realisation of the superfluid provides a new perspectives on the
dissipation mechanism of the system and may thus yield many new insights into
strongly dissipative superfluids. Our studies constitute a very wide-ranging and
thorough ‘consistency check’ of the model with regard to its description of vortex
dynamics. Indeed, in all of our studies, most notably of the single as well as in-
teracting and excited vortex rings, we have found the results on a qualitative level
to be consistent with experiments, and wherever experimental results are not avail-
able, with our expectations based on studies of non-dissipative superfluids as well
as of dissipative superfluids using non-fundamental methods. In particular, there
are a number of non-fundamental methods that capture certain aspects of vortex
dynamics in dissipative superfluid which are thus ideally suited for comparisons.

A first obvious extension of our work would be a quantitative characterisation of
the dissipation of the holographic superfluid by means of a matching procedure of
vortex dynamics in the holographic system with solutions of the dissipative GPE
and the corresponding HVI equations. Specifically, in a first step one would match
the dynamics of a single vortex ring as well as of a dipole consisting of two straight
vortex lines. Our studies in this work constitute an excellent starting point for such
an undertaking, not least because we have already discussed the HVI equations for
both scenarios and, even more, laid out the general procedure for such a matching in
Part I which could be adopted with only little need for modification. Another natural
extension of our work would be to study further aspects of superfluid turbulence in
a three-dimensional system. In three spatial dimensions, a turbulent state of a
superfluid exhibits a distinctly richer structure than in two spatial dimensions. One
could for instance study the vorticity distribution of the system and analyse the
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polarisation of the vortex tangle to learn about possible clustering effects. Likewise,
an analysis of the vortex density and total vortex length would be very interesting
and could yield new insights into turbulent behaviour. To this end, the three-
dimensional tracking routine we have implemented could be employed as an excellent
starting point for follow-up studies. Likewise, an analysis of the dynamics of other
topological defects such as solitons would be desirable as it provides new insights
into the characteristics of the superfluid, including in particular its non-equilibrium
dynamics. It would also be very interesting to implement the full set of gravity—
gauge-matter equations of motion, i.e., to take into account the backreaction of
the gauge—matter fields into the gravitational sector. However, given the enormous
need for computational power and the currently available resources, this appears to
be a long-term objective. Our studies have certainly set the foundations for many
new and very exciting investigations of vortex dynamics and especially quantum
turbulence, also beyond the above-mentioned ones, in three-dimensional dissipative
superfluids by means of gauge/gravity duality.

Beyond the discussed prospects for future research on holographic superfluids, the
numerical and conceptual methods used and developed in this thesis are potentially
also useful for applications of holography to other fields of physics, including particle
and nuclear physics, in particular the physics of strongly coupled plasmas akin to
the quark—gluon plasma, other condensed-matter systems, nuclear astrophysics, and
many more. We have discussed the application of holography to the description of
such systems in the introduction in chapter 1. The basic framework of our numerical
implementation of the equations of motion constitutes an ideal starting point for nu-
merical studies of various holographic systems in two and in three spatial dimensions.
Moreover, also the concepts developed in the matching procedure may potentially
be applicable in other systems and thus set the basis for further investigations of
the applicability of holography to the description of real-world physics.
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A Numerical Methods

In this appendix we discuss details concerning the numerical methods that we employ
in this thesis. This includes the numerical implementation of the equations of motion
of the Abelian Higgs model, a statement regarding the performance of our codes, the
power-law fitting of the occupation number spectrum, the finite-difference methods
that we employ in the computation of vortex velocities and accelerations, and finally
the three-dimensional tracking routine that we use to track the cores of vortex rings
in the three-dimensional superfluid.

A.1 Implementation of the Equations of Motion

The gravitational models dual to superfluids in two and three spatial dimensions are
given by Abelian Higgs models in four- and five-dimensional asymptotically anti-de
Sitter spacetime, respectively. We solve the corresponding equations of motion (3.9)—
(3.11) in the probe-approximation using similar numerical methods for both systems.
For our real-time simulations of both systems we first solve the respective static and
spatially homogeneous equations of motion, imprint our initial conditions onto these
solutions, and subsequently evolve the systems in time by solving the respective full
sets of dynamical equations of motion. In both systems, the holographic z-direction
is defined on the finite interval 0 < z < z,, bounded by the AdS boundary at z =0
and the black-hole event horizon at z = 2}, which we set to unity, 2z, = 1. Hence,
0<2z<1.

Unless explicitly stated otherwise, the following discussion holds equally for the
two- and the three-dimensional system. For the equilibrium as well as the dynamical
system we employ a collocation method with 32 Gau3-Lobatto grid points along the
holographic z-direction and expand the fields in a basis of 32 Chebyshev polynomi-
als. Chebyshev polynomials are defined on the finite interval [—1,1]. We therefore
perform a coordinate transformation from the holographic z-coordinate to the new
rescaled coordinate Z € [—1, 1], which is defined by

1,

z:§(z+l). (A.1)
This enables us to implement derivatives with respect to Z using simple matrix multi-
plication. For the static and spatially homogeneous systems we linearise the respec-
tive equations of motion using a Newton—Kantorovich iteration algorithm and solve
the resulting linear equations at each iterative step employing an LU decomposition.
For our real-time simulations, we take the spatial field-theory directions @ to be pe-
riod and accordingly expand the fields in a pseudo-spectral basis. Such an expansion

297



A Numerical Methods

allows us to implement derivatives with respect to « highly efficiently using discrete
Fourier transforms. To propagate the two-dimensional system forward in time, we
employ a fourth-order/fifth-order Runge-Kutta—Fehlberg algorithm with adaptive
timestep size. We implement the algorithm such that each unit timestep, in units of
zn = 1, is composed of an adaptive number between 10 and 1000 numerical timesteps.
For the three-dimensional system, we employ a fourth-order Runge-Kutta algorithm
and we use 250 numerical timesteps to propagate the system forward by one unit
timestep (in units of z;, = 1). Further discussion concerning the technical details of
the implementation of the dynamical equations of motion can be found in chapters
5 and 11 for the two- and the three-dimensional system, respectively.

A.2 Performance

We implement the equations of motion for both systems in C++. For the implemen-
tation of discrete Fourier transforms we use the fftw3 library [481] and implement
all linear-algebra operations with help of the Eigen library [482]. The codes are
parallelised with OpenMP [483].

Running the code for the two-dimensional system on the Intel Xeon server archi-
tecture using 56 threads, a simulation on a grid with 512 x 512 grid points along the
spatial field-theory directions with grid spacing [ = 2/7 and 32 collocation points
along the holographic direction up to time ¢ = 972 (in units timesteps), which corre-
sponds to the time it takes for a vortex dipole with initial separation dy = 150 grid
points to annihilate, takes around 8 hours.

For the three-dimensional system, running the code on the Intel Xeon server
architecture using 56 threads, a simulation on a grid with 128 x 128 x 128 grid
points along the spatial field-theory directions with a grid spacing of [ = 2/7 and
32 collocation points along the holographic direction up to time ¢t = 126, which
corresponds to the time it takes a single vortex ring with initial radius Ry = 22 grid
points to shrink to zero size, takes around 400 hours. Accordingly, the simulations
of the far-from-equilibrium dynamics and turbulence discussed in chapter 13, which
ran for approximately 500 unit timesteps, took around 1500 hours.

We use Mayavi [484] for all visualisations of three-dimensional bulk and vortex
configurations.

A.3 Power-Law Fits of Occupation Number Spectrum

In chapter 13 we analyse the far-from-equilibrium dynamics of the three-dimensional
superfluid in terms of scaling behaviour in the radial occupation number spectrum.
Such a scaling behaviour is characterised by n(t, k) ~ k~¢ within a certain inertial
momentum range where ( is the scaling exponent. We extract the scaling exponent
from our data points using a Levenberg—Marquardt least-squares fitting routine.
This procedure is plagued by a number of uncertainties. First and foremost, the
determination of the inertial momentum range. We initially choose the endpoints
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of the momentum interval by eye and subsequently vary them systematically to
estimate the uncertainty of the scaling exponent. We find the uncertainty to be
given by A{ = £0.2. The fitting routine itself, on the other hand, typically reports
an uncertainty of A( = 4+0.05 which is clearly subdominant. Yet another source
of uncertainty comes from the noise in the set of data points due to the finite
size of the computational domain. This uncertainty is the most difficult one to
estimate. We proceed as follows. We perform similar simulations to those presented
in the main text with analogues initial conditions on smaller grids of size 96 X
96 x 96 points along the spatial field-theory directions and evaluate the sets of data
points using the same methods as outlined above. Comparing the results for the
scaling exponents yields discrepancies of the order of A{ = +0.1, which is slightly
smaller than the uncertainty originating from the choice of endpoints of the inertial
momentum range. Naturally, we expect the finite-size-induced noise to decrease if we
work on larger numerical grids or average the results over several simulations with
similar initial vortex configurations. As of now, however, both of these methods
appear out of reach given the currently available computational resources which
strongly constrain the feasible grid sizes and number of simulations we can perform.
All uncertainties considered, we therefore quote A{ = +0.2 for the uncertainty of
the scaling exponents throughout chapter 13.

A.4 Equations of Motion in Poincaré Coordinates

We solve the static and homogeneous equations of motion of the superfluids in two
and three spatial dimensions not in Eddington—Finkelstein coordinates using the
metric (3.13) but instead in Poincaré coordinates, i. e., using the metric (3.6). In
this appendix, we discuss the equations of motion for both systems in Poincaré
coordinates and lay out how the respective solutions are transformed to Eddington—
Finkelstein coordinates which we employ for our real-time simulations.

The content of this section regarding the two-dimensional system agrees with an
analogous section in [257] and the discussions are thus very similar. The reason is
that in this work we employ the numerical implementation of the two-dimensional
system that was developed in [257]. With regard to the three-dimensional system,
the numerical implementation of the equations of motion was implemented by the
author of this work. The general procedure concerning the use of Poincaré coor-
dinates for the static and spatially homogeneous system as well as the subsequent
transformation to Eddington—Finkelstein coordinates is the same as for the two-
dimensional system which is why we discuss both systems here in one setting.

In the main text we argue that in the equilibrium solution the spatial components
of the gauge field Aj; vanish. We therefore set A;(z) = 0 with i = x1, x5 for the
two-dimensional and i = x1, x2, 3 for the three-dimensional system throughout this
section. We again work in axial gauge and thus set A,(z) = 0 in both systems.
Moreover, in light of the boundary condition for the scalar field (5.9), we find it
convenient to express both systems of equations of motion in terms of the rescaled
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scalar field

)

® |

. (A.2)

Using the metric (3.6) the equations of motion for the scalar field ® and the
temporal gauge-field component A; of the two-dimensional system are given by

20%A; = hA] (A.3)
—A2® = h?9" — 32°hd — 2h®, (A.4)

where all fields depend only on the holographic z-direction and we denote derivatives
with respect to z by a prime. In addition, we have set z, = 1 and m? = —2, in
agreement with our corresponding choices discussed in the main text.

Similarly, we find for the three-dimensional system

202 A,z = h (2A] — A}) (A.5)
2 A2 = hd%23 + O'h(1 + 32%) — h229" (A.6)

where we have again set zy = 1 and plugged in our choice for the scalar mass,
m? = —3.

In both systems, it follows from the z-component of the Maxwell equations that
the phase of the scalar field is constant along z. Without loss of generality we have
therefore assumed that @ is real, for the two- as well as three-dimensional system.
The boundary conditions in both systems are given by

)
)

We solve the systems of coupled second-order ordinary differential equations by
expanding the fields in a basis of Chebyshev polynomials and employing a Newton—
Kantorovich iterative procedure to linearise the equations. See also appendix A.1
for details.

We now discuss the transformation laws for the fields in Poincaré coordinates
solving equations (A.3), (A.4), for the two-dimensional system, and (A.5), (A.6), for
the three-dimensional system, to Eddington—Finkelstein coordinates such that we
can use them to construct the initial conditions for our real-time simulations.

In order to distinguish between the fields in Poincaré and 