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Abstract

The particle flow reconstruction concept is based on a set of pattern recognition algorithms promis-
ing to deliver unprecedented jet energy resolution in a future lepton collider experiment. One of
the key requirements for this concept is highly granular calorimetry, capable of revealing the sub-
structure of particle showers. The CALICE collaboration has developed the highly granular Analog
Hadron Calorimeter (AHCAL) prototype, a steel sampling calorimeter featuring ⇠22 000 readout
channels of scintillating tiles coupled to silicon photomultipliers (SiPMs). During extensive beam
test campaigns at the SPS CERN in 2018, the prototype has been successfully operated in muon,
electron and pion beams proving feasibility of the technology and scalability to a collider detector.

The first part of this thesis focuses on the characterisation and calibration of the AHCAL proto-
type. For all channels excellent signal-to-noise ratios, very good uncalibrated response uniformities
and stable operation over time and for different operating modes are demonstrated.

In the second part, the Pandora particle flow algorithm (PandoraPFA) framework is applied
to AHCAL prototype data and Monte Carlo simulations. On the basis of extensive studies with
regard to the limiting effects of particle flow reconstruction in single and two hadron events,
the reliability of performance projections for future lepton collider experiments has been further
validated with realistic detector data and detailed simulations. In addition, profound understanding
of the PandoraPFA sub-algorithm interplay and the impact of counteracting increased noise levels
on the particle flow reconstruction performance has been gained by studying modified PandoraPFA
settings and increased energy thresholds on calorimeter channel level for AHCAL prototype data
and jet simulations in a potential future lepton collider experiment.
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Zusammenfassung

Das Particle Flow Rekonstruktions Konzept basiert auf einer Reihe von Mustererkennungs-
Algorithmen, welche eine unerreichte Energieauflösung für Jets in zukünftigen Leptonen-Collider
Experimenten in Aussicht stellt. Eine der Schlüsselvoraussetzungen für dieses Konzept ist die
hoch-granulare Kalorimetrie, die es ermöglicht die Substruktur von Teilchenschauern aufzudecken.
Die CALICE Kollaboration hat den hoch-granularen Analogen Hadronischen Kalorimeter (AH-
CAL) Prototypen entwickelt, ein Stahl-Sampling Kalorimeter mit ⇠22 000 Auslesekanälen, welche
aus Szintillator Kacheln gekoppelt an Silizium-Photovervielfachern (SiPMs) bestehen. Während
umfangreicher Strahlentests am SPS CERN im Jahr 2018 wurde der Prototyp erfolgreich in My-
onen, Elektronen und Pionen Strahlen betrieben, was sowohl die Realisierbarkeit der Technologie
als auch die Skalierbarkeit zu einem Collider Detektor zeigt.

Der erste Teil dieser Dissertation fokussiert sich auf die Charakterisierung und die Kalibrierung
des AHCAL Prototypen. Für alle Auslesekanäle werden dabei ein exzellentes Signal-zu-Rauschen
Verhältnis, sehr gute unkalibrierte Uniformitäten der Detektorsignale und ein stabiler Betrieb über
die Zeit und in verschiedenen Betriebsmodi demonstriert.

Im zweiten Teil wird das Pandora Particle Flow Algorithmus (PandoraPFA) Framework auf
AHCAL Prototyp Daten und Monte Carlo Simulationen angewandt. Auf Basis von ausgiebigen
Studien hinsichtlich der limitierenden Effekte der Particle Flow Rekonstruktion in Einzel- und Zwei-
Hadronen Events wurde die Zuverlässigkeit der projizierten Leistungen für zukünftige Leptonen-
Collider Experimente mit realistischen Detektordaten und detaillierten Simulationen in einem weit-
eren Schritt bestätigt. Zusätzlich wurde ein tiefgründiges Verständnis über das Wechselspiel der
Teil-Algorithmen in PandoraPFA und die Auswirkung eines Entgegenwirkens von erhöhtem Rausch
Niveau auf die Particle Flow Rekonstruktions Leistung gewonnen, in dem modifizierte PandoraPFA
Einstellungen und erhöhte Energieschranken auf Kalorimeter Kanal Ebene für die AHCAL Proto-
typ Daten und Jet Simulationen in einem potentiellen zukünftigen Leptonen-Collider Experiment
studiert wurden.
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1 Introduction

The Standard Model of particle physics is widely considered as the most accurate theory, precisely
describing the fundamental particles and forces of nature. In the year of 2012, it was completed
by the discovery of a Higgs Boson within the independent experiments ATLAS and CMS at the
Large Hadron Collider (LHC) at CERN, which collides protons with a center-of-mass energy of
up to

p
s = 14TeV. This discovery marked a milestone in the research of particle physics and

far beyond. However, based on experimental and cosmological observations many unanswered
questions remain, which hint towards physics beyond the Standard Model.

Different approaches are pursued by the particle physics community to answer these open ques-
tions. At the energy frontier, the collisions and measurements at the LHC are pushed further
to higher energies and luminosities with the planned concept of the High-Luminosity LHC (HL-
LHC). A complementary approach, with respect to the achievable precision and discovery reach, is
a future lepton collider facility like the International Linear Collider (ILC) or the Compact Linear
Collider (CLIC). Such experiments would further push the precision frontier by colliding electron
and positron beams with energies in the range of 250GeV up to a few TeV in well controlled and
clean environments in contrast to hadron collisions. To achieve the desired precision for testing
the Standard Model, stringent requirements are set for the detector systems. On of those require-
ments is an unprecendent jet energy resolution of 3 � 4% for jet energies 40 � 250GeV. Due to
the intrinsically limited energy resolution of the hadronic calorimeter, this requirement can not be
fulfilled with the conventional approach to calorimetry in which all calorimeter energy depositions
in an event are simply summed up. Thus, it is planned to be achieved by utilising calorimeters
optimised for the concept of particle flow reconstruction. Dedicated pattern recognition particle
flow algorithms aim to reconstruct each individual particle in a jet and use the energy measure of
the sub-detector providing best resolution. This allows to exploit the preciser momentum measure-
ment of the tracker for all charged particles in a jet, specifically omitting the energy measure of the
hadronic calorimeter for all charged hadrons. To facilitate this approach, a tracking system with an
excellent momentum resolution and highly granular calorimeter systems instrumented within the
magnetic coil of the experiment are required, which provide the environment to sufficiently separate
showers initiated by charged and neutral particles. Various simulation studies have shown that the
desired jet energy resolution achievable with particle flow reconstruction in such experiments is in
reach. However, the projected performance is highly dependent on the accuracy of the simulated
shower sub-structure details, which are revealed by the highly granular calorimeters and exploited
within the pattern recognition algorithms of the particle flow reconstruction.

This thesis focuses on the commissioning, calibration and performance of one of these highly
granular calorimeter systems, which has been developed by the CALICE collaboration: the Analog
Hadron Calorimeter (AHCAL) prototype. Based on scintillator tiles coupled to silicon photomul-
tipliers (SiPMs), this ⇠22 000 channel steel sampling calorimeter was successfully commissioned

1



Chapter 1 Introduction

and operated in muon, electron and pion beams at the SPS CERN in 2018. The excellent results
achieved during the calibration, characterisation and response investigation enable the possibility
of higher level analyses based on this prototype data and corresponding simulations.

One goal of this work is to further validate the reliability of the particle flow performance
projections for a future lepton collider experiment using AHCAL prototype data and simulations.
For this reason, the Pandora particle flow algorithm (PandoraPFA) is applied for the first time
to beam test data and simulated events of a standalone calorimeter scenario in the form of the
AHCAL prototype. Limiting effects of the particle flow reconstruction and their impact on the
total reconstruction performance are investigated in detail for different event scenarios, mimicking
typical jet environments, and compared between data and simulation. Furthermore, the goal of
this work is to get a profound understanding of the sub-algorithms interplay in PandoraPFA and
their connection to specific limiting effects. By modifying internal settings of PandoraPFA, the
impact on these limiting effects and the total reconstruction performance is studied for AHCAL
prototype data as well as simulated jets in a potential future lepton collider experiment. Lastly, the
projected particle flow performance in an experimental environment facing increased noise levels
and consequently a loss of effective shower sub-structure information in the calorimeter systems is
studied in the scope of this thesis.

Thesis Outline
In Chapter 2 of this thesis, an overview about the Standard Model of particle physics is provided,
open questions are discussed and the concepts of ongoing and future experiments are presented.
The motivation and prospects for a future lepton collider experiment are summarised in Chapter
3 with the focus set on two potential experiments in the form of the International Linear Collider
(ILC) and the Compact Linear Collider (CLIC). Chapter 4 describes the central concepts on which
the studies in this thesis are based on: the physics of the interactions within particle showers, the
particle flow concept with PandoraPFA as the state of the art algorithm and the advantages
of highly granular calorimetry. The highly granular AHCAL prototype is introduced in detail
in Chapter 5 including its individual hardware components, a summary of the commissioning
and beam test campaigns and a detailed description of extensive calibration and characterisation
studies. The Monte Carlo simulation of AHCAL prototype events and developed central software
tools, used for the analyses in this thesis, are presented and evaluated in Chapter 6. The energy
response performance of the prototype to muons, electrons and pions is evaluated for recorded
beam test data and compared to simulations in Chapter 7. Chapter 8 and 9 represent the central
analysis part of this thesis. In the first part, the application of PandoraPFA to AHCAL prototype
data and simulation is discussed from a technical point of view and the preparation and selection
of dedicated events is explained and evaluated. In the second part, the particle flow reconstruction
performance of single and two particle events is studied in detail with respect to the limiting
effects for different energy and shower distance scenarios. In the last part, the impact of modified
PandoraPFA settings and hit energy thresholds on the particle flow reconstruction performance
is studied for simulated ILD jets and AHCAL prototype data. Lastly, Chapter 10 concludes the
thesis and provides an outlook.
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Contributions from the Author and Thesis Related
Publications
The AHCAL prototype has been designed and developed in a collaborative effort by the CALICE
collaboration. The author was not involved in the design, development, assembly and quality
insurance phase of the individual hardware components. During the mechanical integration, cosmic
tests and beam test campaigns of the prototype at DESY and SPS CERN, the author played a
significant role in the prototype commissioning, online and offline data quality monitoring and in-
situ calibration. The automated calibration routines for the pedestal and MIP constants have been
developed by the author and the extracted calibration constants and stability information have
been provided for collaboration-wide physics analyses of the prototype data. In addition, various
quality checks for the channel-wise light yield and high gain low gain intercalibration constants
was performed by the author. The general prototype design, construction and commissioning is
summarised in [1], further calibration results can be found in different PhD theses [2–4].

The software frameworks utilised within this thesis have been developed by CALICE and the
linear collider community. The author has been part of a task force to implement and optimise
the geometrical implementation and the digitisation chain for the latest prototype simulation.
Furthermore, the author developed and validated the central software tools required for the particle
flow studies and implemented those into the common software framework, except for the multi-
variate PID [5]. The development of the hadronic shower start finding algorithm was done in close
collaboration with a supervised Bachelor student [6].

With respect to the performance validation of the AHCAL prototype, the author contributed to
the evaluation of the MIP response in strong collaboration with a Master student partly publishing
the results in [7]. The electron and pion response studies are part of other PhD theses [3, 2].

The calibration and analysis of the delay wire chamber data was not performed by the author,
but a colleague whose results are not published but can be found in several talks [8, 9]. In strong
collaboration with this colleague, the track implementation in PandoraPFA and the event overlay
algorithm were developed. All other algorithms and simulation efforts with respect to the sample
generation, preparation and selection were developed and performed by the author. In addition,
the author adapted and technically validated the full PandoraPFA interface and analysis framework
for the application on AHCAL prototype data and simulations. Regular meetings and discussions
with the PandoraPFA developers laid the foundation for these implementations. For the studies
of ILD jets, the author has used pre-existing simulation samples and analysis frameworks of the
linear collider community.
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2 Theoretical Backgrounds

Since thousands of years, mankind has tried to reveal the secrets of nature and explain its funda-
mental processes. Natural science has developed out of this effort covering a broad spectrum of
different areas. As the most fundamental one, physics itself covers a vast field of different research
areas. Among those, particle physics aims to understand the properties and interactions of the
fundamental constituents of our universe: elementary particles. Since the impetus by the discov-
ery of the atomic sub-structure in scattering experiments by Geiger and Marsden in 1909 [10], a
common theory has been developed during the 20th century that covers the elementary particles
and the fundamental forces of nature and has withstood many experimental tests: the Standard
Model of particle physics.

This chapter provides the theoretical background and the motivation for the investigation of
the physics processes described in the scope of this thesis. In Section 2.1, a brief overview about
the Standard Model of particle physics is given. Subsequently, a selection of shortcomings, which
indicate physics beyond Standard Model, are shortly discussed in Section 2.2. Lastly, in Section 2.3
general experimental concepts for probing the Standard Model and searching for physics beyond
are introduced.

2.1 The Standard Model of Particle Physics

The Standard Model of particle physics (SM) is widely considered the most successful theory of
modern particle physics, experimentally tested to a large extent and able to provide precise predic-
tions of physics processes. It classifies all known elementary particles and describes their respective
interactions in the framework of a constituent quantum field theory (QFT). The postulation of the
SM has its origin in the 1960’s during the efforts to unify the electromagnetic and weak interaction
[11–14] and evolved in the following decades [15], in which many of its predictions could be verified
in various experiments, to its current formulation. With the discovery of a Higgs Boson in 2012,
by the ATLAS and CMS experiments at the Large Hadron Collider (LHC) at CERN [16, 17],
experiments have observed all elementary particles of the SM. Figure 2.1 presents an overview
of the SM content. In total the SM consists of 17 fundamental particles, which can be divided
into twelve spin-1/2 fermions, four spin-1 gauge bosons and one spin-0 scalar Higgs Boson. The
individual types of particles are further discussed in the next sections.

2.1.1 Fermions
The fermions are further sub-classified into further categories (top to bottom in Figure 2.1): up-
type quarks, down-type quarks, charged leptons and neutrinos. Each fermion-category contains
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Chapter 2 Theoretical Backgrounds

Figure 2.1: The Standard Model elementary particles with denoted mass, charge and spin. Coloured
areas are indicating which gauge boson couples to which fermion. The Higgs Boson is necessary
to give masses to fermions and gauge bosons. Taken from [18].

three generations (left to right in Figure 2.1). With the potential exception of neutrinos, the mass
increases with the generation. Each fermion particle there exists an anti-particle with opposite-sign
quantum numbers and otherwise identical properties. The opposite-sign quantum numbers allow
a particle to annihilate with its antiparticle when they come into contact.

The quarks are categorised into up-like quarks (up, charm, top) with an electric charge of ±2/3

and down-like quarks (down, strange, bottom) with electric charge of ⌥1/3. Next to the electric
charge, quarks feature a so-called colour charge. Up to now, no isolated quarks but only colour-
neutral multi-quark bound states have been observed in nature in the form of hadrons. Those
states can be further subdivided into mesons, quark-antiquark pairs of opposing colour charge,
and baryons, neutral net colour charge bound states of three quarks. All observed mesons and
baryons are unstable with the exception of the proton, consisting of two up and one down quarks
(uud). The neutron, consisting of one up and two down quarks (udd), can also be stable when it
is bound with protons in a nucleus.

Each of the three generations features a charged lepton and a corresponding neutral neutrino.
The charged leptons are the electron (e), muon (µ), and tau (⌧) and have an electric charge of
±1. The neutrinos (⌫e,⌫µ,⌫⌧ ) are electrically neutral and nearly massless. Out of those, only
the electron and the neutrinos are stable particles. Muons and taus have an average lifetime of
⇠2.2⇥ 10

�6
s and ⇠290⇥ 10

�15
s, respectively.

To sum up, the matter around us only consist of protons, neutrons and electrons. Fermions of
the two higher generations are only accessible by their generation in high energy particle collisions
before they do decay into fermions of the first generation again via different channels and with dif-
ferent lifetimes. Exceptions are the neutrinos constantly traversing us with basically no interaction
and cosmic muons, produced in interactions of cosmic rays with nuclei of the earths’ atmosphere.
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2.1.2 Fundamental Forces and Mediator Gauge Bosons
The SM includes three out of the four fundamental forces describing the interactions between
particles: electromagnetism, the weak and the strong force. Since no description of gravity in form
of a consistent QFT has been achieved yet and gravity is considered as negligible on the sub-atomic
particle scales, it is not included in the SM. The remaining forces are described to be mediated by
gauge bosons within the SM.

Photons (�) are the mediators of the electromagnetic force and are exchanged between all elec-
trically charged particles. Since they are massless and uncharged, the force has an infinite reach
with the Coloumb potential decaying with the radius like 1/r.

Massive gauge bosons, W± (⇠80.4GeV) and Z
0 (⇠91.2GeV), are mediating the weak nuclear

force. All fermions are involved in the weak interaction, with a special emphasis on the neutrinos
as the only particles, which can only interact weakly. Due to the high mass of the gauge bosons,
the effective range of the weak interaction is limited to ⇠10

�17
m, based on the respective Yukawa

potential [19, 20].
Lastly, massless gluons are the carriers of the strong force and couple to color charge. Only

quarks and the gluons themselves carry color charge. Because they are charged themselves, gluons
are self-interacting [21]. The gluon self-interaction leads to a potential between the quarks in a
bound quark pair that linearly increases with their distance. This effectively limits the reach of
the strong force because if the distance between two bound particles increases too much it exceeds
the pair production threshold for a new quark-antiquark pair, at which point the original pair
decouples into two new pairs. This process becomes important for the quark pair production in
high energy particle collisions. Such quark pairs radiate gluons which decay into new quark pairs,
creating a shower of quarks. In accordance with color confinement, these quarks then form a
cascade of color-neutral hadrons1 in the following referred to as a jet [22]. This process is called
hadronisation and typically splits up the initial quark momentum in a cascade producing a mix of
final state hadrons, which is in the following referred to as jet. Thus, to reconstruct the momentum
and energy of the original quark, the reconstruction of the distinctive jet particles is required.

2.1.3 Higgs Boson

The Higgs mechanism is introduced to explain the mass of the weak gauge bosons W± and Z, and
respectively for the electrically charged fermions via Yukawa couplings [23]. It causes spontaneous
electroweak symmetry breaking while the local gauge symmetry is conserved, which creates the
symmetry-breaking mass terms. This mechanism postulates a self-interacting complex scalar field,
the Higgs field, which couples with non-zero vacuum expectation value ⌫ [24–26]. In this context,
the coupling gHXX of the Higgs field to a given fermion X is proportional to the fermions mass
mX :

ghXX =
mX

⌫
(2.1)

As the basic excitation of the Higgs field, the postulated SM Higgs Boson (H) manifests in form of
a scalar particle with spin 0 and a measured mass of around mH = 125.2GeV [16, 17]. In the SM,
the Higgs Boson couples to all massive particles. It can decay into all massive SM particles, except
the top quark, with a fractional decay width proportional to the squared coupling of the Higgs
to the respective particle. The Higgs mass, decay width and the individual couplings to different
particles are important parameters to be measured with high precision in order to validate the SM.

1This process is often referred to as hadronisation.
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Slight deviations from the SM predicted values could indicate, that the observed boson is not the
postulated SM Higgs Boson and hint towards new physics. Therefore, precision measurements of
the Higgs Boson properties are considered as one of the most sensitive windows to physics beyond
standard model.

2.2 Open Questions and Physics Beyond the Standard Model
Over the last decades, the SM has proven to succeed in describing many physics processes and
experimental results. Different experiments have measured the 19 free parameters of the SM with
different levels of precision. New physics might hide under the less precisely measured parameters,
as a more precise determination could uncover inconsistencies. These investigations are considered
crucial, since up to this day there are many open questions, which can not be explained by the SM
and might imply that it is only a low energy approximation of a superior theory. A brief overview
of selected open questions based on experimental observations is presented in the following.

Dark Matter
Many astrophysical and cosmological observations, like the rotational velocity curves of galaxies [27]
or the anisotropy of the cosmic microwave background (CMB) [28], provide evidence for additional
invisible matter next to the visible matter content making up only 4% of our universe. This
invisible matter, termed Dark Matter, has not been observed directly in any experiment yet. In
many theoretical models it is supposed to interact via the weak force only. Physics beyond the SM
is required to explain the indirect observations and the nature of Dark Matter.

Neutrino Masses
The SM postulates massless neutrinos, since the exclusively existing left-handed neutrinos do not
acquire mass through Yukawa coupling. In contrast to this prediction by the SM, different neutrino
experiments have observed oscillations between the neutrino flavour eigenstates [29]. This implies,
that neutrinos have mass eigenstates resulting in non-zero masses. Currently only upper limits on
the neutrino masses in the order of 10�1

eV can be set by different experiments. The mechanism
behind the neutrino mass generation is still unknown and hints to physics beyond SM.

Matter-Antimatter Asymmetry
According to the SM, matter and anti-matter should be equally produced at the beginning of the
universe and still be equally existent to this date. However, it is widely observed that our universe
is composed mostly of matter (baryons). This baryon asymmetry is not explained by the SM.
Observed CP violation for weak interactions in the quark sector, which is part of the SM, can only
explain a small fractional contribution to this asymmetry [30]. Therefore, other processes not part
of the SM are required to explain the full extent of this asymmetry.

Based on these questions, numerous theoretical models have been developed over the last decades
trying to address these questions by extending the SM. One of these approaches is Supersymmetry
(SUSY), adding an additional symmetry to the system by introducing a boson super-partner to
each SM fermion and vice versa.
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2.3 Experimentally Probing the Standard Model
Without experiments probing theoretical models and predictions, the open questions discussed in
the previous section remain unanswered. In general, the modern particle physics community follows
two basic experimental concepts: direct and indirect searches for physics beyond the standard
model.

For direct searches, the energy of particle collisions is further pushed to its limits. This is done
in order to directly probe unexplored phase space, in which the direct production of new particles
with high masses could be achieved. Currently, one of the driving forces for direct searches is the
LHC and its multi purpose detector systems analysing proton-proton collision data of up to 14TeV.
However, especially with respect to the planned high luminosity upgrade of the LHC (HL-LHC)
and the corresponding detector systems [31], data from these experiments are as well utilised for
the second approach.

Within indirect searches the main focus lies on extensively and precisely probing the SM param-
eters and predictions. Small deviations from the predictions, due to higher order loop corrections
including contributions by new physics, or the observation of decays forbidden by the SM could
indirectly indicate physics beyond the SM. Indirect searches are typically performed with highly
specialised detector systems often optimised to find signatures of single new physics processes with
very high mass scale reaches or with high precision collider experiments pushing luminosity to
its limit and utilising novel reconstruction techniques for the data recorded with multi-purpose
detector systems.

A future lepton collider experiment could potentially combine both approaches to an even larger
extent. On the one hand, high precision measurements of SM properties like the Higgs coupling
constants, Higgs decay width or the electroweak sector could potentially uncover deviations from
SM predictions. On the other hand, depending on the exact energy reach of the collider, phase
space still unexplored by the LHC, due to the different type of particle collision, could be scanned
for direct new particle searches. Physics prospects and potential candidates for such experiments
are discussed in the following chapter.
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3 Prospects for Future e+e� Collider
Experiments

Despite being the most successful theory to describe physics processes up to the TeV energy scale,
the SM is not able to answer all open questions, as discussed in Chapter 2. Therefore, more
theoretical and experimental efforts are required to understand all phenomena observed in our
universe.

Currently, the Large Hadron Collider (LHC) at CERN is the pioneer machine in experimental
particle physics and the only high energy hadron collider in operation. With a circumference of
27 km, it collides protons with a center-of-mass energy of up to

p
s = 14TeV [32]. With these

unprecedented energies, one of the milestones achieved by the LHC was the discovery of the Higgs
Bosons in 2012 as the last missing particle in the SM. Since that, the LHC continues to probe the
SM at the energy frontier and searches for physics signatures beyond SM. This effort is reflected in
the various upgrade campaigns for the LHC and its employed detector systems, like the luminosity
upgrade towards the High Luminosity Large Hadron Collider (HL-LHC) [31] for improved and
continuous operation over the next decades.

However, a hadron collider like the LHC suffers from specific limitations given by the nature
of the colliding particles and the complexity of the collision environment limiting not only the
measurement precision of SM parameterss, but also the reach for searches beyond the SM. By
colliding leptons instead of hadrons most of these limitations can be overcome, potentially opening
up a window to observe new physics beyond the SM. Over the last decades, several concepts for
future lepton colliders have been developed, which can be categorised in linear and circular collider
options. The proposed physics prospects of such experiments are mostly complementary to the
physics program of the LHC (and HL-LHC). While the LHC is still mainly pushing towards the
energy frontier, a future lepton collider is mainly designed to perform precision measurements and
therefore further pushing the precision frontier.

This chapter summarises the physics prospects of a potential future lepton collider experiment
with the focus on the linear option. In Section 3.1, the benefits of a lepton in contrast to a hadron
collider are generally discussed and details of the explicit physics program and physics reach are
briefly summarised. After that, in Section 3.2, the International Linear Collider (ILC), as the
most mature concept for a linear e+e� collider experiment, is introduced in more detail including
proposed detector concepts. Lastly, Section 3.3 provides a brief overview about the Compact Linear
Collider (CLIC) as an alternative experimental concept.
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3.1 Motivation and Physics Program
A future lepton collider experiment is motivated by several key aspects mainly based on overcoming
the limitations a hadron collider faces. First of all, leptons are elementary and non-composite
particles. In contrast to colliding hadrons, which allow only an unknown fraction of their center-
of-mass energy to be available in the actual collision process due to their composite nature, the
initial states (four-momenta) of the colliding leptons are well defined and known. This allows for
equal center-of-mass energies in each individual lepton collision. In addition, the spin orientation
of the leptons can be changed and controlled via beam polarisation in order to enhance specific
production cross-sections for example. Furthermore, the typically large QCD SM and pile-up
background within hadron collisions is reduced within lepton collisions, providing a much cleaner
collision environment and therefore allowing highly precise measurements.

In general, there are two main concepts for high energy particle colliders with specific benefits
and limitations: circular and linear. Circular particle colliders (synchrotrons) benefit from being
able to use the accelerating structures multiple times by many circulations of the particles in the
ring and achieve increased collisions rates since non-interacting particles can be recycled again for
further collision processes. The largest drawback of a circular collider, however, is the emission of
synchrotron radiation arising if the charged particles are bent in the magnetic field to be kept on
the circular trajectory. The energy loss per cycle �E scales with:

�E ⇠
E

4

m4R
(3.1)

where E is the energy of the charged particle, m its mass and R the radius of the synchrotron
ring. This shows, that especially circular e+e� colliders are limited in achieving highest energies
by synchrotron radiation energy losses due to the low mass of the electrons and positrons. The
largest and most powerful e+e� collider built to this day is the Large Electron-Positron Collider
(LEP) at CERN operated in the same tunnel as the LHC nowadays [33]. From 1989 to 2000 it
collided e+e� beams with a center-of-mass energy up to 209GeV. Higher beam energies excessively
suffered from synchrotron radiation losses due to the limited tunnel radius of roughly 4.25 km.
However, proposed future circular lepton colliders are aiming for higher energies by significantly
increasing the synchrotron radius like the Future Circular Collider (FCC) [34] or the Circular
Electron Positron Collider (CEPC) [35] with radii of ⇠15.8 km, ⇠8.6 km respectively.

In contrast to circular colliders, linear colliders do not suffer from the limitation of synchrotron
radiation. However, one limitation of linear colliders is that the non-interacting particles can not
be reused. The accelerating mechanism can only be traversed once and after passing the collision
region all remaining particles are dumped. Therefore, a long acceleration path, high acceleration
gradients and optimised final focusing schemes are required to reach highest particle energies and
collision rates. Due to the limitation of synchrotron radiation for electrons in circular option and
the well advanced acceleration gradients achieved over the last years, the linear option is widely
considered as the most promising candidate for a future lepton collider. Therefore, in the scope of
this thesis, the focus is set on two proposed linear lepton collider options: the International Linear
Collider (ILC) and the Compact Linear Collider (CLIC).

Extensive physics programs for future lepton colliders have been developed over the last 20
years across the various proposed experiments. These programs mainly focus on high precision
measurements of the Higgs Boson properties, the electroweak sector and the top quark properties,
but also include direct searches and exclusion studies of signatures beyond the SM. In the following
sections a brief overview is provided.
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3.1.1 Exploiting the Higgs Sector
With the discovery of the Higgs Boson at the LHC in 2012 and the measurement of its mass, the
SM of particle physics is considered as completed. However, many questions about the nature of
the Higgs Boson remain, like the reason for the electroweak symmetry breaking, if it is a scalar
or composite particle or if the coupling to other particles and itself behaves as the SM predicts.
Therefore, any measured deviation from the SM Higgs parameters could indicate the existence of
physics beyond the SM. Many beyond SM models predict deviations from the SM Higgs parameters
to be at the level of 5% or less, making high precision measurements of the Higgs properties
the most attractive physics program for many high energy physics experiments. In the hadron
environment of the LHC, however, the level of precision is limited and the desired precision goal
of ⇠1% with respect to the predicted SM Higgs parameters are a difficult challenge. In the clean
and well controlled environment of a future lepton collider, unprecedented and model independent
precision measurements of Higgs Boson parameters such as its production cross-sections, branching
ratios, mass and consequently its couplings to other particles can be performed.

Higgs Production

The two dominant production modes of the Higgs Boson at a future lepton collider are Hig-
gsstrahlung and vector boson fusion (VBF). In the Higgsstrahlung process the Higgs Boson is
produced in association with a Z boson (e+e� ! HZ). For the VBF production mode either
two W bosons fuse into a Higgs Boson leading to associated production of two electron neutrinos
(e+e� ! H⌫e⌫̄e), or by the fusion of two Z bosons into a Higgs Boson to a production of an
electron and positron (e+e� ! He

+
e
�). Corresponding Feynman diagrams of these production

channels are illustrated in Figure 3.1a.

(a) (b)

Figure 3.1: Higgs Boson production at a future e
+
e
� collider: (a) Tree-level Feynman diagrams.

(b) Corresponding simulated cross-sections for polarised lepton beams at the ILC [36].

With respect to the center-of-mass energy of the colliding electrons and positrons, the Higgs pro-
duction cross-sections for these processes are depicted in Figure 3.1b. Peaking around 250GeV, the
Higgsstrahlung production cross-section is dominant in the lower energy regime. The production
cross-section for WW fusion slowly increases from 200GeV onwards and becomes dominant only
at center-of-mass energies higher than 450GeV. The cross-section of ZZ fusion Higgs production
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is a factor ⇠30 smaller than for the WW fusion. Since WW fusion only occurs in collisions with
left-handed electrons and right-handed positrons, specific beam polarisation configurations can
increase the cross-section of this production mode.

Higgs Branching Ratios

The decay modes of the SM Higgs Boson are depicted in Figure 3.2 by the respective branching
ratios (BR) as a function of the Higgs Boson mass MH . Primarily it decays into a pair of bottom
quarks (BR: ⇠60%). While this channel is difficult to access at a hadron collider like the LHC due
to the presence of large QCD backgrounds, a future lepton collider provides better accessibility.
With a BR of ⇠20%, the next likely decay of the Higgs Boson is into a pair of W bosons, followed
by a pair of gluons, tau leptons and c quarks. For two of the main discovery channels of the Higgs
Bosons at the LHC1, ZZ⇤ and ��, the BRs are significantly lower with ⇠2.6%, ⇠0.2% respectively.
For the Higgs Boson decay channels into massless particles (gg or ��), the respective particles are
radiated off from virtual heavy quark or charged gauge boson loops, which couple to the Higgs
Boson initially.

Figure 3.2: Branching ratios of the SM Higgs Boson versus Higgs Boson mass close to MH =

125GeV. The bands indicate the total uncertainty [37].

Higgs Recoil Measurement

The Higgsstrahlung production channel at a future lepton collider offers an unique possibility for
precision measurements of the Higgs Boson properties. Since the initial states of the electron and
positron (their respective four-momenta) are well defined and precisely known, one can reconstruct
the four momentum of the Z boson and subsequently apply kinematic calculations to draw con-
clusions on the recoiling Higgs Boson without measuring its decay products. With this method,
precise and model independent measurements of the Higgs Boson mass, full decay width, absolute
coupling constants and branching ratios to invisible or exotic particles are accessible.
1For the ZZ⇤, the Higgs was discovered in the so-called golden channel : ZZ⇤ ! 4l.
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By exploiting leptonically decaying Z events2 (Z ! e
+
e
� and Z ! µ

+
µ
�), one can calculate

the recoil mass Mrec as:
M

2
rec =

�p
s� El+l�

�2
� |

�!
p l+l� |

2 (3.2)

with El+l� ⌘ El+ + El� and �!
p l+l� ⌘

�!
p l+ +

�!
p l� the measured energies and momenta of the

leptonic Z decay products [38]. By monitoring the number of events in which the invariant mass of
the di-lepton system is consistent with the mass of the Z boson, one can additionally determine the
full model independent cross-section of the Higgsstrahlung process. A projected recoil spectrum
of the decay channel ZH ! µ

+
µ
�
X for an assumed Higgs Boson mass of MH = 125GeV based

on simulations for a future lepton collider experiment is illustrated in Figure 3.3. Different studies
have shown, that an absolute Higgs Boson mass resolution of better than 30MeV and a total
Higgsstrahlung cross-section uncertainty at the sub-percent level is achievable if the muon and
electron decay channels of the Z boson are combined [39].

The introduced measurement technique can be extended to the hadronic decay channel of the
Z boson (Z ! qq̄), resulting in two or more jets in the final state of the Higgsstrahlung channel.
By doing that, one can profit from the approximately ten times higher branching ratio at

p
s =

350GeV in comparison to the leptonic decay of the Z bosons, since more processes like top quark
production are kinematically accessible. However, since the Higgs Boson decays hadronically as
well, one has to avoid misclassifications and ambiguities in the jet reconstruction by sophisticated
event classification and fitting of signal and background templates to likelihood distributions of
specific variables. Simulation studies have shown, that a measurement precision of 1.8% can
be achieved for the reconstructed Higgs Boson mass and total Higgsstrahlung cross-section with
350 fb

�1 at
p
s = 350GeV, comparable to the 250 fb

�1 scenario at
p
s = 250GeV for the leptonic

Z decay channels [40].

Figure 3.3: Reconstructed recoil mass distribution for the process e
+
e
�
! ZH ! µµH simulated

for MH = 125GeV at
p
s = 125GeV and polarised lepton beams at the ILC [39].

2The choice of leptonic decay channels is motivated by the anticipated excellent tracking resolution at a future
lepton collider experiment.
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Higgs Coupling Measurements

The measurements of the Higgs Boson coupling gHXX̄ to SM particles X are of particular interest,
since they are highly sensitive to BSM physics. Many generic beyond SM models predict deviations
in the order of a few percent with respect to the values predicted by the SM [41]. At a future lepton
collider experiment, model independent measurements of the Higgs Boson coupling constants can
be performed by exploiting that the branching ratio of a specific decay channel BR(H ! XX̄)

can be described by the specific partial decay width of the Higgs �(H ! XX̄) over the total Higgs
decay width �H via:

BR(H ! XX̄) =
�(H ! XX̄)

�H
(3.3)

with

�(H ! XX̄) ⇠ g
2
HXX (3.4)

Thus, to obtain the coupling constant of any given particle to the Higgs Boson, the partial decay
width of the corresponding decay process can be calculated if the branching ratio is measured
and the total Higgs Boson decay width is known. In order to determine the total Higgs Bo-
son decay width, the model independent measurement of the inclusive Higgsstrahlung production
cross-section e

+
e
�
! HZ, and therefore gHZZ , via the recoil mass measurement is utilised. In a

collider experiment, one typically measures final state event rates, which correspond to the pro-
duction cross-section of a process times the branching ratio into the final state. In a first step, the
branching ratio BR(H ! bb̄) is calculated by dividing the corresponding bb̄ final state3 event rate
in Higgsstrahlung processes by the already known e

+
e
�

! HZ production cross-section. Next,
the total WW -fusion Higgs production cross-section, and therefore gHWW , can be calculated by
dividing the measured event rates of bb̄ final states within WW -fusion processes (e+e� ! H⌫⌫̄

with H ! bb̄) by the already determined BR(H ! bb̄). Since gHWW is known at this point and
according to Equation 3.4 also �(H ! WW̄ ), only BR(H ! WW̄ ) has to be measured according
to Equation 3.3 to determine the total Higgs decay width �H . This can either be done via the
final state event rates in the Higgsstrahlung or WW fusion processes, since both total production
cross-sections are known.

The measurement uncertainty of �H is propagated to the total measurement uncertainty of
each coupling constant. In order to improve the precision on �H , a global fit can be applied
including all measured production cross-sections times branching ratios of other available channels
determined with the method described above. The projected relative precision of the coupling
constant measurements with respect to the SM predicted values are presented in Figure 3.4a for
a model dependent fit and in Figure 3.4b for a model-independent fit for different data sets of
the ILC. One can see, that for most coupling constants the lepton collider measurements are one
order of magnitude more precise than the projected precisions with the full HL-LHC data sets.
The channel H ! �� is exempted, due to the low branching ratio of around 0.2% and background
processes creating �� signatures in a lepton collider.

Lastly, the trilinear Higgs self-coupling measurement is of important interest at a future lepton
collider experiment. It does not only provide crucial information on the Higgs potential, but also
helps to understand the transition of the symmetric to symmetry-broken state of the electroweak
sector. The process is accessible over both Higgs Boson production modes at energies higher than
p
s = ⇠350GeV, with a production cross-section peaking at around

p
s = 600GeV. Recent studies

3For this method bb̄ is often chosen as the final state since it provides the highest statistics and characteristic event
topology with two b-tagged jets.
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(a)

(b)

Figure 3.4: Projected relative precisions of the measured Higgs Boson coupling to SM particles
with respect to SM predicted values for an initial and a full data set of the ILC: (a) Model
dependent analysis. Projected relative precisions for the full data set of the HL-LHC are added for
a pessimistic (CMS-1) and an optimistic (CMS-2) scenario of systematic uncertainties. (b) Model
independent analysis [39].

have shown, that a relative precision of around 27% for the Higgs self-coupling constant is expected
with 4 ab

�1 at
p
s = 500GeV combining the HH ! bb̄bb̄ and HH ! bb̄WW

⇤ channels [42].
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Chapter 3 Prospects for Future e+e� Collider Experiments

3.1.2 Electroweak Precision Measurements
Precision measurements of the electroweak sector are a challenging task at hadron colliders like the
LHC and rely not only on rather complex SM background estimations, but also to a large extent
on theoretical assumptions. Despite the employment of novel multivariate analysis techniques to
improve rare event tagging and therefore the achievable precision in such an environment, the reach
of the LHC in the electroweak sector is limited [43].

At a future lepton collider experiments, unrivaled precision measurements of electroweak pa-
rameters could be achieved based on the same reasons as discussed previously. In processes like
e
+
e
�
! W

+
W

�, e+e� ! ZZ, �� ! W
+
W

�, e+e� ! V V V (triple boson production) or vector
boson scattering processes, the masses, widths and couplings of the heavy gauge bosons W and
Z could be determined with highest precision. Since many beyond SM models expect additional
couplings to these gauge bosons, consequences of radiative correction effects could be uncovered
by precision measurements at a future lepton collider experiment hinting towards new physics or
at least further constrain the parameters of electroweak sector in the SM.

3.1.3 Top Quark Measurements
Being discovered by the Tevatron experiments CDF and DØ, the top quark is the heaviest particle
in the SM with Mtop = 173.34±0.27 (stat.)±0.71 (syst.) GeV[44]. Since the coupling to the Higgs
Boson is proportional to the mass of a fermion (see Section 2.1.3), Mtop is an important parameter
of the SM. Precision measurements of Mtop provide substantial input to fits of global electroweak
parameters constraining Higgs and gauge boson properties, allowing to test the internal consistency
of the SM. Additionally, the value of Mtop affects the stability of the SM Higgs potential, which
consequently has cosmological implications [45, 46].

Up to now, the top quark has only been studied in hadron collisions with limited precision
caused by the aspects discussed previously. A future lepton collider would offer the clean and
well controlled environment for significant enhancement of the achievable measurement precision
of the top quark properties. Additionally, due to the well known initial states of the colliding
leptons, a resonance scan in the range of

p
s ⇠ 2Mtop could be performed to precisely measure

the top production cross-section, Mtop, �top and the strong coupling constant ↵s. Furthermore,
the beam polarisations can be tuned to study and exploit the enhancement of the top production
cross-section with a lepton machine. Based on these points, the top quark is expected to offer a
promising window to new physics at the TeV scale.

3.1.4 Direct Beyond SM Searches
Finally, an important part of the physics program of a future lepton collider is the direct search for
physics beyond SM. e+e� collisions offer a clean environment and, therefore, many advantages and
new possibilities for the discovery of direct physics beyond SM signatures in contrast to hadron
colliders like the LHC. While at a hadron collider only missing transverse momentum can be deter-
mined, in e

+
e
� collisions missing four-momentum can be investigated for example. Additionally,

due to much lower background levels, events with much less visible energy can be observed and
studied in contrast to hadron collisions. Recent studies investigate the discovery and exclusion
reaches at a future lepton collider experiment for dark matter WIMPs in mono-photon signatures
from initial state radiation [47] or challenging SUSY channels, like higgsinos, winos and charginos,
at low mass differences [48] for example.
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3.2 The International Linear Collider

3.2 The International Linear Collider

The International Linear Collider (ILC) is considered as the most mature concept of a future linear
e+e� collider experiment. Situated in Japan, it is foreseen to collide polarised electron and positron
beams with a center-of-mass energy starting at 250GeV in order to realise the physics program
as discussed above. A schematic drawing of the ILC is provided in Figure 3.5. In the following
sections, a brief overview of the proposed accelerator, the detector systems and the status of the
project is summarised.

Figure 3.5: Schematic layout of the ILC featuring its main sub-systems (not to scale) [49].

3.2.1 Overview and Status
The ILC baseline design has a total length of 31 km mainly comprised by the two main linear
accelerators (linacs) for electrons and positrons [49]. Both linacs are based on superconducting
radio-frequency (SCRF) cavities of niobium operating in cyromodules at 2K for the acceleration
of the respective particles with average gradients of �31.5MVm

�1.
One of the key features of the ILC is the collision of longitudinally polarised electron and positron

beams. Polarisations of up to Pe� = ±0.8 and Pe+ = ±0.3 allow for enhancements of specific SM
processes and suppression of SM backgrounds depending on the polarisation configuration in order
to effectively increase the measurement precision.

By illumination of a GaAs photocathode with a polarised laser beam, polarised electrons are gen-
erated. After a bunching and pre-acceleration step to 76MeV, the electron bunches are accelerated
to 5GeV by a SCRF linac and stored in a damping ring of 3.2 km circumference. While circulating
in the damping ring, bunch trains are formed and the beam emittance is reduced approximately
by 5 orders of magnitude by normal, superconducting and wiggler magnets. Subsequently, the
electron beam is accelerated further to 15GeV by the ring to main linac (RTML) and the bunch
length is compressed to a few micrometers. Within the main linac the electron beam is now accel-
erated to its final collision energy. However, before the collision the electron beam passes through
a superconducting 147m long helical undulator generating photons between ⇠10� 30MeV. These
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Chapter 3 Prospects for Future e+e� Collider Experiments

photons are directed on a rotating thin titanium (Ti) alloy4 target to produce electron-positron
pairs 500m downstream. While the remaining photons and generated electrons are dumped, the
positrons are accelerated to 400MeV with a linac and additionally focused with a solenoid. From
this point on the positrons follow a similar procedure as described for the electrons. After the ac-
celeration to their final energy, electron and positron beams propagate through the beam delivery
system (BDS). It consists of a sequence of final focusing magnets and collimators to squeeze the
beams down to x = 474mm and y = 5.9mm (values for the operation at

p
s = 500GeV) in order

to reach the design goal of an instantaneous luminosity of up to 2⇥ 10
34

cm
�2

s
�1. Finally, both

beams enter the interaction region (IR), where the beam collision occurs and dedicated detectors
are instrumented.

The final ILC beam structure features bunch trains separated by 200ms corresponding to a
bunch train repetition frequency of 5Hz. Each of these trains consists of 1312 bunches separated
by 554 ns with ⇠2⇥ 10

10 particles in each bunch.
The initial plan has foreseen the construction of a 500GeV machine. This was motivated by

the accessibility of both Higgs production mechanisms, Higgsstrahlung and VBS, for Higgs Boson
coupling measurements, top quark precision measurements and a higher direct discovery potential
for new particles. At the moment, a staging concept is under consideration, which features an
extended primary operation5 at a center-of-mass energy of 250GeV with potential upgrades to
350GeV, 500GeV and 1TeV based on extensions of the two main linac lengths next to other
major upgrades [50]. One of the arguments for the staged approach, next to cost reasons, is
that the 250GeV program already provides highly precise and model-independent measurements
of Higgs Boson properties based on the sufficiently large number of produced Higgs Bosons via
Higgsstrahlung6 at low background levels [51].

From a technological point of view, all key components of the accelerator have been devel-
oped and demonstrated successfully, which is documented in the ILC Accelerator Technical Design
Report [52]. Specifically the operation and mass production of the SCRF cavity units have been
demonstrated at the linear SCRF-based synchrotron facilities FLASH [53] and XFEL [54] at DESY.
Therefore, the ILC could potentially be constructed without any major delays as soon as a positive
decision on its realisation would be made. Currently different parts of the Japanese government are
debating on hosting the ILC in the northern part of the country. In parallel, intergovernmental dis-
cussions of governance and sharing of responsibilities and costs are ongoing with no clear outcome
yet. An ILC Preparatory Laboratory (Pre-lab) is planned in order to prepare and execute fur-
ther technical and engineering work and provide all relevant information to the intergovernmental
discussions upon request [55].

3.2.2 Detector Systems
Two multi purpose detector systems are being developed for the ILC, the International Large
Detector (ILD) and the Silicon Detector (SiD). Both systems share the interaction region by
employing a push-pull configuration. While one detector is located within the beam acquiring
collision data, the other one is laterally parked in a maintenance position within the detector
hall. Every few weeks the configuration is changed in order to allow sufficient data taking for
both experiments. The two-detector concept allows not only the investigation of complementary
detection approaches, but also the independent confirmation of results.

4The thickness corresponds to 0.4X0.
5Currently an initial operation at the Z-pole (⇠91GeV) is under consideration as well.
6Up to half a million events depending on the running scenario [51].
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Driven by the extensive physics program introduced in Section 3.1, both detector concepts are
optimised with respect to particle flow reconstruction (see Section 4.4). One goal of this concept is
to achieve a relative jet energy resolution of <4% for jet energies of 40�250GeV [56]. This requires
highly efficient tracking systems (with momentum resolution: �p/p

2 < 5⇥ 10
�5

GeV
�1) and highly

segmented calorimeters within the magnetic coil of the system. Furthermore, the material budget
of the innermost systems and support structures is minimised. This is partly realised by a passive
cooling scheme (power pulsing), which exploits the bunch spacing of the ILC, to avoid active cooling
elements. The two individual detector concepts are briefly introduced in the following sections.

3.2.2.1 International Large Detector

The ILD is foreseen to feature a near to cylindrical shape of 13m length and 7.8m radius [56].
Surrounded by a superconducting solenoid coil of inner radius 3.4m, the tracking as well as the
full calorimeter system are located within a magnetic field of 3.5T oriented parallel to the beam
axis. Figure 3.6 illustrates the schematic layout of the ILD.

Figure 3.6: Illustration of the ILD concept showing full detector and detector cross section. Di-
mensions are given in units of millimeter [49].

The tracking system of ILD consist of multiple sub-detectors. The innermost system is a multi-
layer vertex detector (VXD) located around 16mm from the beam axis. It is optimised for a
minimal material budget of less than 0.0015X0 per layer and a single point resolution of better than
6 µm. Different proposals are made for the system featuring either three double layers or five single
layers of novel silicon pixel sensors, like CMOS [57] or DEPFET [58]. Further outside, located
at a radius of 153mm and 300mm, two layers of silicon strip detectors providing comparable
spatial resolution with a material budget of 0.0065X0 per layer are installed. Furthermore, in
the forward regions several silicon pixel and strip disks are implemented to allow for low angle
tracking. As the main tracking device of ILD, the time projection chamber (TPC) covers the
volume of radius 330mm to 1808mm. Electrons generated by the ionisation of gas along the
trajectory of charged particles are amplified by an electric field oriented parallel with respect to
the beam axis. Electrons are planned to be multiplied and read out by either gas electron multiplier
(GEM) [59] or micro-mesh gaseous structure (micromegas) [60] technology located in both endcaps.
The proposed TPC offers a 3-dimensional spatial point resolution of 100 µm in the r� plane and
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around 1.4mm in the z direction. Despite featuring a lower spatial resolution in comparison to
silicon sensors, the TPC allows for continuous tracking measuring up to 224 points per track
being specifically advantageous for the reconstruction of kinked and non-pointing tracks caused by
multiple scattering. At the same time, the TPC benefits from a very low material budget and the
ability of performing particle identification via the measurement of the specific energy loss dE/dx,
see Section 4.1. For the complete ILD tracking system, a total momentum resolution �pT

/p
2
T of

2⇥ 10
�5

GeV
�1 is expected.

Following the tracking system in the radial direction, a finely segmented electromagnetic
calorimeter (ECAL) is planned. In the baseline option it consists of 30 active layers of silicon
readout pads, with a readout segmentation of 5mm⇥ 5mm, and passive tungsten absorber plates
allowing for a compact design of barrel as well as the endcap region of the system. Other options
under discussion are the usage of plastic scintillator strips as the active medium or a combination of
both technologies for an optimised cost to performance ratio of the ECAL system. Right after the
ECAL, a highly segmented hadronic calorimeter (HCAL) is implemented and separated in barrel
and endcap systems as well. The HCAL consists of up to 48 layers with steel as passive absorber
material. Two options are currently considered for the active layers: either analog scintillator-
based readout with tiles of 3 cm⇥ 3 cm dimension or (semi-)digital readout based on resistive plate
chambers (RPCs) with an effective segmentation of 1 cm⇥ 1 cm. Further details about the various
considered calorimeter technologies and the development status are provided in Section 4.5.

Covering the forward region, additional calorimeter systems are instrumented7 for direct and
indirect luminosity and background measurements at very low angles down to 5mrad. Finally, in
order to detect muons and energy leakage of high energy jets, the magnetic field return iron yoke
is planned to be instrumented with RPCs or scintillator strips.

3.2.2.2 Silicon Detector

Designed as a multi-purpose detector, SiD is a detector concept very similar to the ILD. A schematic
view of the detector is illustrated in Figure 3.7. In comparison to ILD it features reduced overall

Figure 3.7: Schematic view of the SiD concept showing full detector and detector cross section [49].

dimensions with a length of 11m and a radius of 6.6m, but operates a stronger magnetic field
7LumiCal, BeamCal and LHCAL summarised as FCAL.
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of 5T [56]. SiD features a completely silicon-based tracking system instead of a TPC. While the
electromagnetic calorimeter system is planned to be based on silicon as well, the baseline design
of the hadronic calorimeter has recently been changed to a scintillator-based calorimeter instead
of digital RPC readout [61]. With respect to physics prospects and overall detector performance,
the SiD concept is comparable to ILD.

3.3 Compact Linear Collider

An alternative concept for a future linear e+e� collider experiment is the Compact Linear Collider
(CLIC), planned to be located at CERN [62, 63]. In comparison to ILC, CLIC features a different
acceleration technology and conceptual design. Firstly, normal-conductive RF copper cavities
operating at 12GHz are used allowing for much higher acceleration gradients up to 100MVm

�1.
Secondly, a two-beam concept is planned to be used in which a driver beam provides the acceleration
power for a collision beam. This scheme allows CLIC to be upgradable to a collision center-of-mass
energy of 3TeV without revising its compact design. Figure 3.8 illustrates the proposed CLIC site
in the Geneva are with a total length of roughly 48 km for the 3TeV machine. The resulting beam
structure is planned to consist of 20ms separated bunch trains, each composed of ⇠300 bunches
separated by only 0.5 ns. The acceleration technology of CLIC is not yet mature and still requires
several years of R&D.

Figure 3.8: Map showing potential CLIC accelerator complex in the Geneva area. Taken from [62].

A potential CLIC detector encounters many different challenges regarding its design in compari-
son to the introduced detector systems for ILD. In order to cope with the higher collision energies,
the 0.5 ns bunch spacing, related pile-up and larger �� ! hadron background, different require-
ments are defined for the individual detector sub-systems to be able to successfully employ particle
flow reconstruction techniques. The hadronic calorimeter for example is planned to consist of tung-
sten as absorber material to allow for more compact and contained hadron showers. Furthermore,
a high magnetic field of 4T is planned to be used to achieve better particle separation. Lastly, all
sub-detectors must feature an excellent time resolution for background and pile-up rejection. A
sketch of the proposed detector concept is provided in Figure 3.9.
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Figure 3.9: Proposed detector concept for CLIC (top view). Taken from [64].
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4 Basics of Calorimetry and Particle
Flow Reconstruction

In the context of particle physics, calorimeters are fundamental detector systems to measure the
energy of particles. Typically they consist of a large instrumented volume of a specific material
in which traversing particles convert their energy into a measurable signal. If these particles are
of high energy, their interaction with matter within the calorimeter can trigger a particle shower.
A particle shower is a cascade like process, based on the generation of daughter particles as long
as their energy is large enough to self-sustain the process. Depending on the type and energy of
the traversing particle and the calorimeters effective thickness, it is often stopped completely by
depositing all of its energy during the cascade process. In general, a completely contained particle
shower is desired in order to achieve an adequate measure of the particle energy.

In general, the particles within such a shower can interact with the matter of the calorimeter
system via various processes. In Section 4.1, these processes are introduced and the physics of the
two types of particle showers, electromagnetic and hadronic, are discussed on the basis of that.
Different simulation models of these interactions within particle showers, which are employed
in the analysis presented within the scope of this thesis, are briefly summarised in Section 4.2.
Furthermore, basic principles of calorimetry, classical calorimetric observables and limitations are
discussed in Section 4.3.

Section 4.4 introduced the particle flow reconstruction as a key concept for unprecedented preci-
sion at a future e+e� collider experiment. After introducing the basic principles and limitations of
the concept, the implications for a particle flow designed detector system, specifically the calorime-
ters, are discussed. Furthermore, the state of the art algorithm for particle flow reconstruction,
PandoraPFA, is introduced and a simulation study showing the projected jet energy reconstruction
performance at the proposed ILC by using PandoraPFA is presented. Lastly, the efforts of the
CALICE collaboration to develop multiple types of highly granular calorimeter systems optimised
for particle flow reconstruction are briefly summarised in Section 4.5.

4.1 Interactions of Particles with Matter
In the environment of a high energy particle collider, only a bunch of different final state or longer
living particles reach the calorimeter systems. Those particles can be categorised by the way they
are interacting with the matter of the calorimeter system:

• e
±
, �: inducing electromagnetic particle showers.

• ⇡
±
,K

±
,K

0
, p

±
, n: inducing hadronic particle showers.
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• µ: typically not showering and just leaving ionisation tracks.

• ⌫: almost never interacting and traversing the calorimeters without any energy depositions.

In this section, a brief overview of the basic interaction processes of particles with matter and the
physics of induced particle showers is provided.

4.1.1 Electromagnetic Cascades
Depending on their kinetic energy, electrons and positrons lose their energy in different physics
processes while traversing matter. The energy loss contributions for electrons and positrons energy
traversing lead are depicted in Figure 4.1a. At lower energies, up to the order of 10MeV, the
dominant process is ionisation of the atoms in the traversed material. However, different scattering
processes also contributee slightly to the total energy loss in this energy regime, namely Bhabha
and Møller scattering. Additionally, low energy positrons can be captured and annihilate with an
electron of the traversed material. For energies higher than 10 � 100MeV Bremsstrahlung takes
over as the main contribution to energy losses in the form of radiated photons due to the Coulomb
interactions of the electron/positron with the Coulomb field of the nuclei. The energy spectrum
of those emitted photons follows a 1/E dependency [65]. The critical energy ✏c in this context is
defined as the energy where energy losses of ionisation and Bremsstrahlung are on the same level.
It is material dependent and for solid matter it can be parametrised with the atomic number Z as
follows:

✏c =
610MeV

(Z + 1.24)
(4.1)

(a) (b)

Figure 4.1: (a) Electron (positron) energy loss in lead as a function of the particle energy for
different energy loss processes. (b) Total experimental cross-section of the photon as a function of
the photon energy in lead. Contributions from the photo-electric effect (�p.e.), Compton scattering
(�Compton) and pair production within a Coulomb field of an electron (e) and a nucleus (nuc)
are illustrated. �g.d.r. indicates the photo-nuclear cross-section (great dipole resonance) [66, 67].
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Photons lose their energy while transversing matter in different processes, depending on their
respective energy, as well. The corresponding cross-sections of these processes in lead as a func-
tion of the photons energy is given in Figure 4.1b. For energies below ⇠1MeV, energy losses are
dominated by the photoelectric effect, in which electrons of the atom are emitted if the absorbed
photon energy overcomes their binding energy. In the same energy regime up to energies of a few
10MeV, scattering processes contribute to the total energy loss of photons in matter. In Rayleigh
and Compton scattering, photons electromagnetically interact with electrons of the traversed mat-
ter coherently or incoherently respectively. Lastly, at a threshold of two times the rest mass of
the electron/positron (E� = 2 ⇥ 511 keV), the process of pair production starts and becomes the
dominant process at energies in the order of 100MeV and higher. Within this process, photons
traversing the Coulomb field of the nuclei or electrons can create electron-positron pairs.

If a high energy electron, positron or photon penetrates dense matter, a cascade like process
is initiated including a mixture of all processes introduced above. In a simplified picture, for a
photon, the first interaction could be a pair production creating a secondary electron and positron,
which subsequently could irradiate Bremsstrahlung photons potentially generating new electron-
positron pairs. A simplified picture for a primary electron is depicted in Figure 4.2. As soon as the
electron of energy E0 enters the matter, Bremsstrahlung photons are emitted. While most of them
are of low energy and undergo Compton scattering or are absorbed via the photoelectric effect,
a few of them might exceed the threshold for pair production and initiate the next generation
of electron-positron pairs. The number of generated particles in this cascade scales roughly with
E0/✏c and the cascade starts to get quenched if the average electron energy gets smaller than ✏c.
Electromagnetic cascades, which are in the following referred to as showers, are characterised by
the radiation length, X0, in terms of the longitudinal and the Moliere radius, ⇢M , with respect to
the transversal development.

Figure 4.2: Simplified picture of electromagnetic shower development with numbers corresponding
to the depth of the shower in units of radiation length X0[68].

The radiation length is defined as the characteristic amount of matter a traversing high energy
electron (positron) has lost all but 1/e of its initial energy by the Bremsstrahlung process. At the
same time it is defined as 7/9 of the mean free path, �� , a high energy photon can traverse matter
before initiating a pair production process. It can be parametrised with the atomic number Z and
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the atomic mass number A in the following way [65]:

X0 =
716A

Z(Z + 1)ln(287/
p
Z)

h
g

cm2

i
(4.2)

The level of shower energy containment in longitudinal direction is proportional to ln(E0). There-
fore, 14X0 of copper to contain on average 95% of the energy induced by a 10GeV electron
shower is needed, while approximately 22X0 of copper would be necessary to achieve the same for
an induced 1TeV electron shower [65].

The Moliere radius is defined by the average transversal containment of 90% of the shower
energy in a cylinder of radius ⇢M . It can be parametrised with the radiation length X0 and the
critical energy ✏c as [65]:

⇢M = 21.2MeV
X0

✏c
(4.3)

4.1.2 Heavy Charged Particles
For high energy charged particles, Bremsstrahlung is typically the dominant process for energy
losses, as discussed in the previous section. However, this process is suppressed by the particle mass
with 1/m

4. Therefore, for heavy charged particles like muons or charged hadrons the dominating
processes for energy losses are ionisation and excitation of the electrons bound to the nuclei. The
mean energy loss per distance unit dE/dx of heavy charged particles is provided by the Bethe-Bloch
formula [65]: ⌧

dE

dx

�
= Kz

2Z

A

1

�2

✓
1

2
ln

2mec
2
�
2
�
2
Wmax

I2
� �

2
�

�

2

◆
(4.4)

where K is a numerical constant, z the traversing particle charge, Z (A) the atomic (mass) number
of the absorber material, me the mass of the electron, I the mean excitation energy of the absorber
material, Wmax the maximal kinetic energy transferable in a single collision, �(��) a correction
term for density effects, � the particle velocity and � the Lorentz factor. Figure 4.3 depicts the
mass stopping power for positively charged muons in copper as a function of the muons momentum
and ��.

Only for �� >⇠ 1000, corresponding to muons with energies higher than several 100GeV,
radiative energy losses via Bremsstrahlung become dominant again. For lower energies in the
Bethe-Bloch range 0.1 < �� < 1000, energy losses due to ionisation and excitation are described
by the Bethe-Bloch formula within an accuracy on the percent level [69]. Within this range a
broad minimum is situated around �� = 2 � 4, which corresponds to a minimal energy loss of
⇠13MeV/cm for 450MeV muons traversing copper. Particles in this regime are called minimum
ionising particles (MIPs), often utilised for detector calibration due to their well defined energy
deposition spectrum.

Within thin layers the stochastical energy loss of MIPs is well described by a Landau-Vavilov
distribution [67, 70], as illustrated in Figure 4.4 for 10GeV muons penetrating 1.3mm of silicon.
The mean of this distribution is subject to large variations due to the fluctuating high energy tail,
caused by only several infrequent high energy loss interactions like high energy Bremsstrahlung
photons or interactions with the nuclei. In contrast, the Most Probable Value (MPV) of the
distribution is insensitive to the high energy tail. For these reasons, the MPV of MIP energy losses
is often used as a standard candle providing a well defined energy deposition scale exploited for
detector calibration purposes [70]. In the provided example of the MIP energy loss distribution,
the mean is ⇠65% larger than the MPV.
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Figure 4.3: Mass stopping power h�
dE
dx i versus particle momentum for positive muons in copper.

Transitions of different interaction models are indicated by shadowed regions [67].

Figure 4.4: Energy loss spectrum of a 10GeV muon traversing 1.7mm of silicon (equivalent to
⇠3mm of PVC scintillator). �p corresponds to most probable, h�i to mean energy loss [67].

4.1.3 Hadronic Cascades
Besides ionisation processes, charged (and neutral) hadrons can lose energy via inelastic hard
scattering with nuclei of traversed matter, in the following referred to as hadronic interaction. This
initial hadronic interaction initiates a hadronic cascade or hadronic shower, as schematically shown
in Figure 4.5. Interacting with one or several nucleons of the target nucleus, the incident hadron
transfers a significant fraction of its momentum. This can lead to a variety of nuclear reactions:
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spallation, fission, nuclear breakup and excitations. Within these processes, typically protons and
neutrons are ejected, secondary mesons (⇡±, ⇡

0, ⌘) are generated and excited fragments of the
hit nucleus are left behind. Secondary particles with high momenta are able to further traverse
the material potentially initiating further interactions. The cascade starts to die out of if particles
in later generations do not have sufficient momentum to induce further hadronic interactions.
Depending on the hardness of the interaction, namely the absolute momentum transfer and the
impact parameter, the type, momenta and number of secondary particles can strongly fluctuate
event by event. This makes the hadronic shower much more complex and diverse compared to an
electromagnetic shower. In the following brief descriptions of the sub-components of a hadronic
shower are provided.

Figure 4.5: Illustration of hadronic shower development. Next to the depicted electromagnetic and
hadronic component the shower features an invisible component as well. Taken from [71].

The electromagnetic component is mainly initiated by generated ⇡
0 and ⌘ mesons, decaying

(lifetime ⇠10
�7

s) into photons according to

⇡
0
! 2� (BR : 99%)

⌘ ! 2� (BR : 39%)

⌘ ! 3⇡
0

(BR : 33%)

Generated photons subsequently induce local electromagnetic sub-showers. The electromagnetic
fraction of the total available energy fEM strongly varies from event to event and scales with the
energy of the incident hadron, since the probability of generating additional ⇡0 and ⌘ mesons gets
higher with every energetically accessible daughter generation of hadrons. The mean electromag-
netic fraction is typically hfEM i =

1
3 for hadronic showers induced by hadrons in the 10GeV range,

while it grows to hfEM i = 0.73 for hadrons of 1TeV [65].
The hadronic component consists of further strongly interacting secondary hadrons or heavy

fragments of the nuclei created in the initial hadronic interaction. Again, those particles are
subject to energy losses via ionisation and, if their momentum is sufficiently high, further hadronic
interactions.

Lastly, each hadronic shower features an invisible energy component, which remains undetected
and fluctuates from event to event as well. This can either be energy going into the excitation
or recoil of target nuclei or energy from binding secondary particles in nuclei of the material.
Furthermore, energy might be carried away by neutrinos generated in the decay of charged hadrons
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in the shower. Lastly, in the spallation processes neutrons might be released. Until thermalisation,
they elastically scatter through the matter with a mean free path in the order of cm losing most
of their kinetic energy undetected. Only the late (O(s)) emittance of �-rays by an excited nucleus,
due to neutron capture, is potentially detectable.

The mean free path between hadronic interactions is defined as the nuclear interaction length
�n, which is the characteristic length scale of hadronic showers. It is typically much larger than
the corresponding value of X0 for the same material, like e.g. for steel: �n/X0 ⇡ 9.5. �n can be
parametrised for materials with A > 7 according to [72]:

�n =
�
20A

0.4
+ 32

� g

cm2
(4.5)

Based on the ratio of the cross section of protons and pions for hadronic interactions with target
protons, the specific pion interaction length, �⇡, is approximately 3/2 larger than �n. For a ⇠95%

energy containment of a hadronic shower induced by a 100GeV pion, matter equal to ⇠8�⇡ is
required longitudinally. For transversal containment of on average ⇠90% energy of the same
shower, a cylinder with a radius corresponding to ⇠1�⇡ would be necessary [65].

Due to the fact that �n/X0 � 1 for most material, the hadronic shower development is in gen-
eral spatially more extended in comparison to electromagnetic showers. Since a hadronic shower
is characterised only by several hadronic interactions featuring more complex processes compared
to electromagnetic showers, a highly variable number of secondary particles per interaction is
generated. This finally results in a large statistical fluctuation of the energy fractions in the differ-
ent shower sub-components and therefore in the longitudinal and transversal development of the
shower. As a consequence each hadronic shower looks substantially different if visualised, while
electromagnetic showers look the same on average. Another crucial difference between electromag-
netic and hadronic showers is the corresponding time development. While electromagnetic showers
and the respective electromagnetic sub-component in hadronic showers are prompt, parts of the
hadronic component can be significantly delayed. Examples are the de-excitation of nuclear states
(O(µs)) or the release and subsequent thermalisation of neutrons (O(µs)-O(s)) generating late and
potentially isolated energy depositions.

4.2 Modelling of Particle Showers

The GEANT4 toolkit [73, 74] is a simulation framework to model particle interactions for a wide
range of energies, which is the reason why it is commonly used even in non high energy physics
applications [75]. In the scope of this thesis, it is utilised to simulate the interactions of MIPs and
the interactions within electromagnetic and hadronic showers with different models. Details about
the used version and explicit implementation are provided in Chapter 6. In the following, the
different interaction models and their combination into specific physics list are briefly discussed.

4.2.1 Electromagnetic Shower Models
Since the relatively interaction processes for electrons, positrons and photons can be precisely
parametrised, electromagnetic showers are generally well understood. In GEANT4, electromag-
netic interactions are simulated with an EM standard package reproducing classical calorimetry
observables, see Section 4.3, with an accuracy better than 1% [76]. Depending on the specific type
of detector technology and desired precision of individual sub-processes in the electromagnetic in-
teractions, GEANT4 has introduced many extensions of the EM standard package over the last
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decade. One example is the _EMY option, introduced to improve the description of ionisation
processes in thin layers of low density matter, where energy detection methods are dominated by
primary ionisation processes. Different studies have shown, that the agreement of simulations with
data is greatly improved by using the _EMY option for example in gas-based detector systems
like Resistive Plate Chambers (RPCs) [77].

4.2.2 Hadronic Shower Models
As discussed in Section 4.1.3, hadronic showers are much more complex than their electromagnetic
counterpart. Due to the compositeness of incident hadron and target nuclei, possible high energy
interactions have a very large final state phase space, mainly governed by the strong force. Due to
this, hadronic shower simulations have a high level of complexity and can often not be analytically
processed. Hence, models using different parametrisation and approximations of processes within
hadronic showers are used for simulation applications. None of the developed hadronic shower
models have reached the level of accuracy to describe corresponding shower observables to the same
precision as achieved for electromagnetic shower models to this day. However, significant progresses
have been achieved over the last decade improving and validating the accuracy of hadronic shower
simulation models with respect to acquired experimental data [78].

On the basis of the deBroglie wavelength, �B = h/p, the interaction scale of the modeling is
defined to steer the level of projectile and target sub-structures to be considered for the interaction.
While at low energies, the modelling of individual nucleons in the target nuclei is sufficient, at higher
energies the projectile and target’s quark sub-structure has to be considered within the modelling.
Therefore, GEANT4 features different models aiming to describe interactions in various energy
ranges. In general, all implemented interaction models follow a two-step procedure: In a first step,
the interactions of the projectile hadron with a target nucleus is simulated, typically resulting in
an excited nucleus and a composition of secondary particles. In the subsequent second step, the
de-excitation process is simulated resulting in more secondary particles or its fragmentation. In the
following, GEANT4 models relevant for the work presented in this thesis are briefly introduced.
More details can be found in the GEANT4 physics reference manual [79].

Intra-nuclear Cascade Models

For energies up to a few GeV, typically interaction models describing individual nucleons are used,
since �B is still too large to resolve the quark sub-structure. The baseline model for this energy
regime is the intra-nuclear cascade (INC), schematically illustrated in Figure 4.6. The hadron
projectile is tracked while entering the target nucleus and interacting with individual nucleons
according to a mean free path, which is parametrised from modelled nucleon densities and measured
interaction cross-sections. In these intra-nuclear interactions secondary particles are generated and
similarly tracked until they interact as well, are absorbed in the nucleus by not exceeding the
threshold for further interactions, or leave the nucleus.

The Bertini cascade model is one of the implemented INC models in GEANT4 [81]. It models
the nucleus as three concentric spherical shells with respectively constant nucleon densities. Within
those shells, the nucleons are treated as a degenerated Fermi gas occupying all energy levels up to
the Fermi energy. For each interaction within the INC, the interaction type, interaction products
and corresponding four-momenta are calculated as long as the energy of the tracked particle is
>2MeV. Within the implemented de-excitation model, in a first step pre-equilibrium evaporations
are computed corresponding to the emission of neutrons and protons from the excited nucleus. In
a second step a full de-excitation of the nucleus is modelled including different possible mechanisms
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Figure 4.6: Schematic of an intra nuclear cascade. Taken from [80].

like Fermi-breakup into fragments for light nuclei (A < 17), simple nucleus explosion releasing all
nucleons or fission for heavier nuclei until the excitation energy is below 0.1MeV.

Parton String Models

For energies higher >5GeV, parton string models are typically employed within GEANT4. In this
energy domain, �B gets to the level in which quark sub-structures of the projectile hadron and
target nucleon can be resolved and have to be taken into account. For these models, the initial
projectile hadron interacts with a single nucleus in the target nucleon in a first step. A specific
interaction is modelled by forming a gluon string between constituent quarks of the projectile and
target to generate color-neutral objects. The choice of this interaction is based on the impact
parameter, the center-of-smass energy of the projectile-target system and the implemented cross-
sections of inelastic and diffractive interactions. Consequently, this leads to a fragmentation of
the target nucleon, generating secondary particles and an excitation of the nucleus [82]. Sketches
illustrating the string formation and string fragmentation principles are depicted in Figure 4.7a
and 4.7b.

(a) (b)

Figure 4.7: Main concepts of the parton string models implemented in GEANT4: (a) String
formation between constituent quarks of the transversing hadron and a target nucleus. (b) Gluon
string fragmentation by creation of quark-antiquark pairs followed by hadronisation processes [80].

In GEANT4, two different parton string models are implemented: the Fritiof and the Quark-
Gluon String model. Both models differ in the formation and fragmentation processes of gluon
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strings. While the Fritiof model only considers diffractive excitation processes [83] to form a
string, the Quark-Gluon String model additionally takes inelastic scattering processes, mediated
by pomerons [84], into account during the momentum exchange between projectile hadron and
target nucleon. The subsequent interactions of secondary particles traversing through the nucleus
are treated with cascade models as described previously. Lastly, the de-excitation of the nucleus is
simulated via models of fragmentation, nuclear de-excitation and pre-compound implemented as a
standard in GEANT4 [85].

Parametrisation Models

Next to INC and parton string models, GEANT4 also features much simpler parametrisation
models, namely the low energy parametrisation (LEP) and high energy parametrisation (HEP)
[79]. Those are generated by fits to experimental data to predict the composition and energies
of secondary particles in the hadronic shower development without modelling any explicit sub-
interaction. Parametrisation models do not reach the precision as the previously introduced models
do for their optimised energy range, but are often used to cover energy regions of model transitions.

4.2.3 GEANT4 Physics Lists
A physics list in GEANT4 is a composition of different interaction models covering different energy
ranges for interacting particles. Energy transition regions, in which a random selection of one out
of two models is performed, allow a smooth transition between two models [86]. Within the scope
of this thesis, the QGSP_BERT_HP and FTFP_BERT_HP physics lists of GEANT4 are used,
since they are considered to be the most mature and tuned [87]. The physics lists composition of
these models is depicted in Figure 4.8 and described in the following.

Figure 4.8: Depiction of GEANT4 physics list interaction models for different energy ranges [88].

QGSP_BERT

In the low energy range, up to 10GeV, the QGSP_BERT physics list utilises the Bertini cascade
model. For energies > 12GeV it uses the Quark-Gluon String precompound (QGSP) modeling.
In the transition region, the LEP model is used covering a range 9GeV to 25GeV.

FTFP_BERT

For the FTFP_BERT physics list, the Bertini cascade model is utilised up to an energy of 5GeV.
The Fritiof precompound (FTFP) model starts to take over at 4GeV and is fully applied for
energies > 5GeV.
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High Precision Neutron Tracking

The high precision (HP) neutron tracking package can be combined with the QGSP_BERT and
FTFP_BERT physics list. It provides an increased accuracy for the simulated interactions and
timing of low energetic neutrons (< 20MeV), especially in high Z absorbers.

4.3 Calorimeters
In high energy particle physics and many other fields of application, calorimeters are devices
to detect incident particles with the main goal of measuring their energy by initiating respective
particle showers fully contained within the instrumented volume. Next to the energy measurement,
calorimeters currently employed in running high energy physics experiments, are often used as part
of the event trigger or veto logic, for particle identification and for event selection purposes. For
precision measurements at future e

+
e
� collider experiments, further exploitation of spatial and

time-based shower sub-structure information is investigated on the basis of latest advancements in
calorimeter technology.

In the following, the basic concepts and types of calorimeters are summarised, the energy res-
olution is defined and examples for calorimeters currently in operation are provided. Lastly, the
calorimeter response with the focus on hadronic showers is discussed and concepts to overcome
potential limitations are presented.

4.3.1 Basic Concepts
A calorimeter typically utilises dense absorber material to initiate a particle shower as soon as
a particle enters the device. This is done to allow a full energy absorption and avoid shower
leakage. Based on that condition, the deposited energy in a calorimeter is proportional to the
energy of the projectile particle in general. In order to measure the deposited energy accurately
different approaches are used. One approach is the employment of charge-sensitive devices to
allow amplification and collection of free charge carriers generated within the energy deposition
processes. Another approach is the usage of scintillators coupled to photo-sensitive devices.

Homogeneous calorimeters are systems in which the absorber itself is the sensitive material being
able to measure energy depositions by traversing particles. Typically dense scintillating crystals like
PbWO4 (⇢ = 8.2 g/cm

3) are used to match spatial constraints of such calorimeter implementations.
Those materials are coupled to photo-sensitive devices like photo-multiplier tubes or state-of-the-
art silicon-based sensors (see Section 5.1.1) in order to detect the emitted photons.

In sampling calorimeters, passive and dense absorber layers alternate with sensitive layers.
Therefore, most of the incident particle energy is deposited in the absorber layers without being
detected, while only a smaller fraction of the energy is deposited within the sensitive layers. Thus,
the measured energy in the sensitive layers is extrapolated to the full particle energy. In contrast
to homogeneous calorimeters, the energy resolution (see Section 4.3.2) of sampling calorimeters is
degraded, since the fraction of deposited energy in the passive and sensitive layers fluctuates. The
fraction of measured energy in the sensitive layers is quantified with the electromagnetic sampling
fraction fsampling. It is defined as the fraction of energy deposited in the sensitive layers over
the total energy deposited by a purely and fully contained electromagnetic shower and can be
approximated to:

fsampling ⇡
X

sensitive
0

X
sensitive
0 +X

absorber
0

(4.6)
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with X
sensitive
0 the radiation length of one sensitive layer and X

absorber
0 the radiation length of one

absorber layer. Benefits of sampling calorimeters are the highly flexible choice of absorber material,
the sensitive layer technology and the geometrical layout of the full system. Single sensitive layers
can easily be replaced and different readout patterns with respect to transversal granularity can
be implemented. Additionally, the alternating concept of passive and sensitive layers allows a
longitudinal readout granularity. Furthermore, sampling calorimeters are potentially more cost
effective and well suited for limited detector volume in comparison to homogeneous calorimeters.

In general, calorimeters are designed and optimised to measure either electromagnetic or hadronic
showers. For electromagnetic calorimeters (ECALs), typically both types, homogeneous and sam-
pling calorimeters, are operated and feature high density absorbers (Pb, W) to achieve compact
electromagnetic shower development. Typical sampling fractions for sampling ECALs are in the
order of at least 5% and is the main driver of the energy resolution [89]. Hadronic calorimeters
(HCALs) are commonly designed as sampling calorimeters. Often steel is used as the passive ab-
sorber material providing mechanical support at the same time. In comparison to ECALs, the
dimension of HCALs have to be significantly larger in order to achieve full hadronic shower con-
tainment on average according to �n/X0 � 1. Electromagnetic showers can still be measured by
HCALs, however, with degraded energy resolution in comparison to ECALs due to a sampling
fraction typically in the order of a few percent only. In general, HCALs are not optimised on the
sampling fraction since it is not the main driver for the energy resolution, as discussed next.

4.3.2 Energy Resolution
The main figure of merit quantifying the performance of a calorimeter is the energy resolution.
For most calorimeters the relative energy resolution can be parametrised with three terms added
in quadrature as follows:

�E

E
=

a
p
E

�
b

E
� c (4.7)

where a corresponds to the stochastic term, mainly representing intrinsic statistical shower fluctu-
ations1. The form of the term can be derived2 by assuming that the intrinsic shower fluctuations
follow Poisson statistics and the calorimeter response is in the first order proportional to the in-
cident particle energy and therefore the number of generated shower particles N. For sampling
calorimeters, a includes an additional uncertainty by sampling fluctuations scaling proportional to
1/
p
fsampling. Also included in the term are the fluctuations of the invisible and electromagnetic

energy component within the shower, scaling as well with 1/
p
E, 1/E

0.5 respectively. Those
fluctuations are the driving factors for the energy resolution of hadronic showers. The stochastic
term is typically in the order of a few %/

p
E for homogenous ECALs, ⇠10%/

p
E for sampling

ECALs and in the order of 60%/
p
E for sampling HCALs.

The noise term, b, is energy independent and mostly corresponds to electronic readout noise.
Since pedestal level fluctuations of individual readout channels are rather low in comparison to
physics signals in modern calorimeter devices, this term dominates at lower energies, if at all.
Therefore, it is often omitted when reporting the energy resolution of a calorimeter device.
c represents a constant term. It reflects the maximum achievable relative energy resolution

limited only by the quality of the hardware and calibration procedures. The term includes inho-
mogeneities of the individual readout channels, calibration imperfections, dimensional variations

1Signal quantum fluctuations like SiPM photo-electron statistics are considered negligible in comparison.
2Assuming �E/E =

p
E/E = 1/

p
E.
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in the calorimeter construction, non linearities in the readout electronics, etc. Typically in the
order of a few percent, the constant term dominates at highest energies.

For highest particle energies, the calorimeter might not be thick enough to fully contain all hadron
showers specifically if the first hadronic interaction happens rather deep inside the calorimeter. Due
to shower leakage, the energy resolution might degrade for highest particle energies, which can be
parametrised with an additional leakage term scaling with E

�0.25. However, this term can be
avoided by selecting events where the first hadronic interaction happens in one of the first layers
of the calorimeter.

The currently operating ECAL in the CMS experiment is a homogeneous calorimeter based on
lead tungstate (PbWO4) scintillating crystals achieving an energy resolution of 2.8%/

p
E [GeV]�

0.3% [90]. Operating as a sampling ECAL, the ATLAS lead liquid argon calorimeter features a
sampling fraction of 4 � 6% and reaches an energy resolution of 10%/

p
E [GeV] � 0.17% [91].

Both experiments use hadronic sampling calorimeters. CMS operates a scintillator-based endcap
and barrel calorimeter with brass as absorber material achieving a sampling fraction of about 7%

and an energy resolution of 84%/

p
E [GeV] � 7% for single charged hadrons during beam tests

[92]. The ATLAS barrel HCAL is based on scintillating tiles coupled to photo-multiplier tubes via
wavelength-shifting fibres and steel absorber achieving a sampling fraction in the order of 3% and
an energy resolution of 52%/

p
E [GeV]� 3% for single charged pions [91, 93].

4.3.3 Hadronic Response Compensation
In general, the calorimeter response to the electromagnetic sub-component within hadronic showers,
e, is significantly different compared to the response for the purely hadronic sub-component, h,
due to the different processes during the specific sub-component development and the fraction of
invisible energy, as discussed in Section 4.1.3. The ratio of these individual responses, e/h, defines
the level of response compensation a given calorimeter achieves. A calorimeter with e/h = 1 is
termed compensating, e/h > 1 undercompensating and e/h < 1 overcompensating. As discussed
in Section 4.1.3, fEM strongly fluctuates from shower to shower and on average increases with the
incident particle energy. Therefore, this leads not only to the already discussed degradation of the
energy resolution, but also to a non linear energy response for a non-compensating calorimeter.
Most calorimeters employed in the past, currently in operation and planned for future experiments
are undercompensating devices with a typical e/h = 1.5 � 2. Different approaches developed to
achieve response compensation in a calorimeter are presented briefly in the following.

Passive and Sensitive Material Optimisation

To match the electromagnetic sub-component response, the response of the hadronic component
can be boosted by the enhancement of the energy depositions by low energy neutrons in the sensitive
layers. This can be achieved by using a high Z material as absorber and a low Z material within
the sensitive layers, since the energy transfer of the neutrons in elastic interactions is maximised if
�m = |mneutron �mtarget| = 0. By carefully choosing the material and optimising the thickness
ratio of the absorber and sensitive layers, the ZEUS sampling calorimeter achieved a near perfect
compensation of e/h = 1.00± 0.03 [94] with the combination of U (Z = 82) absorbers and plastic
scintillator readout. A single charged pion energy resolution of 35%/

p
E [GeV] � 2% could be

reached [94], considered as the best hadronic energy resolution of a hadronic sampling calorimeter
achieved to this day.
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High Granularity and Software Compensation

With a high spatial resolution it is possible to identify the electromagnetic sub-component within
the hadronic shower by investigating the shower topology or measuring the local hit energy density.
This information can be exploited to reweight the whole reconstructed shower energy or individual
hit energies within the shower sub-structure. With this method significant improvements for the
energy resolution of hadrons were achieved in various experiments and calorimeter prototypes in
beam tests [95, 96].

Dual Readout

Next to an active medium measuring energy depositions by ionisation processes, a second sepa-
rated active medium, typically non-scintillating quartz fibres, can be used to measure generated
Cherenkov radiation. With this second measurement, the approach aims to estimate the energy
fraction of the electromagnetic sub-component for each hadronic shower. Based on this informa-
tion, a shower-by-shower energy reweighting can be introduced to achieve an effective response
compensation [97, 98].

4.4 Particle Flow Reconstruction
At future lepton collider experiments, important physics processes are often characterised by multi-
jet final states, as discussed in Section 3.1.1. Many of these jets originate from W or Z bosons
decaying into a pairs of quarks. Therefore, one of the goals at such experiments is a sufficient
separation of the two heavy gauge bosons within the reconstructed di-jet invariant mass spectrum.
In order to achieve this, a challenging requirement for the jet energy resolution of the detector
system is set: �E/E < 4% for jet energies of 40-250GeV at the ILC [56] and �E/E < 5% for jet
energies up to 1TeV at CLIC [99].

With the classical approach to calorimetry, a stochastic term in the order of 60�100%/

p
E [GeV]

for the jet energy resolution is achieved, which does not fulfil the defined requirement. The particle
flow reconstruction is a concept specifically developed to overcome this limitation, which mainly
originates from the poor hadronic calorimeter energy resolution. In the following sections, the
basic concept and its limitations are summarised and the particle flow algorithm PandoraPFA
is introduced. Furthermore, implications for potential detector systems are discussed and the
projected jet energy resolution performance based on an ILD simulation study is presented.

4.4.1 Basic Concept
The paradigm of the particle flow reconstruction is to trace the flow of each individual particle in
an event through the full detector system and use the energy measure of the sub-detector providing
best resolution. Instead of classically summing up the total energy deposited in the ECAL and
HCAL systems, one exploits the precise momentum measurement of the tracker for all charged
particles. Consequently, the energy measure of the ECAL and HCAL system is only used for
photons and neutral hadrons, as visualised in Figure 4.9. With this concept, the poor hadronic
energy resolution of the HCAL in the order of 60%/

p
E [GeV] is in principle omitted for all charged

hadrons. Instead, the tracking system precisely measures the momentum, based on the curvature
of the charged particle track in the magnetic field, providing an energy measure3 with an relative

3By assuming that the rest mass of the particle is negligible in comparison to its momentum.
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energy resolution typically scaling with 0.01% ⇥ E [GeV] [100]. In final state jets, ⇠60% of the
energy is carried by charged particles well below 300GeV, even for collision energies much higher
than 1TeV [101]. The fraction of energy carried by photons and neutral hadrons in such jets
typically corresponds to ⇠30%, ⇠10% respectively. This demonstrates the potential gain of the
particle flow reconstruction towards the desired jet energy resolution, since only a small fraction
of the total jet energy still relies on the poor energy measure of the HCAL.

Figure 4.9: Illustration of particle flow reconstruction in comparison to conventional approach for
energy reconstruction. Taken and edited from [80].

4.4.2 Limitations
The concept of particle flow requires a precise reconstruction of all individual final state particles
within the detector system for each event. This requirement introduces different challenges within
the reconstruction resulting in limitations of the concept. While the momentum measure of the
tracking system is utilised for all charged particles in a jet, the energy depositions by initiated
particle showers still remain in the calorimeter systems. The energy of the charged particles
would be counted twice, if both of these measures would be used within the energy reconstruction.
Therefore, it is a crucial part of the particle flow reconstruction to precisely identify charged particle
energy depositions in the calorimeter systems and subsequently discard them, after a measured
track got associated. During the reconstruction, two types of mistakes, in the following referred to
as a specific type of confusion, might occur distorting the total energy reconstruction.

Lost Neutral Confusion Energy

Energy depositions caused by a neutral particle (e.g. a photon in the ECAL or a neutral hadron in
the HCAL) are misclassified as charged particle energy depositions and are subsequently discarded,
resulting in a loss of neutral particle energy. Typically this type of confusion appears if a charged
and neutral particle shower are situated very close to each other. While Figure 4.10a illustrates a
well reconstructed event, this type of confusion is schematically depicted in Figure 4.10b showing a
misclassification of all neutral hadron energy depositions in the vicinity of close-by charged hadron
energy depositions.
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Double Counted Charged Confusion Energy

Energy depositions caused by a charged particle are misclassified as neutral particle energy deposi-
tions. The corresponding energy is counted twice: first from the charged particle track information,
second from the utilisation of the calorimetric energy measure. Figure 4.10c illustrates this type
of confusion for the case of misclassified charged hadron energy depositions reflecting part of the
shower sub-structure.

(a)

(b) (c)

Figure 4.10: Schematic example event illustrating the two types of confusion: (a) Correctly re-
constructed event reference with labeled photons (�), charged (h+) and neutral hadrons (h0). (b)
Event with lost neutral confusion energy. (c) Event with double counted charged confusion energy.
Pictures taken and modified from [102].

The combination of the level and balance of the two confusion types impacts the total recon-
structed event energy and is therefore one of the driving factors for the achievable jet energy
resolution. In general, confusion effects become the limiting factor for jet energies higher than
⇠100GeV, since the density and multiplicity of particles within jets increase with increasing jet
energy. This results in a higher probability of overlapping particle showers in the calorimeter
systems. The increased reconstruction complexity of individual energy depositions increase the av-
erage probability for confusion and consequently leads to a degradation of the jet energy resolution.
For lower jet energies, the particle multiplicity and density within a jet is on average lower as well.
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This effectively results in less individual and more separated particle showers in the calorimeter
systems. Therefore, in the lower energy range the jet energy resolution is not limited by confusion
effects but by the intrinsic energy resolution of the calorimeter systems, mainly dominated by the
measurement of neutral hadrons in the HCAL.

In order to minimise the level of confusion effects, it is crucial to correctly assign the tracks of
charged particles to their corresponding energy depositions in the calorimeter systems. To succeed
with this non-trivial task, specific requirements have to be fulfilled. The calorimeter systems have
to be finely segmented to be able to resolve energy depositions from close-by particle showers and
sophisticated pattern recognition algorithms have to be employed for a correct classification of the
energy depositions of individual particles. Both requirements are discussed in more detail in the
next sections.

4.4.3 PandoraPFA
The Pandora Particle Flow Algorithm (PandoraPFA) is a highly recursive algorithm chain employ-
ing sophisticated pattern recognition algorithms [100, 103]. Despite being originally developed for
the application in a future lepton collider experiment over a decade ago, it nowadays finds many
other applications like in liquid argon-based detector systems for neutrino experiments [104]. To
this day, it is still widely considered as state of the art in particle flow reconstruction4. In the fol-
lowing, a brief overview about the main algorithm classes in PandoraPFA and the implementation
of the framework for a future lepton collider experiment, relevant for the studies presented in this
thesis, is provided.

4.4.3.1 Algorithm Overview

Providing the input of charged particle tracks and calorimeter energy depositions, so-called particle
flow objects (PFOs) are reconstructed and given as an output by PandoraPFA. The reconstruc-
tion chain can be separated in two preparation steps and six main classes of pattern recognition
algorithms, as illustrated in Figure 4.11 and introduced in the following. More details about the
individual steps and possible extensions can be found in [99, 100, 107].

Track Preparation and Selection

The reconstructed input tracks are prepared for further processing and classified according to their
topology. The primary goal at this stage is to identify kinks and V

0 decays5. The information
gained at this step is used again in the final PFO construction.

Calorimeter Hit Preparation

Simulated and digitised calorimeter hits of the various calorimeter sub-systems are read in to the
PandoraPFA framework. The hits are sorted into so-called pseudo-layers to minimise dependencies
of the algorithm to specific detector geometries. Pseudo-layers are characterised by the integrated
thickness of material, in units of X0 and �n, from the centralised interaction point towards the
end of the calorimeter systems to serve as a scale for shower development parametrisation within
the reconstruction. Furthermore, an energy deposition threshold is applied on calorimeter channel

4Parts of the concept were already used in the H1 experiment at HERA [105] and to this day in the CMS experiment
at LHC [106]

5Like K0
S ! ⇡+⇡� or ⇤ ! p⇡�
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Figure 4.11: Overview of main algorithm classes in PandoraPFA. Taken and edited from [102].

level for noise rejection. In addition, based on topological and energetic conditions, hits are might
be flagged as isolated or MIP-like at this stage.

Initial Cone Clustering

The clustering algorithm is seeded at the point on the ECAL front face where the projection of
a charged particle track ends. Looping over all calorimeter hits of a specific pseudo-layer, the
algorithm evaluates if a hit is situated within a cone of fixed dimensions lining up with the cluster
direction. If this is the case, the hit is added to the cluster. If the hit can not be associated to any
of the current calorimeter clusters at all, it is used as a new cluster seed.

Topological Associations

The initial cone clustering algorithm is configured to rather form smaller and split clusters within
a given particle shower than accidentally merging energy depositions originating from different
particles showers. In this subsequent step, the clusters are carefully merged according to well-
defined topological rules by various topological association algorithms. Energy depositions caused
by a back-scattering particle within the shower is subject of these algorithms for example.

Track to Cluster Associations

This class of algorithm associates the pre-processed tracks to the best current cluster candidate.
Within this process the track momentum and cluster energy is compared and the track direction
and cluster orientation is taken into account.
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Recursive Re-clustering

Depending on the level of agreement between track momentum and charged cluster energy, a re-
clustering iteration is initiated. This includes the employment of a set of specifically tune cone
clustering algorithms (with different cone sizes) followed by a re-running of topological and track to
cluster association algorithms. This process is repeated recursively until an optimal configuration
of tracks and clusters is found. The agreement of track momentum ptrack and cluster energy
Ecluster is defined as:

� =
Ecluster � ptrack

�
(4.8)

with � = 60%

p
ptrack [GeV]GeV corresponding to the estimated absolute energy resolution of the

calorimeter systems for hadrons of energy ptrack. Depending on the specific type of re-clustering
algorithm, a re-clustering iteration is typically triggered if the current track to cluster configuration
results in |�| > 2.5�3.0. As Equation 4.8 illustrates, the achievable single particle energy resolution
(specifically for the HCAL) is beneficial for the pattern recognition performance at this step. If
no configuration is found satisfying a minimal requirement on � at all, so-called forced clustering
algorithms take over. Those algorithms ignore topological rules of the pattern recognition to a
larger extent and are implemented to achieve a reasonable track momentum to cluster energy
agreement as a last instance.

Photon Recovery and Fragment Removal

Based on well-defined electromagnetic shower profiles, topological likelihood data is exploited to
identify and flag photon clusters. In addition, photon clusters merged into charged hadron clusters
in the previous steps are identified and recovered as neutral particles clusters. In addition, parts of
the charged hadron shower sub-structure, potentially misclassified as neutral hadron clusters, are
merged back into the parent charged cluster. During this process, the algorithms are constantly
taking into account the old and new track momentum to charged cluster energy agreement.

PFO Construction

Lastly, reconstructed particles in form of PFOs are formed. While the associated track momenta
are used for the charged particle clusters, the calorimeter measures are used for the energy recon-
struction of the neutral clusters.

Throughout the reconstruction process, energy scale factors are applied on the cluster energy
as soon as the type of particle shower is classified. Different scale factors for electromagnetic and
hadronic showers are used to correct for non-compensating effects of the different calorimeter sys-
tems and cut isolated calorimeter energy depositions in a first step. Details about the PandoraPFA
scale factors and their determination are provided in [107]. A more sophisticated compensation
method is implemented for hadrons in the HCAL as an optional plugin in addition. Software com-
pensation on hit level, see Section 4.3.3, is used for a more precise comparison of track momenta
and cluster energies. This effectively results not only in an improved pattern recognition, but also
in an improved intrinsic energy resolution of the identified neutral hadrons and, therefore, the jet
energy resolution [108].
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4.4.3.2 Implementation

For application to a future lepton collider experiments, PandoraPFA6 is implemented in the MAR-
LIN C++ framework [109]. DDMarlinPandora7 serves as the centralised interface processor steer-
ing the PandoraPFA algorithms, detector geometry model and the input and output data flow.
More details are provided in Section 8.2.1. In recent years, significant developments of the interface
and modular application of PandoraPFA have been made. The current implementation features
a very high degree of flexibility in the choice of detector geometry, algorithm settings, input and
output options and potential usage of plugins. With adaptions in the interface processor and in the
steering configurations, it is now possible to test and run PandoraPFA on individual sub-detector
components, easily change internal algorithm settings or modify parts of the algorithm itself.

The generic PandoraPFA framework is provided in the public Pandora Software Development Kit
(PandoraSDK)8 allowing for spin-off developments of particle flow pattern recognition algorithms.
One example is ArborPFA (now AprilPFA), developed on the basis of a more topology-based
reconstruction approach suited for gas-based digital readout calorimeter systems [110].

4.4.4 Requirements for a Particle Flow Detector System
To allow for a sufficient particle flow reconstruction performance, several requirements for the over-
all detector system are set. In the following, these requirements are briefly summarised describing
a particle flow optimised detector system:

• To allow proper track to calorimeter cluster associations, the un-instrumented matter be-
tween the central tracking system and the ECAL and the ECAL and HCAL should be
minimised. This reduces potential track distortions by multiple scattering.

• As a consequence, the calorimeter systems must be located within the magnetic coil of the
experiment. Based on this requirement, the calorimeter systems have to be designed in a
compact way to reduce the total volume, consequently the magnetic coil radius and therefore
the total costs of the experiment. Passive cooling schemes help to further reduce the volume,
which active cooling elements would potentially need.

• Since the calorimeter systems are well placed within the magnetic field of the experiment,
all detector components should be highly in-sensitive to magnetic fields.

• In order to sufficiently resolve individual energy depositions of close-by particle showers and
fully exploit the pattern recognition within the particle flow algorithms, finely segmented
highly granular calorimeter systems are required.

These requirements are fulfilled by the particle flow optimised detector systems introduced in
Chapter 3. Different studies based on event simulations in these detector systems and subsequent
particle flow reconstruction have been performed to evaluate the projected reconstruction perfor-
mance at a future lepton collider experiment. One of this studies is exemplarily presented in the
next section.

6
https://github.com/PandoraPFA/LCContent

7
https://github.com/iLCSoft/DDMarlinPandora

8
https://github.com/PandoraPFA/PandoraSDK
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4.4 Particle Flow Reconstruction

4.4.5 PandoraPFA Jet Energy Resolution for ILD Simulations
Various studies for simulated jets in ILD have been performed to quantify the projected jet energy
resolution achievable with PandoraPFA reconstruction [56, 107, 108]. Within this studies, typically
simulations of off-shell Z bosons decaying at rest into light quarks (u,d,s) are utilised resulting in
two mono-energetic back-to-back jets, as illustrated in Figure 4.12a. In general, no background
is assumed in these benchmarking studies and only events with |cos(✓)| < 0.7, where ✓ is the
polar angle of the di-jet system, are taken into account. With these requirements it is ensured,
that the overlapping regions of barrel and endcaps are avoided and no energy leaks along the
forward/backward beam axis.

If all particle showers would be sufficiently contained in the calorimeters and all track to charged
cluster associations would be perfectly made, the reconstructed jet energy spectrum should ideally
be Gaussian. In a realistic scenario, due to shower leakage and confusion effects, the distribution
is distorted and features tails. Taking into account the whole distribution for a resolution measure
would consequently exaggerate the influence of those tails. Therefore, Mean90 and RMS90 are
introduced to cancel the effect of these tails and establish a jet energy resolution metric more
robust and instructive for various data sets [100]. They are defined as the mean and the root mean
square of a specific distribution range, in which a minimal RMS is achieved including 90% of the
events. Based on these quantities, the relative single jet energy resolution (�EJ

/EJ) for the jet
energy EJ is defined as follows:

�EJ

EJ
=

RMS90(EJ)

Mean90(EJ)
(4.9)

(a) (b)

Figure 4.12: (a) Event display of a simulated 500GeV Z ! qq (uds) di-jet event within the ILD de-
tector system. (b) Achieved jet energy resolution over jet energy with PandoraPFA reconstruction
for Z ! qq (uds) di-jet events in ILD [108].

Figure 4.12b shows the achieved single jet energy resolution with PandoraPFA for investigated
di-jet event energies of 40 � 500GeV in the ILD detector. Additionally, the decomposition of
the single jet energy resolution into the contribution of the intrinsic calorimeter system energy
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resolution9 and the contribution caused by confusion effects is presented [108]. In general the
observed limitations in this study agree with the expectations discussed in Section 4.4.2. At
lower energies, the intrinsic energy resolution of the calorimeter systems, mainly caused by the
measurement of neutral hadrons in the HCAL, dominates. With growing energy, the intrinsic
energy resolution improves. The confusion term initially improves as well due to the improving
track momentum to calorimeter cluster energy comparison provided by the improved intrinsic
calorimetric energy resolution. For higher energies, the confusion term becomes the dominant
limitation due to the higher particle multiplicity and density within jets resulting in more difficult
scenarios for the particle flow reconstruction. Lastly and most importantly, it is shown that the
ambitious goal of a relative single jet energy resolution < 4% for jet energies of 40-250GeV at the
ILC is achievable.

4.5 The CALICE Collaboration and Highly Granular
Calorimeters

To fully exploit the benefits of using the particle flow reconstruction at a future linear lepton
collider experiment, the CALICE (CAlorimeter for LInear Collider Experiment) collaboration
leads developments of highly granular electromagnetic and hadronic sampling calorimeters. The
collaboration currently consists of ⇠336 physicists and engineers from 60 institutes in 18 countries
[111]. The rich spectrum of various detector concepts under investigation differ by the used absorber
material and readout technology.

Over the last two decades two generations of calorimeter prototypes have been realised within
CALICE. First the physics prototypes, which had the main goal to demonstrate the physics per-
formance of the various detector concepts in particles beams at CERN, Fermilab and DESY. The
second generation of technological prototypes is designed to prove successful integration and scala-
bility to a full linear collider detector by significantly raising the number of instrumented channels
while keeping the compact layout and demonstrating the desired pulsed power scheme.

Besides the effort of building a particle flow calorimeter for a future lepton collider experiment, a
collaboration with the LHC community for the HL-LHC upgrade of the CMS end-cap calorimeter
is ongoing. Large parts of the so-called high granularity calorimeter (HGCAL) will consist of
⇠ 389000 CALICE inspired silicon-photomultiplier on scintillating tile channels, benchmarking
the next step on the ladder of scalability[112]. In the following sections, a brief overview of the
different calorimeter concepts and prototypes of CALICE is provided.

4.5.1 Electromagnetic Calorimeters
Two different electromagnetic sampling calorimeter concepts are actively developed by the CAL-
ICE collaboration: the silicon tungsten electromagnetic Calorimeter (SiW-ECAL) [113] and the
scintillator tungsten electromagnetic calorimeter (ScW-ECAL) [114]. Both calorimeters use tung-
sten as absorber material due to its relatively small Moliere radius of around 9mm allowing for
compact electromagnetic showers and therefore not only for a compact design, but also for a lower
probability of overlapping showers.

The SiW-ECAL physics prototype features 30 active layers consisting of 525 µm thick high-
resistivity silicon wafers [113]. Each of the layers has an active area of 18 cm⇥ 18 cm, with the

9Extracted by cheating a perfect pattern recognition without any confusion based on simulated Monte-Carlo truth
information.
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individual PIN diodes covering this area are of size 1 cm⇥ 1 cm. The prototype features a total
of 9720 channels. With an increasing thickness of the tungsten absorber by depth, the prototype
features a total of 24X0. In various beam test campaigns at DESY and CERN, an energy resolution
of 16.53%/

p
E � 1.07% for electrons was achieved [115].

The ScW-ECAL physics prototype consists of 30 active layers alternating with tungsten absorber
plates of 3.5mm thickness summing up to a total of 20X0 [114]. 18 scintillator strips of the size
45mm⇥ 10mm⇥ 3mm in four rows yield as the active material. The emitted scintillation light
is guided through wavelength-shifting fibres and read out by silicon photomultipliers, which are
discussed in the Section 5.1.1. This makes a total of 2160 readout channels. Since the strips
are oriented orthogonally in consecutive layers, an increase of the effective granularity by a strip
splitting algorithm (SSA) has been studied extensively [116]. During operation at Fermilab in 2009
the prototype achieved an energy resolution of 12.5%/

p
E � 1.2% for electrons [117].

While the performance of both physics prototypes was extensively studied in particle beams at
several beam test campaigns, the technological prototypes are being currently commissioned and
prepared for first beam tests.

4.5.2 Hadronic Calorimeters
Similar to the electromagnetic calorimeters, the CALICE collaboration is actively developing dif-
ferent hadronic calorimeter concepts as well. The main differences of these concepts are the level
of granularity and the readout technology in terms of processing the amplitude information. While
the analog option in the form of the AHCAL, extensively discussed in Chapter 5, is based on the
measurement of the full analog information, the digital calorimeter options mainly rely on the
counting of the number of energy depositions (calorimeter hits) in their very fine segmented grid
of channels.

The digital hadron calorimeter (DHCAL) is based on gaseous resistive plate chamber (RPC)
technology [118]. Using a 1-bit readout system, one relies on the first order assumption that the
number of hits over a set threshold is proportional to the total energy deposition of the incident
particle showering in the calorimeter. One of the earlier prototype configurations features ⇠380 k

channels, each of the size 1 cm⇥ 1 cm. With an active area of ⇠1m⇥ 1m each, the 38 layers
are located within a steel absorber stack of 1.75 cm thickness per layer [119]. During beam test
campaigns at Fermilab in 2010-2011, a single particle energy resolution of 34.6%/

p
E � 12.5% for

positrons and 51.5%/
p
E � 10.6% for pions were achieved [120, 121].

Using the same technology, the semi-digital hadron calorimeter (SDHCAL) additionally features
a 3-bit readout system. Three coarse thresholds for the analog charge can be set internally to have
an additional estimate on the number of particles transversing an individual channel and therefore
additional information on local energy densities within the shower development can be derived
[122]. In 2012, a beam test campaign at the SPS CERN was carried out for the current SDHCAL
prototype. It consists of 442368 channels (each 1 cm⇥ 1 cm) on 48 active layers between 1.5 cm

thick steel-absorber plates [122]. For these beam test measurements of 30GeV charged pions, a
relative energy resolution of ⇠12.9% and for 80GeV pions ⇠7.7% was reached [123]. More details
about the (semi-)digital calorimeters and a detailed comparison study to the analog concept can
be found in [124].
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5 The CALICE Analog Hadron
Calorimeter Prototype

The Analog Hadron Calorimeter (AHCAL) concept is a hadronic sampling calorimeter technology
developed within the CALICE collaboration. The concept is based on a finely segmented grid of
channels, which consist of individual scintillating tiles each coupled to an optical readout in the form
of a silicon photomultiplier (SiPM). This allows not only a dedicated spatial reconstruction of an
energy deposition within the calorimeter (calorimeter hit coordinate), but also the reconstruction
of the deposited energy and the hit time. In contrast to the AHCAL physics prototype [125], the
AHCAL technological prototype, in the following simply referred to as AHCAL prototype, features
a higher number of channels and a higher degree of uniformity by using the same scintillating
tile size and the same type of SiPM for all individual channels. In total the AHCAL prototype
features ⇠22 000 readout channels on 38(39) active layers. These layers are alternating with 1.72 cm

thick steel absorber plates adding up to a total of ⇠4�n. The high transversal and longitudinal
granularity allows for particle shower imaging capabilities to fully exploit particle flow algorithms
like PandoraPFA. Central features are the fully integrated front end readout electronics, which can
be operated in pulsed power mode providing a passive cooling scheme, and the internal LED system
for SiPM calibration. In addition, the AHCAL prototype satisfies spatial constraints for a possible
integration into a particle flow optimised full collider detector system like ILD. The scalability of
the concept to such a system, where it would feature ⇠8M readout channels, is demonstrated by
decentralised and fully automatised assembly, quality control and calibration procedures of the
individual prototype components [1, 126].

In the following sections, the main components of the AHCAL prototype are introduced in detail
starting at the channel level and ending at the assembled base units (Sections 5.1-5.3). After that,
an overview about the different beam test campaigns at the SPS CERN and the recorded data
with the AHCAL prototype is provided in Section 5.4, which is the basis for the analyses presented
within the scope of this thesis. Lastly, the calibration procedure and results of the individual
channel calibration is presented in Section 5.5. This includes a detailed uniformity study of the
un-calibrated channel properties and the operation and calibration stability of the prototype.

5.1 The SiPM-on-Tile Concept
Since the early 2000s, the combination of scintillators and photosensors for usage in highly granular
calorimeters has been extensively considered within CALICE [127], mainly due to developments
and improvements in the field of pixelated photosensors over the last decades. The combined
concept was therefore studied extensively (as in [128, 129]) and excellent results were achieved
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e.g. in terms of light yield, response uniformity and signal to noise ratio. As well as the excellent
intrinsic performance of the technology, it has multiple advantages like its flexibility in terms
of high granularity applications and its insensitivity to magnetic fields. This makes them well
suited for use as the active element in a hadronic sampling calorimeter like the AHCAL prototype.
Previous AHCAL prototypes used to feature wavelength shifting fibres as an intermediate step
between scintillator and photosensor to guide and convert the scintillation light to the required
absorption regime [125]. In recent years the paradigm has changed to surface mounted directly
coupled components due to various developments in the area of photosensors. In the following
sections the two individual components, SiPMs and scintillating tiles, are discussed in more detail.

5.1.1 Silicon Photomultipliers
A silicon photomultiplier (SiPM) is a semi-conductor sensor for the detection of photons in the
near visible and visible energy range. Since being invented in the 1990’s [130] the device has been
constantly optimised and is now well established in particle physics and industrial applications.
Benefits and driving factors for its development were: the small sensor size (order of mm

3), the
single photon detection capabilities, the insensitivity to magnetic files and the exceptional fast
timing properties (⇠100 ps FWHM for single photons [131]) compared to other types of photosen-
sors. These properties make the SiPM an attractive alternative to photo multiplier tubes (PMTs),
which were the conventional photo detectors in particle physics for decades.

A single SiPM pixel consists of an avalanche photo diode (APD), as illustrated in Figure 5.1a, and
is based on a pn-junction in silicon. In this junction a depletion region with a strong electric field is
created if a bias voltage1 (Vbias), which is higher than its specific breakdown voltage (Vbreakdown)
is applied to the APD. In this mode a single incident photon is capable of triggering a so-called
Geiger discharge. A photon absorbed in the depletion region creates an electron-hole pair by the
photo electric effect. The resulting free charge carriers are subsequently accelerated by the electric
field and undergo impact ionisation creating more electron-hole pairs and thereby create a charge
avalanche. The probability that an incident photon triggers an avalanche process is called the
quantum efficiency or photon detection efficiency (PDE). To quench the avalanche, a quenching
resistor (O(1M⌦)) is connected in series to reduce the effective voltage of the APD below Vbreakdown

at a certain point in the avalanche process. The charge generated in this process equals:

Q = Cpixel · (Vbias � Vbreakdown) (5.1)

where Cpixel is the capacitance of the APD (typically on the order of pF). Q is defined as the
intrinsic gain of the SiPM. Depending on the type of SiPM gains of 10

5
� 10

7 are achieved,
comparable to the gain of a typical PMT. After a Geiger discharge has stopped, the pixels’ effective
voltage returns to Vbias. The recovery time of a pixel is typically of the order of a hundred nano
seconds and therefore corresponds to the time the same pixel is ready for the next photon to trigger
an avalanche.

The SiPM consists of an array of APDs (pixels) connected in parallel, as illustrated by the cir-
cuit diagram in Figure 5.1b. Therefore, the total output signal of the SiPM is the sum of all quasi
simultaneously triggered SiPM pixels resulting in a binary response mode. Since to a first order
approximation each pixel on the SiPM releases the same charge if triggered, as illustrated in Equa-
tion 5.1, the output signal of the SiPM equals to an integer multiple of this charge, consequently
showing how many photons are detected. Due to the capability of single photon sensitivity, the

1Typically Vbias = 30� 60V
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(a) (b)

(c)

Figure 5.1: Illustration of the working principle of silicon photomultiplier: (a) APD in Geiger
mode with a charge avalanche in the depletion area [130]. (b) Circuit diagram of five APDs and
quenching resistors connected in series [132]. (c) Close-up picture of a SiPM including illustration
of three photons triggering APDs resulting in analog waveforms [132].

SiPM signal is often quoted in units of pe (photon equivalents). This concept is visualised in Figure
5.1c which shows an example SiPM with three incident photons creating a 3 pe signal. Following
this concept, one can measure the SiPM gain in-situ2 by recording single photon spectra while the
SiPM is illuminated with light pulses, as explained in Section 5.5.3.

If the finite number of SiPM pixels is too low or the light intensity too high, multiple photons
could hit the same SiPM pixel before it has recovered. Since these photons remain undetected, this
leads to a non-linear SiPM response in form of a saturation effect, exemplarily depicted in Figure
5.2a. To first order approximation it can be parametrised by:

N
sat
fired = �Ntotal ·

✓
1� e

N� ·PDE

Ntotal

◆
(5.2)

where N
sat
fired is the number of fired SiPM pixels, Ntotal is the total nominal number of SiPM pixels

2By assuming a good pixel capacity uniformity and low-noise amplification within thes detector system.
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and N� the number of incident photons. To achieve a linear response, one can apply an inverse
function of Equation 5.2 for a de-saturation of the SIPM response, as discussed in Section 5.5.6.

One of the downsides of the SiPM technology is the presence of thermal noise and related lattice
effects. Thermally induced crystal lattice excitations (phonons) are able to create electron-hole
pairs in the depletion region of the silicon, even if the SiPM is not illuminated by photons at all.
These electron-hole pairs are able to trigger a Geiger discharge in the corresponding APD resulting
in a thermal noise signal or dark count, which is not distinguishable from a signal triggered by
a photon. The dark count rate depends on the specific type of SiPM and is inherently strongly
temperature dependent. Another effect is optical inter-pixel cross-talk within a SiPM. It occurs if
electrons and holes recombine during the avalanche process creating photons which can propagate
to a neighbouring APD and trigger another Geiger discharge almost simultaneously. The probabil-
ity of this process occurring is typically on the order of a few percent and can be reduced by adding
trenches or optical absorbers between the pixels of the SiPM. Lastly, charge carriers trapped in
lattice defects within the silicon during the avalanche process and released with a short delay could
trigger a secondary slightly delayed avalanche process. These afterpulsing effects typically occur
10� 100 ns after the start of the initial avalanche.

(a) (b)

Figure 5.2: (a) Number of fired SiPM (MPPC S13360-1325PE) pixels versus current of illumination
diode [133]. (b) Breakdown voltage versus temperature (SiPM: MPPC S13360-1350C) [134].

In general the introduced SiPM characteristics are strongly dependent on the operation tem-
perature [135]. For example the dark count rate decreases typically exponentially with decreasing
temperature, due to a decreasing probability of lattice oscillations. Another example is the break-
down voltage Vbreakdown, which increases proportionally with temperature as illustrated in Figure
5.2b. If the bias voltage Vbias is kept constant in this scenario, the over voltage Vover decreases
according to:

Vover = Vbias � Vbreakdown (5.3)

which will lower the electric field in the depletion region and therefore reduces the gain of the SiPM.
This anti-proportional behaviour of gain and temperature is typically on the order of 1%/K. For
this reason, Vbias has to be adapted according to temperature changes in order to keep the SiPM
gain constant (see Section 5.4 and 5.5.3).
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For the channels of the AHCAL prototype SiPM devices3 with an active photosensitive area of
1.3mm⇥ 1.3mm featuring a total of 2668 pixels are used. Figure 5.3 shows a picture of the SiPM
and Table 5.1 summarises the most relevant specifications. Among other photosensors from the
same producer, it is quoted as having a very fast pixel recovery time of ⇠10 ns and a fast signal rise
time in the order of nanoseconds [136, 137]. Regarding noise, this SiPM model features a reduced
thermal noise rate on the order of a few 10 kHz and an optical cross talk probability of less than
1% at 25

�
C [136]. This results in an effectively noise-free operation of the device when a typical

threshold of >5 pe in the AHCAL prototype data acquisition is applied. In addition, the excellent
SiPM property uniformity within the same production batches allows a sufficient equipment of
the ⇠22 000 AHCAL prototype channels. Lastly, this type of SiPM was chosen according to its
spectral acceptance range matching the emitted light spectrum of the scintillator, which will be
discussed in the following section.

Figure 5.3: Picture of Hamamatsu MPPC-S13360-1325PE SiPM. Adapted from [136].

Parameter Hamamatsu MPPC-S13360-1325PE

Photosensitive Area 1.3mm⇥ 1.3mm

Number of Pixels 2668

Pixel Pitch 25 µm
Spectral Acceptance Range 320 nm - 900 nm
Peak Sensitivity Wavelength 450 nm

Typical Breakdown Voltage at 25
�
C 48V - 58V

Recommended Operation Voltage Vbreakdown + 5V

PDE (at Peak Sensitivity Wavelength) 25%

Typical Gain 7.0⇥ 10
5

Table 5.1: Main specifications of Hamamatsu MPPC-S13360-1325PE SiPM [136].

5.1.2 Scintillator Tiles
The active material of the AHCAL prototype consists of an organic scintillator arranged in a grid of
injection-molded tiles, each with a dimension of 30mm⇥ 30mm⇥ 3mm. Since the tiles are based

3Hamamatsu Photonics: MPPC-S13360-1325PE [136]
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on polystyrene and doped with POPOP, the scintillation spectrum ranges from ⇠375 � ⇠475 nm

with an emission maximum at 410 nm, corresponding to purple-blue light [1].
The tiles are designed to be directly glued to the printed circuit board (PCB) on top of the SiPMs

as depicted in Figure 5.4a. To optimise light collection and reduce inter-channel cross-talk, the tiles
are wrapped with a laser-cut mirror foil4 providing >98% reflectivity in the visible light regime
[138]. The wrapping of the tiles is fully automated with robotic procedure, without any further
surface treatment [126]. In addition, a spherical cavity is engraved in the center of the bottom side
of the tile, as shown in Figure 5.4b. On the one hand, this cavity allows an optimal placement
of the SiPM surrounded by scintillator, while on the other hand, it further improves the light
collection by a photon collection and focusing effect [139]. The cavity design and dimension were
studied extensively to optimise the total light yield of the SiPM-on-tile system and the response
uniformity for different incident particle positions across the scintillating tile [139, 128].

(a) (b)

Figure 5.4: (a) Picture of AHCAL prototype channels with unwrapped and wrapped scintillating
tiles on top of SiPMs. (b) Sketch of engraved cavity concept for scintillating tiles [139].

With the optimised cavity design, an excellent response uniformity was achieved agreeing well
between simulation and test bench measurements. This is presented in Figure 5.5. For both,
simulation and measurement, more than ⇠97.1% (⇠80.8%) of the tile area shows a response
within 10% (5%) deviation from the average light yield of 22 pe (simulation) and 20.6 pe (data)
for MIP like particles [139].

Lastly, the impact of misalignment of the scintillating tiles with respect to the centred SiPM
was studied in detail. It was demonstrated, that even if an asymmetry in the spatial response
distribution occurs by a misplacement of the tile of up to 1mm compared to its nominal position,
the global tile response does not change [140]. This shows, that potentially small displacements
occurring in fully automated assembly procedures have negligible impact on the response and
calibration of larger calorimeter systems like the AHCAL prototype.

5.2 The SPIROC2E Read-Out Chip

The SiPM integrated readout chip 2E (SPIROC2E) is the latest ASIC generation developed by
OMEGA [141] to readout SiPMs in large channel calorimeter applications. It was developed in the
43M Enhanced Specular Reflector (3M ESR)
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(a) (b)

Figure 5.5: SiPM-on-tile response uniformity for particles orthogonally penetrating the scintillating
tile at different positions: (a) Simulated 2.28MeV electrons. (b) Measured 90

Sr electrons [139].

framework of the ILC, specifically the AHCAL concept. A picture of a PCB-soldered readout chip
is provided in Figure 5.6. One chip reads out and digitises the signals of 36 SiPM channels with
respect to charge and timing information. Its design is optimised to cope with front end integration
on top of the active layers and for reduced power consumption (⇠25 µW per channel [141]) to avoid
the need for active cooling. Other advantages of the chip are the large dynamic range due to a
dual amplification scheme and the ability to run in a self-triggering mode (auto-trigger).

In the following, the most important properties of SPIROC2E are explained on the basis of the
signal path schematic of an individual channel, as illustrated in Figure 5.6. First of all, the signal
of each channel is split and directed towards two configurable low-noise amplifiers for an effective
high gain and low gain signal line to achieve a large dynamic range covering signals between single
and up to several thousand pe. After passing a slow signal shaper, for both signal lines each
channel features an analog memory in the form of a capacitor array (in the following referred to as
memory cells) with the ability to store up to 16 events in terms of charge and time measurements.
The acquired information is digitised by a 12-bit Wilkinson analog to digital converter (ADC) and
transferred out of the chip as soon as all the memory cells of one channel are filled.

In addition and in parallel to the charge output of the SiPM, the corresponding hit time in-
formation is sampled from a voltage ramp with respect to the time of the trigger signal and an
internal clock cycle. The SPIROC2E features two alternating, superimposed voltage ramps to
avoid edge effects and dead times between clock cycles. With clock cycles corresponding to the
bunch crossing length of the ILC (200 ns), the voltage ramp has a designed resolution of ⇠100 ps

[68]. Subsequently, the sampled charge is also stored in one out of 16 memory cells and later
digitised by a 12-bit time to digital Converter (TDC).

The chip can be operated in multiple modes categorised by the desired trigger and digitised
output option. In external trigger (ET) mode, an applied external signal triggers the sampling of
all channels simultaneously. In combination with the internal LED calibration system introduced
in Section 5.3, this mode is used to record the single photon spectra of all channels and measure
as well as monitor the SiPM gain. In contrast sampling in auto trigger (AT) mode only occurs, if
an internally adjustable channel threshold is exceeded. This is achievable with a fast shaper and
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Figure 5.6: Picture and single channel signal path schematic of SPIROC2E readout chip used in
the AHCAL prototype [142].

consecutive discriminator for each channel. While a 10-bit digital to analog converter (DAC) sets
a common threshold level for all channels on the chip, a 4-bit DAC provides individual channel
adjustments of this threshold. If the threshold of a single channel is exceeded by a signal, all 36
channelss are sampled. Depending on the exceeded threshold condition of the other 35 channels,
the chip assigns either a hitbit = 1 (threshold exceeded, physics signal sampling) or hitbit = 0
(threshold not exceeded, pedestal sampling) to the hit information. In addition, one can choose
between the auto gain (AG) and the intercalibration (IC) operation mode. In AG, which is the
physics operation mode, either the high or low gain signal is selected in addition to the time
information, depending on the sampled charge. On the contrary, in IC mode the time information
is neglected and the sampled charged is recorded in HG and LG mode simultaneously, which is
mainly used for calibration purposes. More detailed information about the readout chip, quality
assurance and characterisation procedures for mass assembly are documented in [3].

5.3 The Hadron Calorimeter Base Unit

Designed as the base unit for the AHCAL prototype, the HCAL base unit (HBU) is a 36 cm⇥ 36 cm

large PCB equipped with 4 SPIROC2E reading out a total of 144 SiPM-on-tile channels, as shown in
Figure 5.7a. With regards to the ILD AHCAL, the HBU was developed to be able to be connected
in to a total of 3 slabs featuring 6 HBUs each steered by the same data acquisition (DAQ) interface
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modules consisting of a power (POWER), calibration (CALIB) and detector interface board (DIF).
For the construction of the AHCAL prototype, 4 HBUs were connected to form a layer with a total
of 576 individual channels and one set of DAQ interface modules, as depicted in Figure 5.7b.

(a) (b)

Figure 5.7: (a) Top view: HBU with SPIROC2E and DAQ interface modules [3]. (b) Bottom view:
four HBUs combined to one AHCAL prototype layer showing 576 mounted scintillating tiles.

The POWER board provides the required operation voltages for all front end electronic compo-
nents, like the SiPMs and SPIROC2E readout chips. In this regard, it is the basis for an active
compensation of temperature5 variations by adapting the common bias voltage of the SiPMs on
a HBU in a fully automated way, as explained in Section 5.4. In addition, it steers the desired
powering mode - always on or power pulsing. The power pulsing scheme was specifically developed
with respect to the bunch train structure of the ILC (200ms spacing6) and is illustrated in Figure
5.8. Major parts of the SPIROC2E, which are not needed in specific phases of the operation cycle
are turned off during those phases and the SPIROC2Es are subsequently read out in sets, before
the next bunch train arrives. This scheme reduces the power consumption down to ⇠25 µW per
channel. More details and studies about power pulsing operation can be found in [143].

Each HBU features an internal LED calibration system, which is able to illuminate each SiPM-
on-tile channel with short LED light pulses (5 � 100ns) of desired intensity. This can be used to
record the single photon spectrum for effective gain calibration and monitoring of each channel
(see Section 5.5.3) and to study the saturation behaviour of the SiPMs [144]. The CALIB board
steers the voltages for the internal LEDs of an AHCAL layer.

Lastly, the DIF board provides and monitors the communication between the individual
SPIROC2Es as well as the POWER and CALIB boards through the use of advanced field pro-
grammable gate arrays (FPGAs). Furthermore, it collects and organises the acquired data from
the individual SPIROC2Es before sending it to higher order DAQ components used for full detector
operation, which will be introduced in the next section.

The individual scintillator tiles are mounted on the HBU with a fully automated procedure in a
5Measured by temperature sensors implemented on the HBU
6With beam spills of 1ms the ILC duty cycle corresponds to 0.5%.
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Figure 5.8: Sequences of power pulsing mode between two ILC bunch trains. Given currents
correspond to a test with a full ILD slab featuring 18 HBUs (72 SPIROC2B/E) [143].

pick-and-place machine after glue is dispensed by a screen printer. In total ⇠170 HBUs were built
during the commissioning effort of the AHCAL prototype [1]. After de-centralised assembly, quality
checks and characterisation of the individual HBU components, all HBUs were pre-calibrated in
the DESY electron beam before being installed in the AHCAL prototype.

5.4 Prototype Commissioning and Test Beam Campaigns
2018

For the AHCAL prototype a total of 38(39) layers were assembled, corresponding to 152 HBUs or
608 SPIROC2Es or a total of ⇠ 22000 individual SiPM-on-tile channels. The fully commissioned
prototype is depicted in Figure 5.9a, after the layers were installed into the steel absorber stack
and connected to power distribution, data concentration and active cooling devices.

(a) (b)

Figure 5.9: The AHCAL prototype at the SPS CERN in 2018: (a) Close-up top view of the fully
assembled 38(39) active layers alternating with steel absorber plates. (b) Top view of the prototype
inside its opened light-tight container and on top of a movable stage in the beam test area.
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In order to allow a synchronous steering and data acquisition of the full prototype, multiple
higher level hardware devices are used, as briefly summarised in the following:

• Clock and control card (CCC): master device. Provides the global reference clock for AHCAL
time stamping and steers the global DAQ start and stop by stamped trigger, bunch spill and
individual SPIROC2E readiness information.

• Link data aggregator (LDA): combines data packages provided by the individual
SPIROC2Es, adds headers with reference information and sends data to the DAQ PCs.

• PCs: multiple computing devices used for slow control operated via a LABView interface,
EUDAQ online monitoring and event building, data storage and quasi-online monitoring of
basic particle shower quantities and event displays (as illustrated in Figure 5.10)

• Beam interface (BIF): optional device. Receives AHCAL clock from CCC and external beam
triggers to allow synchronous operation with external devices e.g. beam telescopes or delay
wire chambers for additional beam position information.

In 2018 the AHCAL prototype was installed and operated during three extensive beam test
campaigns at the SPS CERN for data taking. As illustrated in Figure 5.9b, the prototype was
positioned on a movable stage to achieve different incident particle beam position during operation.
Across the different data taking periods, several 10

7 events of muons (40GeV and 120GeV),
electrons (10 � 100GeV) and pions (10 � 200GeV) have been recorded. During data taking, the
imaging capabilities of the AHCAL prototype could already be exploited by having access to event
displays of typical muon (ionising MIP track), electron (dense particle showers in the first layers)
and pion (broader particle showers, potentially deeper in the prototype) events in the quasi-online
monitoring, as presented in Figure 5.10.

(a) (b)

Figure 5.10: Example event displays of particle types recored with AHCAL prototype in beam
test campaigns. (a) Muon (40GeV) and electron shower (10GeV, initiated in first layer) in the
same event. (b) Charged pion shower (10GeV) initiated in layer 20. The color corresponds to
calorimeter hit energy: green - low energy (<1.65MIP), yellow/orange - medium energy (<5.4MIP)
and red - high energy (>5.4MIP).
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Averaged over the ⇠5 s long spills the recorded event rate was up to 400 events per second [126].
In addition, LED calibration data was recorded at least once per day for gain calibration and
detector performance monitoring. Expect from these LED runs in ET mode, the prototype was
constantly running and taking data in AT mode. In the following, the main differences in terms
of hardware and data taking for the different beam test periods are highlighted:

May 2018 Beam Test Campaign
The standard configuration of the AHCAL prototype was tested. Besides two muon scans, illu-
minating all channels with a sufficient number of muons by changing the incident beam position
with the movable stage, electron and pion beams were recorded centralised with respect to the
calorimeter front face. Mostly the always-on powering mode was used during data taking.

June 2018 Beam Test Campaign
The standard configuration was extended by a so-called pre-shower layer, a Tokyo layer and twelve
tail-catcher layers. In order to detect beam particles showering up-stream, the pre-shower layer
(a single HBU) was installed in front of the absorber structure, mainly as a veto. The Tokyo
layer, a full AHCAL layer with 6 cm⇥ 6 cm instead of the standard 3 cm⇥ 3 cm tiles was installed
between layer 37 and 38 with respect to the standard configuration. The twelve tail-catcher
layers (a single HBU each) were centrally installed behind the AHCAL main stack in a second
steel absorber structure (with absorber thickness 7.4 cm between the layers), mainly to detect late
showering pions not fully contained and therefore leaking out of the AHCAL prototype. Except
for a reference muon scan in always-on powering mode, the detector was mostly operated in power
pulsing mode during this period. This time, different incident beam positions were not only chosen
for muons, but also for electrons and pions (mainly for 10GeV and 30GeV).

(a) (b)

Figure 5.11: (a) Picture of two delay wire chambers at the SPS CERN during the June 2018
beam test campaign. (b) Sketch of the four delay wire chambers installed in front of the AHCAL
prototype. The DWC positions with respect to the AHCAL prototype front face at z = 0m:
z = �17.69m (1), z = �15.09m (2), z = �2.35m (3) and z = �1.09m (4) [8].

Lastly, four delay wire chambers (DWC) based on multi wire proportional chamber (MPWC)
technology were installed up-stream in front of the AHCAL, as illustrated in Figure 5.11. With
a size of 10 cm2

⇥ 10 cm
2 each, they provided four spatial coordinates with a resolution of 600 µm

for most of the single particle events. They were not only used for reconstructing a track for those
events with a sub-mm spatial resolution at the AHCAL front face (details about calibration and
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track quality in Section 8.1.1), but also for position calibration of the beam with respect to the
movable stage and measuring the dimensions of the gaps between the individual scintillator tiles.

October 2018 Beam Test Campaign
The June configuration of the AHCAL main stack was installed behind the CMS HGCAL prototype
layers[145], acting as a tail catcher. Therefore, mainly muons and pions, showering late in the CMS
HGCAL prototype stack were recorded during this period using the power pulsing operation mode.

During all beam test periods, the prototype was running in a fully automated temperature com-
pensation mode. As discussed in Section 5.1.1, SiPM properties are highly temperature dependent.
In order to cope with external (day-night cycle) or internal (different operation mode) tempera-
ture variations during operation, the automated procedure is based on the adjustment of the bias
voltage of all SiPMs according to the internally measured temperature. With respect to Equation
5.3, this procedure aims to keep the over voltage of the SiPM, and therefore SiPM properties like
the gain constant. Figure 5.12 shows the resulting SiPM bias voltage adjustment for one AHCAL
prototype layer following the temperature trend (with an implemented hysteresis) in one week of
data taking during the June 2018 beam test campaign. With an achieved SiPM gain stability
within 1%, as presented in Section 5.5.3, the AHCAL prototype operation was stable with respect
to temperature variation over the whole data taking period. More details about the temperature
compensation can be found in [1]. By assuming an efficient temperature compensation during the
acquisition of the data used for calibration purposes, the whole calibration procedure, discussed in
the next section, does not include temperature related effects and corrections.

Figure 5.12: Adjusted SiPM bias voltage of one AHCAL prototype layer and measured temperature
over time for nine days of data taking during the June 2018 beam test campaign. Achieved SiPM
gain stability for the same time period is illustrated in Figure 5.28. Taken from [146].
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5.5 Prototype Calibration, Uniformity and Stability Studies
The amplitude of the analog output signal of each channel’s SiPM is digitised by the SPIROC2E and
therefore intrinsically given in units of ADC counts. Statements about the total energy response
of the prototype are still inaccurate at this stage, since the measured response of each individual
channel is still characterised by its specific electronic and optical properties. With regard to
electronic properties, the pedestal level and the SiPM gain can vary from channel-to-channel for
example. Examples in terms of optical property variations are the slight quality differences for
the wrapping of the scintillating tiles or the different PDEs of the SiPMs, which both have an
impact on the total signal amplitude of a channel. To account for these properties and to allow an
uniform energy response over all prototype channels, a channel-wise energy calibration has to be
performed. The MIP energy scale is chosen as the calibrated energy scale, due to the well-defined
standard candle process of MIP energy depositions, as described in detail in Section 4.1.2. In this
context, one MIP unit corresponds to the most probable energy a MIP (like a muon) deposits while
traversing perpendicularly through a scintillating tile.

The MIP energy scale calibration is performed for each of the ⇠22 000 channels of the AHCAL
prototype and can be expressed as:

Ei[MIP ] = f
�1
sat(pixelsi) ·

(ADCi � Pi) · ICi

MIPi
(5.4)

where Ei[MIP ] is the calibrated amplitude in units of MIP, ADCi is the raw amplitude in units
of ADC, Pi is the pedestal value in units of ADC, MIPi is the MIP constant in units of ADC and
ICi is the intercalibration factor between high and low gain setting of the i-th channel. Due to
the limited number SiPM pixels, as discussed in Section 5.1.1, the signal amplitude saturates for
larger energy deposits. This can be corrected by a desaturation function f

�1
sat(pixelsi) which is a

function of the number of triggered pixels:

pixelsi =
(ADCi � Pi) · ICi

Gi
(5.5)

where Gi is the gain constant of the i-th calorimeter channel.
In the following sections, the calibration procedures for the different calibration constants are

explained and the achieved calibration results are discussed and validated. In addition, an unifor-
mity study for the various extracted constants is conducted to explicitly quantify the introduced
un-calibrated variations on memory cell, channel, chip and full detector level. Moreover, a stabil-
ity study of the same constants is performed to check the calibration stability over time and for
different detector modes. Both studies will be presented in the dedicated sub-sections as well.

5.5.1 Pedestal
The pedestal is defined as the mean electronic baseline level of a specific memory cell or channel.
Its extraction is not only crucial for subtraction from the ADC signal amplitude, but also as a
prior step for the remaining calibration procedures. Additionally studying a pedestal spectrum
helps to quantify if a specific channel and individual memory cells behave well electronically. A
spectrum that is too sharp could indicate a dead or dysfunctional channel, while a spectrum that is
too broad could indicate a noisy channel. In the scope of this thesis, a fully automated extraction
procedure of the pedestal spectra and pedestal properties has been developed on the memory cell
(⇠350 000) and prototype channel level.
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Pedestal Extraction on Memory Cell Level

As explained in Section 5.2, signal amplitude information of a triggered SPIROC2E is either saved
as physics hit (hitbit = 1) or no physics hit (hitbit = 0) as a very accurate true zero energy
approximation. For the extraction of the pedestal spectra, the full set of 40GeV muon data
from the May and June beam test campaign is used, each featuring a total of ⇠14 million muon
events. All ADC amplitudes for hits featuring a hitbit = 0 flag are sorted into memory cell specific
histograms. After two range iterations according to:

rangenew = mean± 3 ·RMS (5.6)

the mean of the pedestal spectrum is extracted as the pedestal value and the RMS as the intrinsic
pedestal width. Examples of an expected Gaussian-shaped and a problematic two-peak pedestal
spectrum on memory cell level are illustrated in Figure 5.13.
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Figure 5.13: Example pedestal spectra of the AHCAL prototype muon data. (a) Gaussian-shaped
spectrum. (b) Problematic spectrum with two peaks causing an increase of mean and RMS.

The extracted pedestal values and intrinsic widths of all memory cells for the May beam test
period (no power pulsing) and June (power pulsing) are presented in Figure 5.14 and 5.15. For
the May beam test period almost all pedestal spectra have the expected narrow Gaussian shape,
as presented in Figure 5.13a. This is reflected by the centralised distribution of the pedestal
values around a mean of ⇠531ADC with a total minimum-maximum variation of less than 1 MIP
(compare Section 5.5.2) and a width of ⇠34ADC representing the chip-to-chip variation of the
pedestal. In addition, the mean intrinsic width corresponds to ⇠4.3ADC with only a short tail to
higher intrinsic widths showing the very low noise level of the full calorimeter system.

However, for the June beam test period, around 20% of the memory cell pedestal spectra are
problematic showing a second peak, as illustrated in Figure 5.13b. This causes a longer tail and
therefore an increase of the mean (⇠555ADC) and RMS (⇠100ADC) within the distribution of
extracted pedestal values. In addition, these problematic pedestal spectra give rise to an increase
in the mean intrinsic width to ⇠6.4ADC and ⇠10% of intrinsic widths in the overflow bin. This
effect is only observed for memory cells higher than 8 (mostly memory cell 9, 12 and 13), while
memory cells 0 � 8 are mostly unaffected. Furthermore, this effect predominantly occurs when
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the power pulsing mode of the prototype is used and is therefore assumed to originate from the
capacitor array or close-by electronic components within the SPIROC2E. In addition, it is only
observed on pedestal level and not for physics signals. Therefore, the performance of the AHCAL
prototype is not degraded by this effect.
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Figure 5.14: Extracted pedestal values (mean of pedestal spectrum) on memory cell level. (a) May
beam test (no power pulsing). (b) June beam test (power pulsing).
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Figure 5.15: Extracted intrinsic pedestal widths (RMS of pedestal spectrum) on memory cell level.
(a) May beam test (no power pulsing). (b) June beam test (power pulsing).

Pedestal Extraction on Channel Level

Due to the effect described in the last section, the extracted individual pedestals of memory cells
0� 8 are used for energy reconstruction, and for hit amplitude information saved in memory cells
9 � 15 a pedestal according to the average of memory cells 0 � 8 of the corresponding channel is
assigned. Following this concept, the pedestal spectra on the channel level are monitored and the
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extracted mean and the intrinsic width for both beam test campaigns are shown in Appendix A.1
and A.2. By excluding the information from memory cells 9�15 the mean and RMS of the pedestal
distributions for the different operations modes are getting to a comparable level of ⇠530ADC,
⇠33ADC respectively, without tails to higher ADC values or entries in the overflow bin. The
same applies to the distribution of intrinsic widths with a mean intrinsic width for both operation
modes of ⇠6.5ADC now also including the intrinsic width of the pedestal itself and the cell-to-cell
variation of the mean, which is presented in the following.

Pedestal Variation

For this investigation, the RMS of the pedestals for memory cells 0� 15 of each channel is calcu-
lated for the May beam test (no power pulsing) and is plotted in Figure 5.16a. The mean RMS
corresponding to the mean cell-to-cell variation within the same channel is 5.1ADC. A similar
calculation is performed for memory cell 0 across the channels of the individual readout chips
giving the mean channel-to-channel variation, which is shown in Figure 5.16b, and corresponds to
8.33ADC. From that, one can conclude that the pedestal variation is a property of the readout
chip and not of a specific memory cell, channel number or HBU, as visualised in Figure 5.17.
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Figure 5.16: (a) Cell-to-cell pedestal variation within the same channel. (b) Channel-to-channel
pedestal variation of memory cell 0 within the same readout chip.

Pedestal Stability

Lastly, the individual pedestals are compared at the channel level for the different beam test periods
in the same detector mode (no power pulsing) and different detector modes in the same beam test
period to study their stability over time and for different detector modes. The results are presented
in Figure 5.18, in which the pedestal difference of the same channel is plotted for the investigated
scenarios. For both cases studied, the mean difference as well as the width is negligibly small
(below 2.2ADC or 1% of a MIP, compare next section). Therefore, one can conclude that the
pedestals are stable on long time scales, as well as for the different detector modes.
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Figure 5.17: Map of pedestals on channel level for AHCAL prototype layer 12 of May beam test.
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Figure 5.18: Pedestal difference of the same channel for: (a) May and June beam test data in
the same detector mode (no power pulsing). (b) June beam test data in different detector modes
(with no power pulsing and with power pulsing).

5.5.2 MIP Constants
The MIP constant of an AHCAL prototype channel is defined as the the most probable energy
deposition, in units of ADC, that a MIP-like particle deposits in the individual channel. After
the extraction of the pedestals, the MIP constant for each channel of the AHCAL prototype is
determined. Based on work undertaken for previous prototypes of the AHCAL [147–149], a fully
automated calibration procedure for all channels has been developed.

MIP Calibration Procedure and Results

Like the pedestal extraction, the calibration routine is based on the full 40GeV muon data set
from the May or June beam test campaigns, each featuring a total of ⇠14 million muon events
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illuminating all AHCAL prototype channels sufficiently. Due to the low noise level discussed in the
previous section, the selected internal SPIROC2E auto-trigger energy threshold for physics hits
(see Section 5.2) typically around 0.2MIP, the very high number of muon events recorded during
the MIP scan and the high purity of the SPS muon beam, no additional selection on the raw data
is required, in contrast to previous prototype calibrations.

In light of this, only the physics hits (hitbit = 1) are considered and after a memory cell specific
pedestal subtraction, the amplitude information is used to fill one histogram per channel. Subse-
quently, the energy spectra are fitted by a robust 3-step Landau convoluted Gaussian fit in order
to obtain the MIP constant as the MPV (⇠maximum) of this function. A typical example of a
fitted MIP spectrum is illustrated in Figure 5.19.
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Figure 5.19: Example MIP energy spectrum of an AHCAL prototype channel extracted from the
June beam test muon runs. The red line indicates the Landau-Gaussian convoluted fit for the
determined MIP constant of 225ADC for this channel.

Besides the MPV, the fit features the following parameters: the area of the hit energy spectrum,
the width of the Landau function and the width of the convoluted Gaussian function. In addition
to the fit quality itself, these parameters are monitored channel-wise for quality insurance of the
channel response and can be found in Appendix A.3 for the May beam test period. More details
about the iterative fitting procedure and optimised initial fit parameters are documented in [148,
149]. The following conditions are defined to evaluate if a channel behaves well in terms of its
energy spectrum and fit quality:

• Minimum number of hits: 1000

• Chi2/NDF < 5

• No excessive Landau width > 60 ADC

• No excessive Gaussian width > 100 ADC

If a channel does not fulfil one of these criteria, it is considered as a dead channel and excluded
from the energy reconstruction. Under these considerations a total of 21868/21888 (May) and
22013/22032 (June) channels are classified as good corresponding to a fraction of <0.1% dead
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channels. The extracted MIP constants for both beam test periods are plotted in Figure 5.20. For
the May beam test period the mean MIP constant corresponds to 228ADC, which translates to a
signal-over-noise ratio of MeanMIP /RMSpedestal = ⇠53.
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Figure 5.20: Determined MIP constants of AHCAL prototype channels for beam test period: (a)
May (no power pulsing). (b) June (power pulsing).
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Figure 5.21: MIP constant variation for May beam test beam period (no power pulsing): (a) MIP
constant map for layer 12. (b) Channel-to-channel variation within the same readout chip.

As illustrated in Figure 5.20, the RMS of the MIP constant distribution corresponds to ⇠31ADC

for both beam test periods, which resembles a spread over the uncalibrated full AHCAL prototype
of RMSMIP /MeanMIP = ⇠14%. Like the pedestal, the MIP constant uniformity for channels
within the same readout chip improves and corresponds to ⇠18.4ADC or ⇠8.1%, as visualised
and shown in Figure 5.21.
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MIP Constant Stability

To study the MIP constant stability and evaluate the need for re-calibration of the detector, the
MIP calibration procedure is repeated for different data sets and resulting MIP constants are
compared channel-wise. First, the stability over time is investigated by checking the ratio of MIP
constants extracted from muon data sets in no power pulsing mode from the May and June beam
test period. Since the no power pulsing muon scan during the June beam test does not feature
sufficiently large statistics, not all of the channels can be fitted successfully in terms of the criteria
defined earlier in this section. The result is shown in Figure 5.22a showing a mean MIP constant
ratio of 1 within 1% for the two set of MIP constants.

A similar study is performed by comparing MIP constants from no power pulsing mode vs.
power pulsing muon data sets for the June beam test period, presented in Figure 5.22b. While the
width is approximately the same as in the time stability study, the mean MIP constant ratio is off
by ⇠4.3%, which also corresponds to the difference between the mean MIP constants presented
in Figure 5.20. This global shift in the MIP constants is the result of a well understood electronic
effect connected to the temperature compensation of the SiPM bias voltage while running in
power pulsing mode, and will not be further discussed in this context. One can conclude that
the MIP constants are stable over time, but not for the two investigated detector modes. For
the reconstruction of beam test data in no power pulsing and power pulsing detector mode, two
individual set of MIP constants are required.
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Figure 5.22: MIP constant ratio of the same channel for: (a) May and June beam test data in
the same detector mode (no power pulsing). (b) June beam test data in different detector modes
(with no power pulsing and with power pulsing).

MIP Constant and Pedestal Quality Validation

To validate the quality of the extracted MIP constants and pedestals, the energy of a represen-
tative sub-sample of the 40GeV muon data sets from the May and June beam test campaigns is
reconstructed in units of MIP using the determined calibration constants for each channel. Ac-
cording to Formula 5.4, the SiPM saturation as well as the inter-calibration plays a minor role in
the low energy regime of MIP energy depositions, allowing an intermediate check of the extracted
MIP constant and pedestal quality. The reconstructed global hit energy spectra for all channels
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from the May (no power pulsing MIP constants) and June (power pulsing MIP constants) beam
tests are presented in Figure 5.23. For fitting the spectra, the same Landau-Gaussian fit from
the calibration routine is used. An accuracy of a few per-mille to the expected value of 1MIP is
achieved for the MPVs. The same validation procedure is performed for the individual hit energy
spectra of all channels for the June beam test muon data set and the resulting MPV distribution
is shown in Figure 5.24a. The Gaussian fit results (mean: 1.002MIP, sigma: ⇠0.008MIP) indicate
that the calibration on channel level is also accurate to below 1%. For these reasons, one can
conclude that a self-consistent and accurate implementation of the pedestals and MIP constants
has been demonstrated.
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Figure 5.23: Calibrated global hit energy spectra for muon runs of beam test: (a) May (no power
pulsing). (b) June (power pulsing).

MIP Constant and Pedestal Systematic Error

In order to estimate a systematic error on the MIP energy scale calibration, the full calibration
procedure for the pedestals and MIP constants, as described in the previous sections, is applied to
two individual sets of 40GeV muon runs. Those two sets have been acquired during the May 2018
beam test campaign, both illuminating all channels sufficiently and in no power pulsing mode, one
set recorded at the beginning and the other set at the end of the beam test campaign. Therefore,
the systematic error determined with this method is assumed to include the uncertainty of both, the
pedestal and MIP calibration routines, as well as temperature and temporal variations. For both
sub-sets, the individual channels are fitted with the Landau-Gaussian fit as described previously
and the determined MPVs are compared channel-wise by investigating their ratio, as illustrated in
Figure 5.24b.

Despite a small shoulder to the left, the mean ratio is found to be equal 1 within 0.3%. A
Gaussian is fitted to the spectrum providing similar results for the mean and a sigma of ⇠1.22%.
However, for the systematic uncertainty the more conservative approach in form of the RMS of
the distribution is chosen to incoporate the full impact of the shoulder as well. It corresponds to
⇠1.43%. For further studies utilising the systematic uncertainty of the pedestal and MIP constant,
a value of 1.5% is assumed, as presented for the electron energy reconstruction performance studies
of the AHCAL prototype in Section 7.2.2 for example.
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Figure 5.24: (a) Distribution of MPVs extracted from calibrated hit energy spectra for the indi-
vidual AHCAL prototype channels of the June muon beam test data set (power pulsing mode).
(b) Channel-wise ratio of MPVs extracted from individual MIP calibrations of two sets of muon
data acquired during the May beam test campaign (no power pulsing).

5.5.3 Gain Constants
The gain constant of a channel is defined as the mean measured signal amplitude in units of ADC for
one fired SiPM pixel. Therefore, this constant is a combination of the intrinsic amplification factor
in the avalanche process of the SiPM (the intrinsic SiPM gain, see Section 5.1.1), the amplification
of the pre-amplifier within the SPIROC2E readout chip and the digitisation itself. Due to the
dependence of SiPM gain on temperature, the gain constants offer an excellent opportunity to
monitor the stability of the full detector system over time. Since the extraction and study of the
gain constants for all AHCAL prototype channels is not part of the work performed in the scope
of this thesis, corresponding results are only discussed briefly. More details about the calibration
procedure and results can be found in [2].

Gain Extraction Procedure and Results

The gain calibration is performed by using runs with low intensity light pulses emitted from the
internal LED calibration system as described in Section 5.3. The resulting single photon spectra
for each individual AHCAL prototype channel are subsequently fitted with a multi-Gaussian fit
function as illustrated in Figure 5.25. Within the fit, the distance between neighbouring peaks is
left as a single free parameter and corresponds to the gain constant to be extracted. From the
daily LED runs during beam test operation, approximately 95% of the channels’ gain constants
could be extracted according to specific fit quality criteria further described in [2]. The results are
presented in Figure 5.26, showing an average gain constant of 16.6ADC with a spread of about
⇠1ADC, corresponding to 6%. While the gain constants are compatible for the May and June
beam test operation (for both LED runs without power pulsing), for the October period (LED
runs with power pulsing) the gain constants are globally shifted by ⇠2.2% to lower values due
to the same electronic effect as discussed for the MIP constants in power pulsing mode. For this
reason, individual set of gain constants are used for the corresponding detector operation mode.
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Figure 5.25: Example single photon spectrum of an AHCAL prototype channel. Each peak corre-
sponds to a discrete amount of measured photons (pe). The red line indicates the multi-Gaussian
fit to determine the gain constant [150].

Figure 5.26: Extracted gain constants from LED runs during the May (no power pulsing), June
(no power pulsing) and October (power pulsing) beam test [150].

Gain Variation

As for the pedestal and MIP constants, the gain constant spread from channels of the same
SPIRCO2E is significantly smaller than the spread over the full AHCAL prototype and corresponds
to ⇠2.5%. This shows that the gain constant spread between different SPIROC2E contributes sig-
nificantly to the overall spread, which is visualised in Figure 5.27. Therefore, for the remaining
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5% of channels with undetermined gain constants the average gain constant of channels within the
same readout chip is assigned.

Figure 5.27: Map of gain constants for AHCAL prototype layer 12 of May beam test [2].

Gain Stability

In the previous sections it has been shown that the gain constants are stable over time for comparing
LED runs from the May and June beam test period operated in the same detector mode. Since the
gain was monitored for all channels at least on a daily basis in terms of the automated temperature
compensation (see Section 5.4) of the full detector system, the time stability can be studied in more
detail. As exemplarily illustrated in Figure 5.28 for a single AHCAL channel, the temperature
compensation allowed for the gain on the single channel level to be kept constant to within ⇠1%

over a time period of more than one week.

5.5.4 Light Yield
By combining the channel-wise gain and MIP constant, one can determine the light yield of each
AHCAL prototype channel to be:

LYi =
MIPi

Gaini
(5.7)

The light yield is defined as the most probable number of fired pixels per incident MIP. Since
amplification factors and systematic effects cancel with each other it is a purely optical quantity
depending on the quality of the wrapped scintillating tiles, photon collection, SiPM properties, etc.
only. In Figure 5.29a the distribution of the determined light yields for the AHCAL prototype chan-
nels form the May beam test is presented. The mean light yield corresponds to ⇠13.8 pixels/MIP

with a spread of around 11.6%. The light yield map of layer 12, shown in Figure 5.29b, demon-
strates that the light yield spread is no longer a property of the different read out chips. The
visualised inhomogeneities originate mainly from the two different types of tile wrapping used for
equipping the AHCAL prototype, in addition to the optical quality features described above.
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Figure 5.28: Measured gain of a single AHCAL prototype channel and temperature over nine days
of beam test operation during the June beam test [151].
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Figure 5.29: Determined light yields on the channel level for the May beam test: (a) Distribution
for all channels. (b) Light yield map for layer 12 [2].

5.5.5 High Gain - Low Gain Intercalibration
The SPIROC2E features a high and low gain signal readout, as illustrated in the circuit diagram
shown in Figure 5.6. Therefore, an intercalibration constant is required to equalise both amplitude
outputs and allow for a smooth transition from hit amplitudes recorded in high gain and in low
gain mode, as illustrated in Figure 5.30. For each channel the intercalibration constant is assumed
to be slightly different, since it depends on the ratio of the capacitances before the two amplifiers in
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the high or low gain signal path. Those components have been tuned so that the transition between
the two settings typically happens in the energy region around 5MIP. Since the intercalibration
constant extraction is not performed as part of the work presented in this thesis, only a brief
overview about one of the extraction methods and the achieved results is provided. More details
can be found under [147, 151].

Figure 5.30: Visualisation of the transition from the high gain to the low gain region in a calibrated
hit energy spectrum [151].

Intercalibration Constant Extraction and Results

The intercalibration constant is extracted channel-wise from special LED runs for which both, the
high gain as well as the low gain amplitudes, are measured. By varying the LED light intensity, the
hit amplitudes (pedestal subtracted) of each channel can be scanned for both modes as illustrated
in Figure 5.31a. Since both show a linear behaviour up to the medium energy regime of around
10MIP, the intercalibration constant of each channel can be extracted as the slope of a linear fit
to this regime. The extracted intercalibration constants based on LED runs for the June beam
test period for channels passing specific quality criteria are presented in Figure 5.31b. It shows a
mean intercalibration constant of 19.46 with a spread of ⇠0.67, corresponding to an uniformity of
about 3.5%. Based on these results, one MIP in low gain mode corresponds to ⇠12ADC. For the
remaining channels, an intercalibration constant calculated from the average over the channels of
the same readout chip is used.

Low Gain Pedestal

During a first look into the electron data, the high gain to low gain transition in the hit energy
spectra was not smooth, despite validated intercalibration constants. This was caused by the initial
assumption that the pedestal in low gain mode is the same as the pedestal in high gain mode for
each channel, shown not to be the case. Therefore, the low gain pedestals are extracted on the
memory cell and channel level and the results on the schannel level are presented in Figure 5.32.
The average low gain pedestal corresponds to ⇠515ADC and is therefore 15ADC lower than the
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(a) (b)

Figure 5.31: (a) Example of intercalibration spectrum of a single AHCAL prototype channel includ-
ing a linear fit to determine the intercalibration constant. (b) Extracted intercalibration constants
for the June beam test passing quality criteria [151].

average high gain pedestal. This corresponds to ⇠1.25MIP in low gain mode and explains the
observed shift in the transition region, while using the high gain pedestal as well for the low gain
mode. A description of the extraction method and variation studies for the low gain pedestal,
showing results agreeing with those for the high gain pedestals, can be found in [3].
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Figure 5.32: Extracted low gain pedestals on the channel level for the May beam test.

Intercalibration and Low Gain Pedestal Quality Validation

In order to validate the quality of the extracted intercalibration constants and low gain pedestals,
the global hit energy spectrum of 100GeV electron shower data are investigated, offering low and
high individual hit energies with sufficient statistics in order to investigate the transition region
between high gain and low gain mode. As illustrated in Figure 5.33, the transition region around
5MIP is found to be smooth on global hit energy level allowing for the accurate reconstruction of
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Figure 5.33: Reconstructed global hit energy spectrum of 100GeV electron showers for the June
beam test indicating hit amplitudes measured in high gain or low gain mode. The blue curves
(both hit modes added) show a smooth transition around 5MIP.

individual energy depositions higher than 5MIP. The same method is used to validate a smooth
transition region for the layer, channel and memory cell level, as summarised in [3].

5.5.6 SiPM Saturation
In order to reconstruct hit energies higher than 5MIP accurately, the SiPM pixel saturation de-
scribed in Section 5.1.1 has to be taken into account. To this end, a de-saturation function is
applied for the energy calibration as illustrated in Equation 5.4. It can be parametrised as follows:

N
desat
fired = �Neff · ln

 
1�

N
sat
fired

Neff

!
(5.8)

where N
desat
fired is the number of de-saturated SiPM pixels, Nsat

fired is the number of saturated SiPM
pixels and Neff is the number of effective SiPM pixels. The saturation of the SiPM used within
the AHCAL prototype has been precisely measured by illuminating the SiPM with a laser beam
[133], featuring a homogenous intensity profile, over almost the full energy range and is presented
in Figure 5.34.

It was found, that Neff = 2553 provides the best results by comparison to simulations and fitting
different functions to the SiPM response with Neff as a free parameter. This is 10% less than the
nominal SiPM value of 2668 pixels. However, later studies of high energy electron beam test data
have shown that Neff = 2668, corresponding to the nominal pixel value, provides better agreement
to simulations over the full energy range of the reconstructed hit energy spectra and the single
electron energy resolution [3, 2]. Since the de-saturation function is well described even for the
highest number of fired pixels and the calorimeter system is designed to cope with a de-saturated
pixel range of up to two times the nominal pixel value of 2668, the effective dynamic range of a
single AHCAL prototype channel can be estimated. Based on the determined average light yield
of 13.8 pixels/MIP, it corresponds to ⇠380MIP, which equals ⇠10GeV with an assumed MIP to
GeV conversion factor of 0.028GeV/MIP (see Section 8.2.3).
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Figure 5.34: Measurement of fired SiPM (MPPC S13360-1325PE) pixels versus incident photons of
a laser beam. Next to the desired linear dependence after de-saturation, the response is compared
to simulations and fitted with different functions. More details in [133].

5.5.7 Hit Time Calibration
Besides the ADC value, the SPIROC2E is capable of saving the time information for each individual
hit in the form of a TDC value, as introduced in Section 5.2. Since the time information is not
investigated within the scope of this thesis, only a brief overview about the calibration procedure
and the achieved single hit time resolution is provided in the following. Details about the time
calibration and achieved single hit time resolution results can be found in [1, 68, 152].

In general, the TDC values acquired have to be calibrated against a reference time (external
trigger time) for each event. The baseline hit time calibration is performed on muon beam test
data and is based on a fitting routine to the TDC slopes provided by the SPIROC2E, as introduced
in Section 5.2, on the memory cell and channel level. Also time walk effects are taken into account.
Subsequently, the single hit time resolution for muons is investigated to verify a self-consistent time
calibration. To this end, the calibrated time difference of muon hits in subsequent AHCAL layers
within the same event is calculated. With this method a single hit time resolution of ⇠0.780 ns

for muons is obtained matching the ILD AHCAL design goal of 1 ns. In practice the single hit
time resolution is specifically limited by the front end readout electronics. For electron and hadron
shower data, chip occupancy effects degrading the hit time resolution to a few nano seconds have
been observed. To study the intrinsic single hit time resolution of the pure SiPM-on-tile system
without those limitations, a simplified telescope-like setup with a 200 ps fast digitiser capable of
recording individual waveforms was conducted. Beam test measurements with electrons at DESY
resulted in a single hit time resolution of ⇠507 ps [152].
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5.6 Summary
In this chapter, the AHCAL prototype, a highly granular steel sampling calorimeter with ⇠22 000

SiPM-on-tile channel, is introduced in detail. After discussing the basic working principles, speci-
fications and features and of the individual hardware components, the beam test campaigns of the
commissioned prototype at the SPS CERN in 2018 are summarised. Lastly, procedures and results
of the energy and time calibration of the individual calorimeter channels based on corresponding
beam test data sets are presented, also with respect to un-calibrated uniformity and stability.

First of all, the AHCAL prototype demonstrates full scalability towards a full collider detector
like ILD in terms of design, production, commissioning and operation. This is not only proven
by the de-centralised and automated component assembly, quality assurance and calibration, suit-
able for mass production of prototype base units, but also by stable and well controlled operation
during all beam test periods. Within this effort, it is shown that the compact front-end readout
electronics are running well in the desired pulsed power scheme and in a fully automated temper-
ature compensation mode with respect to SiPM bias voltage adjustments. Therefore, a successful
data acquisition of several million muon, electron and pion events across the different beam test
periods is achieved and is ready for detailed analysis.

In the context of the energy calibration of the prototype channels, it is shown that the automated
calibration routines developed are robust and calibration constants for almost all channels are
extracted successfully. The results show an already good uniformity of the un-calibrated channel
properties, excellent signal-to-noise ratio and a low number of dead channels. Non-uniformities are
mainly found to originate from spreads between different readout chips. Lastly, variations studies
of the acquired calibration constants show that the prototype operates stable over time within and
across beam test periods as well as in different powering modes. Deviations of a few percent for
the constants recorded in power pulsed mode are understood on the electronics level and corrected
for. The main results presented in this chapter are summarised in the Table 5.2.

The full set of extracted calibration constants is uploaded to a de-centralised SQL-based database
for global event reconstruction and subsequent data analysis accessible to the full collaboration.
In the following chapters, the analysis of the recorded beam test in comparison to simulations is
presented.
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Calibration Class Parameter / Condition Rounded Value

Pedestal Mean (Memory Cell) 531ADC

Mean Intrinsic Width (Memory Cell) 4.3ADC

Chip-to-Chip Spread 6.41%

Channel-to-Channel Spread 1.56%

Cell-to-Cell Spread 0.96%

Time Variation <0.42%

Powering Mode Variation <0.42%

MIP Mean 228ADC

Full Detector Spread 14%

Spread within same Readout Chip 8.1%

Time Variation <1%

Powering Mode Variation 4.3%

# Dead Channels (No MIP Constant Extractable) <0.1%

Signal/Noise Ratio MeanMIP /RMSpedestal ⇠53

Gain Mean 16.6ADC

Full Detector Spread 6%

Spread within same Readout Chip 2.5%

Time Variation <1%

Powering Mode Variation 2.2%

Light Yield Mean 13.8 pixels/MIP

Full Detector Spread 11.6%

Intercalibration Factor Mean 19.46

Full Detector Spread 3.5%

Low Gain Pedestal Mean (Channel) 515ADC

Hit Time Resolution Muons ⇠0.78 ns

Showers Several ns

Table 5.2: Summary of results for AHCAL prototype calibration and uniformity/stability studies.
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tion and Software Tools

For high energy particle physics and many other fields of research, Monte Carlo simulations have
become an essential tool. Simulations do not only provide model predictions to be tested on actual
acquired data, but also allow for setting up analysis frameworks before the actual data acquisition
starts. This enables the possibility to cost-efficiently project the precision and performance of
future experiments and corresponding detector systems. Based on this possibility, simulations are
often used to perform a trade-off study between cost and desired performance or help to chose a
respective detector technology for an experiment.

With respect to this thesis, simulations play a significant role, since they allow a projection of the
particle flow reconstruction performance at a future lepton collider experiment. In general , differ-
ent simulation models can have an impact on the development of the hadronic shower-substructure
resolved by a highly granular calorimeter like the AHCAL prototype. This can consequently affect
the pattern recognition and the energy considerations of a particle flow algorithm. Therefore, a
detailed understanding and validation of different simulation models by comparison to acquired
beam test data is inevitable. Only then, large scale performance projections based on simulations
can be trusted to a large extent.

In Section 6.1 the software frameworks used within the scope of this thesis are presented. Based
on these tools, the focus in Section 6.2 is set on the simulations of single particle events in the
AHCAL prototype. Lastly, central software tools, which have been developed and optimised on
the basis of simulated AHCAL prototype events and utilised for the studies presented within this
thesis, are discussed in Section 6.3.

6.1 Software Frameworks
In the following, the two main software frameworks used for the studies presented in this thesis
are briefly introduced: iLCSoft and CALICEsoft.

6.1.1 iLCSoft
Over the last two decades, the linear collider community has developed a bright spectrum of soft-
ware tools and algorithms for Monte Carlo event simulations, physics performance studies, detector
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optimisation studies, etc., covering various future experiments like e.g. ILD, SiD and CLIC. All of
these software tools are summarised in a common software framework publicly available: iLCSoft1.

The baseline event data model used by many different algorithms within iLCSoft is called linear
collider I/O (LCIO), considered as reliable and high-performance solution for dedicated event
simulation and physics analyses [153]. Based on this event data model, many algorithms, detector
concepts and physics analyses can be shared and compared between the different future collider
collaborations. Another key feature of iLCSoft is the modular C++ framework MARLIN [109],
used for the digitisation, reconstruction and analysis of physics events. MARLIN runs on LCIO
files and is configured via XML steering scripts. One of the key benefits of MARLIN is the modular
implementation of custom analysis code in the form of so-called processors, which allows a common
and independent running of new next to already existing processors.

In the framework of this thesis, software tools and algorithms of iLCSoft v.02-00-01 are used
with respect to event simulation, reconstruction and analyses. This includes GEANT4 v.10.3p2,
DD4hep v.01-07-01, ROOT v.6.08.06 and MARLIN v.01-16 for example.

6.1.2 CALICEsoft
To facilitate the sophisticated simulation efforts and physics analyses of the physics prototypes
data, the CALICE collaboration has implemented a common software framework: CALICEsoft.
This framework features a collection of standalone algorithms and MARLIN processors for event
simulation, digitisation and reconstruction, for prototype calibration and for sophisticated physics
analyses of simulation and beam test data. In the context of this thesis, CALICEsoft version
v.04-15 is used, which is publicly available on the git-based stash platform provided by DESY2.
The algorithms developed within the context of this thesis, presented in Section 6.3, are part of
this software release.

6.2 AHCAL Prototype Event Simulation
For an appropriate comparison to recorded beam test data, the AHCAL prototype and correspond-
ing interactions and energy depositions of incident single particles are simulated. The first part of
this section provides an overview about the simulated detector implementation and the different
interaction simulations investigated within this thesis. With respect to this, the focus is set on the
simulation of the June 2018 setup of the AHCAL prototype at the SPS CERN (see Section 5.4),
since the acquired data of this beam test campaign is investigated in the scope of this thesis. In
the second part, the further processing of the simulated calorimeter hits is summarised.

6.2.1 Geometry Implementation and Interaction Simulation
Providing detailed material descriptions and geometrical implementation of the AHCAL prototype
and all further elements in the beam line, the DD4hep [154] framework is used for the event
simulations in the scope of this thesis. DD4hep features a full description interface to GEANT4
for the simulation of individual particle interactions in the material. The material description

1
https://github.com/iLCSoft

2
https://stash.desy.de/projects/CALICE.
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and geometrical setup of the AHCAL prototype and the beam line instrumentation is steered via
configurable XML files3. Key aspects are briefly summarised in the following.

The simulated material composition of one AHCAL prototype layer is depicted in Figure 6.1a.
The thickness of the individual parts in Figure 6.1a corresponds to the measured average dimensions
over all layers: 17.2mm of steel absorber plate, 1.285mm of air-gap, 0.5mm of steel cassette hosting
the active layers, 1.5mm of simulated cable mix of elements on top of the PCB, 0.7mm of PCB,
0.115mm of polystyrole simulating the reflective foil wrapping of the scintillating tile, 3.0mm

polystyrene scintillator, 0.115mm of polystyrole foil, 0.5mm of steel cassette and again 1.285mm

of air-gap.

(a) (b)

Figure 6.1: (a) Material decomposition of one AHCAL prototype layer. Dimensions are not to
scale. Taken from [68]. (b) DD4hep geometry model of the AHCAL prototype setup for the June
2018 beam test at SPS CERN: steel absorber (dark blue), active layers (green), pre-shower layer
(green square). Taken and adapted from [3].

A picture of the full AHCAL prototype model for the June 2018 beam test setup in DD4hep
is presented in Figure 6.1b. The dimensions of the air-gaps between the two main slabs per layer
(featuring two HBUs each) and the layer offsets in X and Y with respect to the first AHCAL
layer are accurately simulated based on the measurements with the DWCs during the beam test
campaign [3]. Instead of the trapezoidal shape of the steel absorber stack, only the quadratic steel
absorber between the active layers of the AHCAL prototype are simulated, which is expected to
have no impact on the simulations. The active layers are arranged in the same slots of the steel
absorber stack as for the beam test campaign.

The coordinate system is chosen to have its origin Z = 0mm at the start of the pre-shower layer.
Next to the trigger scintillators, the material of the full beam instrumentation upstream the SPS
beam line is simulated including a Cherenkov counter not used during the beam test campaign.
At Z = �47m additional 2mm of steel are simulated in order to compensate for missing upstream
material. The thickness of this extra steel plate is optimised on the agreement of the energy
weighted center of gravity in Z for electrons showers of 30 � 90GeV in data and simulation [3].
Lastly, the beam gun is located at Z = �50m with a set X/Y coordinate and profile according
3For the June 2018 beam test setup: https://stash.desy.de/projects/CALICE/repos/calice_dd_testbeams

/browse/2018_SPS_June_AHCAL
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to run-specific beam test conditions determined as presented in Section 7.1. A discrete particle
momentum is chosen according to the desired beam energy.

Next to the individual interaction simulations, also effects of particles traversing the scintillating
material are simulated by GEANT4 according to Birks’ law:

dL

dx
=

dE

dx
·

1

1 + kB
dE
dx

(6.1)

with dL
dx the light yield per length unit, dE

dx the specific energy loss per length unit via ionisation
processes and Birks’ constant kB . This empirical law takes into account that the differential
light yield in the scintillating material does not scale linear with very high energy loss rates.
kB is material specific and for the utilised simulation setup fixed to 0.151mmMeV

�1 based on
optimisation studies for charged pion showers [2].

In the context of this thesis, single particle events are simulated either with the
QGSP_BERT_HP or FTFP_BERT_HP physics list within GEANT4 v.10.3p2, as described in
Section 4.2.3. With respect to the studies presented in Chapter 7, 8 and 9, only the simulated
energy depositions in the main 39 layer AHCAL prototype are considered without the simulated
pre-shower layer and tail catcher information.

6.2.2 Digitisation Chain and Reconstruction
In order to mimic a realistic detector response, including electronic and device specific effects,
a data driven digitisation is applied on the simulated calorimeter hits. Figure 6.2 provides an
overview about the digitisation chain. The individual steps are briefly discussed in the following.
More details can be found in [88].

Figure 6.2: Digitisation chain for simulated energy depositions in AHCAL prototype channels.
Taken and modified from [2].
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In a first step, the deposited hit energy in units of GeV is converted to units of MIP in order to
achieve the same energy scale as for the beam test data once calibrated. The conversion constant of
481 keV/MIP is determined by the MPV of a fitted energy deposition spectrum of simulated muons
traversing the AHCAL in units of GeV. According to the discussions in Section 4.1.2, the shape of
the spectrum follows a pure Landau function due the good approximation of the scintillator tiles
as a thin material and the absence of electronic effects at this point.

The next step includes the simulation of the fast and slow signal shaping of the SPIROC2E
readout chip and the so-called ganging procedure, which combines the deposited energy information
of four 3 cm⇥ 3 cm AHCAL channels to mimic the 6 cm⇥ 6 cm granularity of the Tokyo layer.

After that, the hit energy in units of MIP is converted into units of SiPM pixels with a light
yield in the order of ⇠14 pixels/MIP. This conversion is done channel-wise according to the light
yields extracted from the beam test data for each channel and saved in the data base (DB). In
the next step, the SiPM pixel saturation is simulated by applying a saturation function of the
inverse form as shown by Equation 5.8. The number of effective SiPM pixels utilised within this
function corresponds to the same number of effective SiPM pixels Neff,pixels = 2668 found in an
optimisation study comparing the simulated and beam test data response of the AHCAL prototype
to electron showers, as presented in [2]. Subsequently, a binomial smearing is applied to mimic the
statistical fluctuations of photons hitting and triggering a SiPM pixel, including e.g. the effect of
the photon detection efficiency of the SiPM.

Lastly, a Gaussian smearing of 0.3 pixels is applied to mimic overall noise in the readout electron-
ics. Again, this value is tuned by the agreement of reconstructed hit energy spectra for simulated
and recorded electron shower data of various energies [3, 2]. In the final step, a channel-wise con-
version to units of ADC is performed by multiplying the gain constants saved in the data base.
Since the focus of this thesis is not set on the timing performance of the AHCAL prototype, a
smearing of the simulated hit time is disabled and will be investigated in future studies.

After the process of digitisation, the simulated calorimeter hits have the same format as the
raw calorimeter hits of the recorded beam test data. The same reconstruction software chain is
applied to the simulated events, including the channel-by-channel hit energy calibration with the
same calibration constants as described in Section 5.5.

6.3 Central Software Tools
With sophisticated event simulations, pure event samples of specific particle types traversing the
AHCAL prototype can be generated including truth interaction information. On the basis of
this information, different algorithms have been developed for event reconstruction, selection and
preparation for subsequent high level analyses. Except from the multi-variate particle identifica-
tion, all central software tools presented in this section have been developed as preparatory steps
for the presented studies with the AHCAL prototype data and simulations in the context of this
thesis. However, those centralised algorithms find their application in collaboration wide analyses
and are the baseline option in many studies. A special focus in this section is set on the developed
hadronic shower start finding algorithm, which provides crucial information exploited by the other
presented algorithms. All optimisation and validation studies for simulated samples in this section
are based on the QGSP_BERT_HP physics list of GEANT4 v.10.3p2.
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6.3.1 Hadronic Shower Start Finding Algorithm
The initiation of a hadronic shower by a hard in-elastic interaction of the primary incident hadron
and a nucleus (see Section 4.1.3) typically happens in the absorber material of the calorimeter.
With regard to the AHCAL prototype, the hadronic shower start layer is defined as the active
layer following the absorber layer in which this interaction happened. Before this interaction,
a perpendicular traversing charged primary hadron typically deposits MIP-like energies in form
of a straight line in the calorimeter channels of the prior layers, which is referred to as primary
ionising track in the following. Within this interaction, a bunch of secondary particles are generated
typically resulting in a steep increase of both the number of triggered calorimeter channels and the
deposited energy in the subsequent calorimeter layers. This is visualised in Figure 6.3, which shows
a recorded 10GeV charged pion data event in the AHCAL prototype highlighting the reconstructed
hadronic shower start layer. The algorithm to determine the hadronic shower start layer is based on
finding this sudden excess of the number of calorimeter hits and energy in subsequent calorimeter
layers. A similar algorithm was developed and used for the AHCAL physics prototype [155, 88]. For
the development of an efficient hadronic shower start finding algorithm for the AHCAL prototype,
the basic concept and optimisation idea were reused, as explained in the following.

Figure 6.3: Event display of a 10GeV charged pion shower in the AHCAL prototype from the May
2018 beam test. The blue layer highlights the determined hadronic shower start layer.

6.3.1.1 Basic Concept

The basic principle of the hadronic shower start finding algorithm is based on a summed energy
and number of hits criterium. For each layer of the AHCAL prototype event, two variables are
calculated: Mi, which corresponds to the mean layer energy calculated frorm five subsequent
layers up to the i-th layer, and Ni the number of hits in the i-th layer. The algorithm starts to
iterate from the first calorimeter layer and checks the following conditions: (Mi +Mi+1) > Ethr

and (Ni + Ni+1) > Nthr with an energy threshold Ethr and a number of hit threshold Nthr, as
illustrated in Figure 6.4. As soon as both conditions are satisfied simultaneously the first time,
the i-th layer is determined as the hadronic shower start layer. The five layer energy average is
employed in order to suppress the effect of calorimeter hits caused by back-scattered particles or
thermalised neutrons in the hadronic shower, potentially causing a misidentified too early hadronic
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shower start layer. For the iteration through the first four layers of the calorimeter, virtual layers,
each featuring 1 hit and a hit energy of 1.4MIP, are implemented in order to mimic primary
ionising MIP-like energy depositions. After a hadronic shower start is determined in the i-th layer,
a steepness criterium is subsequently applied, which scans the steepness of the energy increase up
to layer i + 4 and decides if the i-th layer is kept or if layer i + 1 is determined as the hadronic
shower start layer. If none of the layers satisfy both conditions at the same time, the shower start
variable is set to 100 indicating sail-through non-showering events for the processing in subsequent
algorithms. Both thresholds, Ethr and Nthr, which are in general parametrised as a function of
the input particle energy, are subject to the optimisation of the algorithm performance described
in the next section.

Figure 6.4: Illustration of the calculated energy and number of hit conditions of the hadronic shower
start finding algorithm. The red lines demonstrate the threshold levels to be optimised.

6.3.1.2 Threshold Optimisation

In order to tune the energy and hit thresholds with respect to an optimised performance of the
hadronic shower start finding algorithm, the MC truth hadronic shower start layer information
within the simulation samples is exploited. This information can be extracted from the MCParticle
LCIO collection4. In this collection the full particle and interaction history of the simulated event
on GEANT4 level is saved including interaction types (hadronic, electromagnetic, decays,...) and
parameters (momentum, kinetic energy, particle type, startpoint, endpoint, ...) of the primary
incident particle and all particles generated in the hadronic shower development. However, to
simply take the primary particles endpoint position in z as the MC truth hadronic shower start
position for all events is not sufficient, due to its inadequate definition for hadronic shower. A
considerable fraction of these interactions, which define the primary particles endpoint, are of
elastic or soft in-elastic nature, leading only to a minor decrease of the primary hadrons energy.
In addition, sometimes the initial hadron has an endpoint in connection with the appearance of a
single hadron in the second generation with almost identical properties as the initial hadron before
the interaction process.
4

http://lcio.desy.de/v01-07/doc/doxygen_api/html/classEVENT_1_1MCParticle.html
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To be able to tune the thresholds accurately, those elastic and soft in-elastic interacting events
as exemplarily depicted in Figure 6.5a, have to be rejected from the simulated event samples.
This is done by introducing a hardness-criterium to explicitly select events with a sufficiently hard
interaction and a subsequent hadronic shower start, as illustrated in Figure 6.5b. The hardness of
the primary interaction is characterised by the effective kinetic energy sum of generated secondary
particles without the leading hadron (Ekin,gen) via:

Ekin,gen =

X
Ekin,sec � Ekin,hlead (6.2)

with
P

Ekin,sec the kinetic energy sum of all particles in the second generation and Ekin,hlead the
kinetic energy sum of the leading hadron in the second generation. The leading hadron is defined
as the one secondary hadron with the same particle type as the primary hadron and the highest
momentum projected onto the incident primary hadron direction.

(a) (b)

Figure 6.5: Event displays for simulated 10GeV charged pions: (a) Soft primary particle interaction
causing a distorted primary particle endpoint and an inadequate MC truth shower start layer. (b)
Hard in-elastic primary particle interaction resulting in an accurate primary particle endpoint.

Figure 6.6: Number of generated secondary particles over Ekin,gen for a sample of 10GeV simulated
charged pions. The red line illustrates the hardness cut of Ekin,gen >

1
3Eprimary.
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Figure 6.6 shows the correlation plot for the number of secondary particles and Ekin,gen for
the example of a sample with 10 k simulated charged pion. The large population at very low
number of secondary particles and negligible Ekin,gen are representing elastic primary interactions.
A hardness cut of Ekin,gen >

1
3Eprimary is chosen with Eprimary the kinetic energy of the primary

incident hadron. This allows to sufficiently reject the elastic and soft in-elastic events (left the red
line in Figure 6.6), while keeping the event with hard in-elastic interactions (right the red line in
Figure 6.6). These feature a considerable number of secondary particles and a significant fraction
of energy transfered into the particles of the later generation. Furthermore, events which feature
a primary particle endpoint definition outside the AHCAL volume are rejected. In a last step, the
endpoint position in z is converted into the respective AHCAL prototype layer for determining the
MC truth hadronic shower start layer.

With clean simulation samples at hand, the energy and hit thresholds are tuned individually for
simulated 10GeV and 30GeV charged pions, both featuring 50 k events. Applying the hardness
cut results in an event rejection of roughly 44% for 10GeV and 27% for the 30GeV charged pion
samples. The parameter space of both thresholds is scanned simultaneously and tuned against a
maximised efficiency of the hadronic shower start finder ✏SSF according to:

✏SSF =
#Events(st = MCst ± 2)

#Events
(6.3)

with #Events(st = MCst ± 2) the number of events for which the determined shower start layer
agrees with the MC truth shower start layer within ±2 layers and #Events the number of all
events.
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Figure 6.7: Results for optimised hadronic shower start finding algorithm for simulated 10GeV

charged pion showers with respect to MC truth shower start layer: (a) Difference distribution
with red lines indicating bins considered for the efficiency optimisation. (b) Correlation.

For the 10GeV (30GeV) charged pion sample the maximal efficiency is found for Ethr = 17MIP

(Ethr = 25MIP). Additionally, it is observed that for the optimised energy threshold the impact of
Nthr on ✏SSF becomes negligible. Therefore, in contrast to the original concept of the algorithm for
the AHCAL physics prototype, Nthr is dropped and only the energy criterium is considered further
within the algorithm. The distribution of the difference between the determined shower start
layer and the MC truth shower start layer is depicted in Figure 6.7a and the correlation between
both quantities is illustrated in Figure 6.7b with the optimised energy threshold for the 10GeV
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charged pion sample. An efficiency ✏SSF of around 90% is found. The off-diagonal elements in the
correlation plot originate from a very few remaining semi-hard interactions with Ekin,gen between
0.33�0.4Eprimary. For the tuned Ethr of the two investigated energy points, a linear extrapolation
is performed serving as a linear parametrisation of the energy threshold in dependence of the input
beam energy according to Ethr = 13MIP + 0.4MIP/GeV · Ebeam[GeV ].

6.3.1.3 Validation and Results

To accurately validate and quantify the performance of the optimised hadronic shower start finding
algorithm over a wide energy range, the optimised algorithm is applied to 10� 100GeV simulated
charged pion samples featuring 10 k events each. The achieved efficiencies, calculated by the
agreement to the MC truth shower start layer as described by Equation 6.3, are plotted over the
respective charged pion energies in Figure 6.8.
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Figure 6.8: Achieved efficiencies of optimised hadronic shower start finding algorithm for 10 �

100GeV simulated charged pion showers. Only events with a sufficiently hard primary interaction
(Ekin,gen >

1
3Eprimary) are considered, see Equation 6.2.

Over all charged pion energies, the algorithm provides a ±2 layer agreement efficiency above
89%. The achieved efficiencies show an increasing trend with increasing charged pion energy up
to 30GeV. This is based on the steeper rise of deposited energy right after the in-elastic hard
hadronic interaction for particle showers with higher energy, which is detected more efficiently by
the algorithm. For higher energies, this effect saturates and results in almost constant efficiencies
at the level of 96% for the ±2 layer agreement, 78% for the ±1 layer agreement and 38% for the
exact agreement.

Similar efficiencies are achieved for the previous version of the hadronic shower start finding
algorithm, developed for the AHCAL physics prototype [155, 88, 156], applied on the same AHCAL
prototype simulation samples. In comparison to the version presented in this thesis, it features
different parameters for the energy threshold parametrisation, a logarithmic parametrisation of
the number of hits threshold with the particle energy and a mean layer energy window of six to
ten instead of five layers. This results in a slightly better efficiency for the ±1 layer agreement
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(⇠76%) for 10GeV charged pions and a better data to simulation agreement for the found shower
start distribution in the first 3 layers of the AHCAL prototype. However, this comes at the costs
of an increased total RMS of roughly 0.2� 0.3 layers in the difference distributions of determined
shower start layer and the MC truth shower start layer for all investigated charged pion energies.

A typical hadronic shower start layer distribution of 10GeV charged pions for a June 2018
beam test data and a simulated sample5, both featuring 100 k events, is depicted in Figure 6.9.
In general, the distribution follows the expected exponentially decaying behaviour defined by the
nuclear (pion) interaction length, as introduced in Section 4.1.3. Only the first two and last two
layers are exceptional, due to intrinsic edge effects of the algorithm and the AHCAL prototype
itself. The assumed MIP-like tracks for the virtual layers before the first AHCAL layer and the
last layer being instrumented after two empty slots behind the last to last layer within the AHCAL
steel absorber stack for the June 2018 beam test. Except from these outer layers, an excellent data
to simulation agreement is observed.

Figure 6.9: Determined shower start layer distribution (z coordinate of AHCAL layer) for 10GeV

charged pion samples of the June 2018 beam test data and simulation. The red line indicates a fit
to deterrmine the pion interaction length characterising the exponential decay. More details in [6].

Furthermore, the performance of the optimised algorithm is evaluated with simulated 10GeV

and 30GeV neutral hadron samples (K0
L), each featuring 10 k events. Neutral particles are missing

the primary ionising track of MIP-like calorimeter hits before the first in-elastic hard hadronic
interaction, as illustrated in Figure 6.10a for a 10GeV K

0
L event. This results an in intrinsically

steeper energy increase during the layer iteration and therefore an improved algorithm efficiency
in comparison to charged hadron showers. Resulting efficiencies for different layer agreements to
the MC truth shower start layer are summarised in Table 6.10b.

Lastly, the optimised hadronic shower start finding algorithm is applied to simulated 40GeV

muon and 10GeV electron samples with 10 k events each to evaluate the performance of the
algorithm for showers of different particle types. The determined shower start layer distributions
are presented in Figure 6.11. For ⇠1% of the muon events a shower start is found in the AHCAL
prototype. This can be caused by a low energy electromagnetic shower initiated e.g. by a radiated

5With removed beam contamination via PID, see Section 6.3.4.
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(a)

Efficiency [%] 10GeV K
0
L 30GeV K

0
L

Agreement 40.2 42.0
Agreement ±1 79.1 82.1
Agreement ±2 94.0 96.7

(b)

Figure 6.10: (a) Event display for simulated 10GeV K
0
L with blue layer indicating determined

shower start layer. (b) Achieved efficiencies of optimised hadronic shower start finding algorithm
for 10GeV and 30GeV simulated K

0
L.

bremsstrahlung photon subsequently undergoing pair creation and agrees with the studies presented
in [7]. Since one AHCAL prototype layer corresponds to ⇠1X0, the shower start is expected to
happen in the first layers for basically all electrons. This is confirmed by the observed ⇠90% of
electron events with a determined shower start layer in the first five layers of the AHCAL prototype,
despite the fact that the algorithm is not optimised for electromagnetic showers.

Based on the performance results for charged (neutral) hadrons, muons and electrons, the de-
veloped and tuned shower start finding algorithm is considered as evaluated. Therefore, the deter-
mined shower start layer information can be exploited in subsequent algorithms and analyses.
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Figure 6.11: Distributions of determined shower start layer for simulated samples of: (a) 40GeV

muons. If no shower start layer is found, the value is assigned to 100. (b) 10GeV electrons. For
the June 2018 beam test setup the layer counting for the AHCAL prototype starts at 2, since layer
1 is assigned to the pre-shower layer.
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6.3.2 Pseudo-Neutral Hadron Generation Algorithm
During the beam test campaigns in 2018, no neutral hadron data was recorded with the AHCAL
prototype at the SPS CERN. However, for the two particle separation studies with PandoraPFA,
presented in Section 8.4, neutral hadron showers are required. For these reasons a simple cut-based
algorithm has been developed, which generates pseudo-neutral hadron showers based on recored
and simulated charged pion showers in the AHCAL prototype. Main objective of this algorithm is
to remove the calorimeter hits of the primary ionising track caused by the incident charged pion
before the first in-elastic hard interaction happens. The following conditions are defined to remove
calorimeter hits of the primary ionising track on an event-by-event basis. All three conditions have
to be true in order for an individual hit to be removed from the event:

• Hit located in layer  shower start layer - 2

• Hit located in cylinder with radius < 60mm around central shower axis defined by energy-
weighted center of gravity in the transversal plane:

cogx =

PnHits
i=1 hitPositionXi · hitEnergyiPnHits

i=1 hitEnergyi

(6.4)

cogy =

PnHits
i=1 hitPositionYi · hitEnergyiPnHits

i=1 hitEnergyi

(6.5)

• Hit energy < 3MIP

The conditions are motivated by the following reasons: The calorimeter hits corresponding to the
primary ionising track have to be removed only before the truth hadronic shower start layer. Based
on the demonstrated shower start finding algorithm efficiency of at least 90% to determine the
shower start layer within ±2 layers from the MC truth shower start, the chosen condition minimises
the chance of removing shower hits caused by a slightly too late determined shower start layer.
Furthermore, the incident pions are assumed to enter the AHCAL prototype perpendicular with
respect to the calorimeter front face. However, the applied 60mm radius allows the primary particle
to cross 2 AHCAL channels transversally over the full detector length caused by a slight incident
angle. Lastly, the energy cut of 3MIP allows to remove most of the Landau energy tail for the
expected MIP-like energy depositions of the primary ionising calorimeter hits without removing
too much of the high energy depositions caused by the electromagnetic shower core, if the shower
start position is not found accurately. Figure 6.12 illustrates an example event of a 20GeV charged
pion shower, before and after applying the pseudo-neutral hadron generation algorithm.

The algorithm performance and the quality of the generated pseudo-neutral hadrons are validated
in two steps with 20GeV simulation samples of charged pions and K

0
L, both featuring 10 k events.

First of all, the number of cut hits by the algorithm is investigated for the determined shower
start layer of the charged pions events, as illustrated in Figure 6.13. A clear correlation is found
agreeing with the expectations of on average one MIP-like hit per layer removed by the algorithm.
The later the hadronic shower start is located in the AHCAL prototype, the more MIP-like hits
are removed in the previous layers.

In a second step, the energy response and topology of the generated pseudo-neutral hadron
showers are validated by comparing basic calorimetric observables to those of simulated real neu-
tral hadrons K

0
L. The comparison of the number of shower hits, hit energy sum and the mean
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(a) (b)

Figure 6.12: Event displays illustrating pseudo-neutral hadron generation algorithm for simulated
20GeV charged pion with indicated shower start layer (blue): (a) Before applying algorithm. (b)
After applying algorithm.
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Figure 6.13: Number of cut hits by pseudo-neutral hadron generation algorithm over determined
shower start layer for 20GeV simulated charged pion events.

longitudinal and radial shower energy profiles are illustrated in Figure 6.14. An excellent agree-
ment between the two types of showers is observed. On average the pseudo-neutral hadron shower
consists only of about 7 hits less than the K

0
L showers. A similar observation is made energy-wise,

since the pseudo-neutral hadron showers features on average only about 0.3GeV less energy. Most
of this energy deficit can be explained by the removed primary ionising track hits. With an as-
sumed conversion constant of 0.028MIP/GeV (see Section 8.2.3) about 7 � 8 removed MIP-like
hits are on average causing the observed energy deficit. The mean longitudinal and radial energy
profiles for both shower types agree within 20%. Additional validations studies are performed by
comparing the same observables for the algorithm applied on K

0
L showers in comparison to un-
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touched K
0
L showers. As expected, much better agreements mostly within 5% are found as shown

in Figure B.1, showing that the application of the algorithm on real neutral hadron showers keeps
those mostly unaffected. Bases on these studies, it is concluded that the quality of the generated
pseudo-neutral hadrons is validated with respect to their energy and shower topology. Therefore,
they are considered to accurately mimic real neutral hadrons in the simulation and recorded with
the AHCAL prototype, suitable for the two particle separation studies with PandoraPFA.
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Figure 6.14: Calorimetric observables for 20GeV simulated samples of K0
L and generated pseudo-

neutral hadrons based on charged pions (QGSP_BERT_HP): (a) Number of shower hits. (b)
Hit energy sum. (c) Mean longitudinal energy profile. (d) Mean radial energy profile.

6.3.3 Event Overlay Algorithm
In order to study the two particle separation performance of PandoraPFA based on AHCAL pro-
totype events, as presented in Section 8.4, an event overlay algorithm has been developed for the
generation of dedicated two particle event samples. An illustration of the event overlay on the basis
of event displays is exemplarily illustrated in Figure 6.15, showing a 10GeV pseudo-neutral hadron
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Chapter 6 AHCAL Prototype Event Simulation and Software Tools

overlaid with a 30GeV charged pion shower. Basic functionalities of the developed algorithm are
summarised in the following:

(a) (b) (c)

Figure 6.15: Illustration of event overlay algorithm for a simulated 10GeV pseudo-neutral hadron
(cyan) and a 30GeV charged pion shower (magenta): (a) Pseudo-neutral shower hits before overlay.
(b) Charged pion shower hits before overlay. (c) Pseudo-neutral and charged pion shower hits
overlaid. Further information about the PandoraPFA event display can be found in Section 8.2.5.1.

• Input and output: The algorithm requires two input samples with single particle events
(typically one with pseudo-neutral hadrons and the other with charged pion events) and
provides one output sample containing the overlaid events.

• Overlay modes: Different overlay modes handle the event matching within the algorithm. For
the studies presented within this thesis, a subsequent overlay mode is used, which overlays
event 1 from sample 1 with event 1 from sample 2 and so on until the last event of either
sample 1 or 2 is utilised. This is done in order to maximise statistics and ensure at the same
time that no event of the two input samples is used twice in the overlaid event sample.

• Hit by hit overlay: The algorithm loops over all channels of the AHCAL prototype and
checks if there is an energy deposition saved for the event of sample 1 and the event of
sample 2. If this is the case for either of the cases, the energy deposition is saved for this
channel. If both events feature an energy deposition for the same respective channel, the
energy depositions are summed.

• Hit flagging: Each hit in the overlaid event is flagged to originate from the event of sample
1, the event of sample 2 or both events (in the framework of these studies: neutral, charged
or mixed). For the case of a mixed hit, the fractional hit energies are also saved.

• Threshold considerations: After the overlay procedure, each hit of the overlaid sample is
examined and rejected if it does not exceed the analysis hit energy threshold of 0.5MIP. The
application of a threshold only at this late stage allows to keep hits, which only exceeded
this threshold by the overlay of a hit from the second event in the same channel. This
allows to mimic real two particle events with calorimeter energy depositions in the same
data acquisition time window.

• Control parameters: For each matched event pair the radial distance between the centralised
shower axes of the two showers and the energy sum of both showers are saved.
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To quantify the number of low energy (<0.5MIP) and overlaid hits with respect to the samples
investigated later in this thesis, a study on representative data and simulation samples is performed.
For this study, AHCAL prototype data of the June 2018 beam test and simulations6 are used in
order to generate two particle samples of a 10GeV pseudo-neutral hadron, overlaid with a charged
pion shower of 10GeV or 30GeV at radial distance of 25�75mm and 175�225mm. At input level,
the samples feature a hit energy threshold level of 0.2MIP. Table 6.1 summarises the results for
the found mean number of low energy hits hnHitsLi, the mean number of overlaid hits hnHitsOi,
the mean number of hits exceeding the 0.5MIP threshold only after the overlay procedure with an
hit of the other event hnHitsnewi and the mean number of hits removed by the 0.5MIP threshold
requirement hnHitscuti in the overlaid samples.

10GeV 10GeV 10GeV 10GeV

+ + + +
10GeV 10GeV 30GeV 30GeV

25� 75mm 175� 255mm 25� 75mm 175� 225mm

Data | MC Data | MC Data | MC Data | MC

hnHitsLi 16.3 | 52.9 16.4 | 51.7 26.5 | 90.6 27.1 | 86.4
hnHitsOi 6.7 | 7.6 0.6 | 0.9 14.1 | 16.1 1.2 | 2.0
hnHitsnewi 0.02 | 0.13 0.01 | 0.04 0.04 | 0.29 0.01 | 0.09
hnHitscuti 15.6 | 50.9 16.3 | 51.2 25.1 | 86.2 26.8 | 83.0

Table 6.1: Summary of hit studies for overlaid data and MC samples featuring a 10GeV pseudo-
neutral hadron and a 10GeV or 30GeV charged pion shower for different radial shower distances.

In general, more low energy hits are observed for the investigated simulation samples in contrast
to the beam test data samples. In addition, the number of low energy hits is higher for the scenarios
including a 30GeV instead of a 10GeV charged pion shower, as expected. Also the trends for the
observed overlaid hits agrees with the expectations. On average more overlaid hits are observed for
the close-by shower scenarios and for the scenarios including a 30GeV instead of a 10GeV charged
pion shower. From the determined values for hnHitsnewi below 0.3 for all data and simulation
scenarios one can conclude that the impact from overlaid hits, which exceed the threshold of 0.5MIP

only after the overlay procedure, is negligible. Lastly, from the mean number of cut low energy
hits hnHitscuti, one can see that most of the initial low energy hits hnHitsLi are cut after the
overlay procedure. Only a few low energy hits (maximal 2� 4) overcome the threshold, since they
are merged with a hit >0.5MIP from the second event. However, the maximal additional energy
in the event caused by those low energy hits corresponds 4 · 0.5MIP · 0.028GeV/MIP = 0.056GeV

on average and is therefore considered as negligible.
In summary, the implemented overlay algorithm is considered as reliable and well suited to

generate the two particle samples required for the studies presented in this thesis. Based on the
presented studies, the trends for low energy and overlaid hits agree with the expectations for the
various investigated scenarios and the effect of overlaid low energy hits is found to be negligible
with respect to the investigated shower energies and topologies.

6For all samples the BDT particle identification for hadrons is applied, see next section.
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6.3.4 Particle Identification
In the beam test data recorded with the AHCAL prototype in the beam line of the SPS CERN, a
significant fraction of events within a run do not contain the desired particle type, specifically for
the lower energies of 10� 40GeV. Visible from basic calorimetric event observables, the recorded
beam test data can be studied with respect to particle contamination in the beam, as illustrated
in Figure 6.16 for events recorded during a 10GeV charged pion run. In the plotted phase space of
the number of calorimeter hits and energy-weighted center of gravity in z (cogz) for the un-selected
event sample, three different populations are present: muons, which are characterised by cogz in
the middle of the AHCAL prototype and a number of hits corresponding roughly to the number of
AHCAL prototype layers; electrons, which typically shower in the first AHCAL layers and feature
a low cogz; pions, which are typically widely spread in this phase space and feature a larger number
of hits.

In order to investigate the detector response to single particles of a specific type, a particle
identification (PID) has to be applied in order to remove the contamination events from the sam-
ple. For the event selection applied within the studies of this thesis, a multi-variate technique is
employed based on gradient boosted decision trees. Since the implementation and study of this
PID is not subject to the work presented in the context of this thesis, only key features and main
performance results are presented in this section. Detailed information can be found in [5, 157].

Figure 6.16: Number of hits over energy-weighted center of gravity in z for the events of a 10GeV

charged pion beam test sample illustrating beam particle contamination. Figure taken from [157].

Before the application of the multi-variate algorithm, several pre-analysis steps are performed in
order to calculate calorimetric observables and to perform an initial event filtering. This includes
a shower sub-structure track and cluster finding algorithm. Additionally, multi-particle and up-
stream showering events are rejected on specific requirements, like the number of calorimeter hits
in the event or the number of found primary ionising tracks or calorimeter clusters.

After that, a multi-class gradient boosted decision tree (BDT) is utilised with a multi log loss
function based on the LightGBM package7. The method of gradient boosting allows the combi-

7
https://lightgbm.readthedocs.io/en/latest/
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nation of several sequential decision trees with weights, which are tuned during the training with
respect to the gradient of the loss function. The following calorimetric event observables are used
for the training: number of hits, shower start layer, event (shower) radius, center of gravity in z,
fraction of energy deposited in the first 22 layers, in the shower center and the shower core, the
number of found sub-structure track hits, the fraction of found sub-structure track hits over all
hits in the event, the mean hit energy after the shower start layer and the number of layers after
the last five calorimeter layers subsequently containing hits. For the training and test samples,
pions, electrons and muons of energies 10 � 200GeV are simulated for the June 2018 setup of
the AHCAL prototype. The simulated samples are split in half for training and testing purpose,
featuring ⇠200 k events each.

(a) (b)

Figure 6.17: Evaluation of event classification performance by trained gradient BDT: (a) ROC
curves for input test samples vs. trained classifiers. (b) AUC for input test samples vs. trained
classifiers over particle energies. Figures taken from [157].

For performance evaluation of the event classification, the receiver operating characteristic
(ROC) curves and the area under ROC curves (AUC) for different particle energies are presented
in Figure 6.17 for different input test samples investigated by the three trained classifiers: muon,
electron and hadron-like. The AUC for each of the three classifiers differs from 1 only in the fourth
order, which shows that a wrong classification only happens in rare cases. The muon-hadron
classification is the most efficient, the hadron-electron classification performance is only slightly
lower in comparison. This behaviour originates from the fact that early showering low energy
hadrons (⇠10GeV) can topologically and energetically be very similar to electron showers. This is
supported by the slightly degraded AUC at the lowest investigated beam energies for the hadron-
electron classification, reaching the AUC level of the other classifications only at roughly ⇠30GeV.
To summarise, the efficiency of a successful hadron classification of hadrons corresponds to 99.3%

over the entire energy range and the probability to mis-classify electron or muons as hadrons is
lower than 0.3% and 0.2%, respectively [5].
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7 AHCAL Prototype Performance
and Simulation Validation

The next parts of this thesis investigate the high-level PandoraPFA reconstruction performance of
the AHCAL prototype for both, beam test data and simulation. This chapter lays the basis for
this study by presenting the conventional calorimetric energy response of the AHCAL prototype
to individual particles in beam test data and simulation, and validating the agreement between
those two. Section 7.1 of this chapter describes the method of data-based beam profile extraction
for tuning the simulated particle beam. After that, the calibrated AHCAL prototype response to
single muons, electrons and pions for both, data and simulation, is presented and briefly discussed
in Section 7.2. In the scope of this thesis, the investigation of the muon response is performed to
validate the channel-wise MIP energy scale calibration for data and simulation. The goal of the
electron and pion response investigation is to check if the details of the simulation and digitisation
models results in a proper description of the data and to quantify the conventional calorimetric
energy reconstruction performance on the basis of energy linearity and relative energy resolution.

Most of the studies presented in this chapter have not been conducted within the scope of
this thesis and are excerpts of much more detailed investigations of the energetic and topological
responses of the AHCAL prototype to the three investigated types of particles. All of these studies
commonly utilise the introduced BDT-PID (see Section 6.3.4) to reject particle contamination
within the beam and the same physics lists QGSP_BERT_HP and FTFP_BERT_HP within
GEANT4 v.10.3p2. For further information, e.g. on the exact event selection and uncertainty
calculations, see for [7] muons, [3] for electrons and [2] for pions.

7.1 Beam Positions and Profiles
In order to avoid a channel-specific bias in the comparison between data and simulations, one has
to ensure that on average the same prototype channels are hit by the real or simulated particle
beams. This is achieved by tuning the position and the width of the beam gun within the simulation
procedure in x and y to match the beam position and width of the particle beam in the experiment.

For this purpose, the energy-weighted center of gravity distributions in x (cogX) and y (cogY ),
calculated as shown by Equations 6.4 and 6.5, are used to estimate the beam position and beam
width for the data samples of the different particle beams. This is considered as a sufficient
estimate with respect to the real beam parameters, since the AHCAL prototype features less than
0.1% dead channels and operates at a very low noise level, as described in Section 5.2. For data
samples of all investigated energies and particle types, muons, electrons and pions, the mean and
RMS of the cogX and cogY distributions are extracted and used as the input of beam position and

101



Chapter 7 AHCAL Prototype Performance and Simulation Validation

width of the simulated particle gun. The resulting cogX and cogY distributions of the simulation
samples are subsequently compared to the corresponding distributions of the data samples. For a
60GeV pion run this comparison is exemplarily illustrated in Figure 7.1. An acceptable agreement
between data and simulation is achieved for both coordinates. The peak-like features within the
distributions originate from the equidistant 30mm scintillating tile positions. For muons, electrons
and low energy pions a significant better agreement is achieved due to the lower spatial fluctuation
of the respective energy depositions in contrast to high energy pion showers. Thus, the shown
distributions represent the most conservative agreement achieved in the presented work.

For each of the simulated pion samples investigated in the scope of this thesis, see Section 8.1.4,
the beam position and profile have been tuned with this method to match the beam position and
profile of the corresponding data sample.
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Figure 7.1: Beam profiles acquired with the AHCAL prototype for 60GeV charged pions of a June
2018 beam test data run and corresponding simulations. (a) cogX . (b) cogY . Taken from [2].

7.2 Energy Response
In the following, the calibrated conventional calorimetric energy response of the AHCAL proto-
type is presented for the full set of 40GeV muons [7] of the May 2018 beam test and 10� 100GeV

electrons [3] and 10 � 200GeV charged pions [2] of the June 2018 beam test. For the compar-
ison to the simulated response, the QGSP_BERT_HP is used for muons and electrons, while
QGSP_BERT_HP and FTFP_BERT_HP are both investigated for pions.

7.2.1 Muons
As extensively discussed in Section 5.5, the energy deposited by MIPs is utilised as the energy
deposition scale after calibration. In order to compare results and perform further conversions
to different energy scales, it is crucial to validate the achieved MIP energy scale for data and
simulation. In Figure 7.2a the global hit energy spectrum of all AHCAL channels is plotted for
data and simulation.
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(a)

(b)

(c)

Figure 7.2: AHCAL prototype response to 40GeV muons of May 2018 beam test data and simu-
lations. (a) Global hit energy spectrum [7]. MPVs extracted from Landau convoluted Gaussian
fits to layer-wise (b) [7] and channel-wise (c) hit energy spectra.

Both distributions accurately peak at 1MIP and the general shapes agree very well between
data and simulation. Only at very low hit energies close to the analysis threshold of 0.5MIP and
in the Landau tail above 4MIP higher deviations up to 20% are observed. The most probably
values (MPVs) of the energy depositions in the AHCAL channels of a specific layer are depicted
in Figure 7.2b. It shows an excellent agreement between data and simulation, and validates the
simulation within less than 1%. Furthermore, the precise and successful calibration procedure is
further validated by all MPVs agreeing within 1% to 1MIP. This is additionally supported by
Figure 7.2c on individual channel level. Both MPV distributions peak at 1MIP within 1% and
show a spread which agrees within 5% between data and simulation. All in all, this shows the
excellent calibration on channel level achieved for both, data and simulation, and the validation of
the simulation at the lowest energies.

7.2.2 Electrons
Since the interactions within electromagnetic shower are well understood and simulated with high
precision, the investigation of the AHCAL prototype response to electrons allows to further validate
the simulation in many aspects. This includes not only the exact material composition and the
geometry of the detector, but also the general calibration and the response to highest energies.
Incident high energy electrons typically shower immediately in the AHCAL prototype and deposit
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most of the energy in a few channels due to the compactness of electron showers. This emphasizes
the role of the SiPM pixel saturation of individual channels with respect to the total energy
reconstruction. Detailed studies about the SiPM saturation for the AHCAL prototype have been
conducted with respect to tuning the applied saturation and de-saturation functions for simulated
events and the estimation of systematic uncertainties. Details can be found in [3, 2].

Figure 7.3a shows the achieved energy linearity for electron shower samples of data and simu-
lation. The AHCAL prototype is found to respond linearly over the investigated electron energy
range, within 2% for beam test data and within 1% for simulated electrons. While the agreement
between data and simulation is found to be within 2% for energies up to 30GeV, the discrepancy
grows up to 4�5% for highest energies. This can only be partly explained by the systematic error
on the simulation, which is mostly dominated by the effects of SiPM saturation.

The relative energy resolution is plotted in Figure 7.3b for the same energy range. The AHCAL
prototype achieves a single electron energy resolution of about 22.6%/

p
Ebeam � 1.0% for beam

test data based on the parametrisation introduced in Section 4.3.2. The same resolution is achieved
for the simulation within 5%, while for all but the 10GeV point the discrepancy lies within the
systematic error band of the simulation.

The achieved accuracy level of simulated electron showers describing data is considered as sat-
isfying for the PandoraPFA studies of 10 � 80GeV pion showers (Section 8.3), since the total
deposited energy is distributed over a larger number of channels and SiPM saturation effects play
a smaller role for pion showers in comparison to electron showers.

(a) (b)

Figure 7.3: AHCAL prototype response to 10 � 100GeV electrons for June 2018 beam test data
and simulations. (a) Energy linearity. (b) Relative energy resolution. Taken from [3].

7.2.3 Charged Pions
After the validation of an excellent calibration and a well tuned simulation on the basis of the
investigated MIP and electromagnetic shower response, lastly and most importantly for the studies
presented in the scope of this thesis, the energy response of the AHCAL prototype to charged pion
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showers is investigated for data and simulations [2]. In order to reduce the bias caused by leakage
events, a hadronic shower start in the first six AHCAL prototype layers is required for these studies.

Figure 7.4a shows the energy linearity for the investigated data and simulation samples. An
overall response linearity within 5% is achieved over all energies, except for the lowest energy of
10GeV for which a linearity within 10% is observed. Data and both simulated physics lists agree
almost within 2% over the full energy range, while again for 10GeV the discrepancy corresponds
to 2% for both physics lists. This observed discrepancies are reproduced for the 10 � 80GeV

charged pion samples on the GeV energy scale level, which are utilised for the studies presented
within this thesis, see Section 8.1.4.
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Figure 7.4: AHCAL prototype response to 10� 200GeV pions for June 2018 beam test data and
simulations. (a) Energy linearity. (b) Relative energy resolution. Taken from [2].

The relative energy resolution over the same energy range is depicted in Figure 7.4b. For
the beam test data, the AHCAL prototype achieves a single charged pion energy resolution of
57.7%/

p
Ebeam � 1.06% based on the same parametrised function as used for the electron reso-

lution. The simulated relative energy resolution agrees within 10% over the full energy range for
both physics lists, while the deviations from the fit function are approximately within 5% over the
full energy range.

Based on this results, the data to simulation agreement of the conventional calorimetric energy
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response for charged pion showers in the AHCAL is considered suitable for the PandoraPFA studies
presented next. Furthermore, a very good performance with respect to the energy linearity and
resolution for hadron showers has been validated. These conventional calorimetric performances
still play a significant role not only in the remaining conventionally reconstructed neutral cluster
energies, but also in the accuracy of the track momentum to charged cluster energy comparison
within the PandoraPFA reconstruction.
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8 PandoraPFA Studies with AHCAL
Prototype Data

The projected jet energy resolution achievable with particle flow reconstruction in a future lepton
collider experiment relies on the accurate hadronic shower modelling in the utilised Monte Carlo
simulations. Details of these simulations, like the topology or energy dissipation in the hadronic
shower development, are expected to have a significant impact on the limiting effects and therefore
the achievable performance of the particle flow reconstruction. Furthermore, the performance of
real detector systems in such experiments may differ from the idealised Monte Carlo modelling.

The studies presented in this chapter have the goal of investigating the performance of parti-
cle flow reconstruction on acquired beam test data of a state of the art highly granular hadronic
calorimeter prototype and of validating the performance for corresponding Monte Carlo simula-
tions. This validation would provide further proof that the projected particle flow reconstruction
performance at a future lepton collider experiment, based on similar Monte Carlo simulations, is
realistic and reliable. In addition, this study aims to disentangle the two types of confusion energy
in the particle flow reconstruction: double counted charged and lost neutral confusion energy. A
detailed investigation of the level and balance of the two confusion types for different particle dis-
tances and energies helps to gain a deeper understanding of the limitations and their impact on the
particle flow reconstruction performance. Lastly, this study offers the unique opportunity to test
the feasibility and confirm the technical implementation of a particle flow algorithm framework on
a calorimeter in a standalone application, in contrast to a fully hermetic collider detector system.

To achieve these goals, the ILD default PandoraPFA algorithm framework is adapted and applied
to AHCAL prototype beam test data and simulation samples. In a first step, the PandoraPFA
reconstruction of single charged pion showers of various energies is investigated. This allows the
exclusive study of double counted charged confusion energy and to benchmark the single charged
pion particle flow reconstruction performance. After that, the focus is set on the PandoraPFA
reconstruction of two particle events, consisting of a pseudo-neutral hadron overlaid with a charged
pion shower of different energies at varying radial distances, in order to study the two particle
separation performance.

In Section 8.1, the event preparation and selection are summarised, complemented by an overview
of the utilised hadronic shower samples. Setup-specific adaptions of the PandoraPFA framework
to allow a reconstruction of the AHCAL prototype events are described in Section 8.2. Finally, the
results of the single and two particle reconstruction studies are presented and discussed in Section
8.3 and 8.4.
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8.1 Event Preparation, Selection and Sample Overview
To allow a reliable and sufficient application of PandoraPFA to the AHCAL prototype events,
beam test data and simulated samples have to be prepared and selected in an initial step. A
schematic overview of these procedures is provided by Figure 8.1.

Figure 8.1: Overview of AHCAL prototype event preparation and selection for single and two
particle PandoraPFA studies.

First of all, charged particle tracks are added to the charged pion shower events followed by dedi-
cated event selection. After these steps, the samples are ready to be reconstructed by PandoraPFA
for the single particle study. In a second step, selected charged pion events are the basis for the
generation of two particle events, including a charged pion and a generated pseudo-neutral hadron
shower. After this procedure, the events samples are ready to be reconstructed by PandoraPFA
to study the case of two particle separation. The individual steps are discussed in the following
sections and an overview of the utilised samples is provided.

8.1.1 Track Implementation and Quality Validation
Charged particle tracks are an essential part of the particle flow reconstruction. For this reason,
a crucial first step is a track implementation for each charged pion shower event in the AHCAL
prototype. Due to the beam test operation of the prototype in the SPS beam line without a
magnetic field, a well defined beam direction and beam particles featuring almost only a momentum
in the z-component, the tracks are assumed to be straight. Based on this assumption, the tracks
align with the z-axis and end at the prototype front face perpendicularly, as illustrated by Figure
8.2. In this section, the spatial track implementation for beam test and simulated events is discussed
in detail. A momentum is manually associated to the track during the interface instance, as
described in Section 8.2.

Tracks for Beam Test Data

As discussed in Section 5.4, four DWCs were installed upstream during the beam test operation of
the AHCAL prototype in June 2018. Thus, in principle four measured coordinates per traversing
charged particle could be used for a spatial track reconstruction and extrapolation to the AHCAL
prototype front face. Detailed descriptions of the DWC calibration, track reconstruction and
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(a) (b)

Figure 8.2: Visualisation of track implementation for AHCAL prototype events: (a) Illustrated
track and hadronic shower of an 80GeV charged pion in the AHCAL prototype. (b) Track projec-
tion to the AHCAL front face illustrating distance measure to tile center of an AHCAL channel.

synchronisation with the AHCAL prototype are provided in [8, 9]. In the following, only the key
aspects most important for the presented studies are summarised.

In a first step, the alignment of the four DWCs with respect to each other is calibrated with a
high statistics (⇠120 k) 160GeV pion sample. The first DWC is chosen as the reference and the x
and y offsets for the other DWCs are calculated. This is done by tuning the offsets for the respective
DWC offline, so that the beam center is located at the same x and y position as for the reference
DWC. In a second step, linear functions are fitted to the x and y coordinates individually, corrected
by the offsets determined in step one, for a track reconstruction. Subsequently, the average hit
to track position residuals for each DWC are minimised for a more precise second order offset
correction. An example of the achieved hit to re-fitted track residuals after this initial calibration
procedure is shown for the second downstream DWC in Figure 8.3.

Figure 8.3: Residuals of hit and fitted track position of x and y coordinate for second downstream
DWC for 160GeV pions after inter-DWC calibration [9].
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The final track is reconstructed by fitting the x and y coordinates of the measured four spatial
points, which are corrected for the respective chamber alignment, individually with a linear fit,
as shown for the x coordinate in Figure 8.4. In combination with the x and y coordinate at
the calorimeter front face (fit intersection at z = 0), the two determined slopes provide a full
three-dimensional description of the charged particle track according to:

x(z) = slopeX · z + intersectionX (8.1)

y(z) = slopeY · z + intersectionY (8.2)

Figure 8.4: DWC measurements of x coordinate over position of the four operated DWCs in z for
a traversing 160GeV charged pion. For track reconstruction a linear fit is applied [8].

For each event, the two intersections and the two slopes are saved in a LCIO collection for
further processing and analysis. In addition, a track quality flag is stored indicating events with a
missing measurement in at least one DWC or multiple measurements in the same DWC resulting
from multi-particle or noise events. Figure 8.5 shows the reconstructed x and y slopes for a 80GeV

charged pion sample. As for all investigated samples in the scope of this thesis, for more than 99%

of events both absolute slope values are lower than 0.001. This corresponds to a maximal shift in
the x or y direction of roughly 17mm for a z distance of 17m (distance from first DWC to AHCAL
prototype front face), validating the assumption of quasi straight tracks on average.

Lastly, a run-specific alignment calibration of the DWC system with respect to the AHCAL
prototype is required in order to correct for the relative position of the AHCAL, which was lo-
cated on a moveable stage during beam test operation. Thus, for each run the correlation of the
reconstructed track position at the AHCAL front face and the energy-weighted center of gravity
cog for each event is monitored individually for the x and y coordinate. By fitting a linear function
with slope 1 to the correlation distributions, the global alignment offset for the x and y coordinate
is determined and saved for each individual beam test run. Figure 8.6 illustrates an example of
this procedure for the x coordinate correlation of a 40GeV muon run with a determined x offset
of ⇠� 100mm. The extracted offsets are used to shift the reconstructed tracks into the reference
coordinate system of the AHCAL prototype according to the beam test run number. Table C.1
summarises the determined offsets for all beam test runs invesitgated in the scope of this thesis.
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Figure 8.5: Reconstructed DWC track slopes in x (a) and y (b) for an 80GeV charged pion sample.

Figure 8.6: Correlation of the energy-weighted center of gravity in x for the hits in the AHCAL
prototype and track intersection at the calorimeter front face in x reconstructed by DWCs for
40GeV muon events [9]. The step-like structure originates from the scintillating tile dimensions.

Tracks for Simulated Events

In order to generate tracks for simulated events, the Monte Carlo truth information of the GEANT4
simulation is accessed for each event. As introduced in Section 6.3.1.2, the MCParticle history is
investigated and the endpoint coordinates of the primary particle are extracted. Those coordinates
in x and y serve as the assumed track intersection at the calorimeter front face and straight tracks
are extrapolated to the volume in front of the AHCAL prototype with constant functions as:

x(z) = intersectionX = endpointX (8.3)
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y(z) = intersectionY = endpointY (8.4)

By default, the slopeX and slopeY parameters are set to zero, which is justified by the quasi
straight track validation for the reconstructed DWC tracks of the beam test data. To match
the output format of the beam test data tracks, a similar LCIO collection is generated for each
simulated event. No global alignment offset calibration is needed for the simulated events, since
the simulation itself happens in the coordinate system of the AHCAL prototype.

Track Quality Validation

A precise track reconstruction is a crucial requirement in order to allow an appropriate track to
charged cluster association within the particle flow reconstruction. For this reason, the quality
of the implemented tracks needs to be validated for the AHCAL prototype charged pion events.
To quantify the track quality for beam test and simulated events, two metrics according to the
following questions are defined:

1. How well is the track position at the calorimeter front face agreeing with the energy-weighted
center of gravity of the event? For how many events is the projected radial distance

rcog =

q
(xtrack � xcog)

2
+ (ytrack � ycog)

2 (8.5)

smaller than 30mm, corresponding to the scintillating tile dimension of a channel?

2. Is the track position at the calorimeter front face agreeing with the position of a triggered
AHCAL channel in the first three layers? For how many events is the projected radial
distance

rhit =

q
(xtrack � xhit)

2
+ (ytrack � yhit)

2 (8.6)

to the closest calorimeter hit smaller than 22mm, corresponding to the scintillating tile
center to corner distance as illustrated by Figure 8.2b?

The track quality is representatively investigated for a 10GeV charged pion sample of the June
2018 beam test and a corresponding simulation sample based on the QGSP_BERT_HP physics
list, both featuring ⇠100 k events and a centralised beam position. The lowest particle energy
studied in the scope of this thesis corresponds to 10GeV. Since these low energy charged pion
samples show the largest fraction of beam contamination and are mostly affected by upstream
material in comparison to higher particle energies, the determined track quality for these samples
resembles the lower limit of quality. A simple event filter based on the BDT-PID (see Section
6.3.4) to select charged pion events is applied for both samples. Furthermore, at least one triggered
AHCAL channel in one of the first three prototype layers is required for each event to allow the
calculation of the second quality metric.

Figure 8.7 shows the results of the track quality investigation. For 65.3% (data) and 67.8%

(MC) of events, the track position agrees with the energy-weighted center of gravity of the event
within the dimension of one AHCAL channel. In addition, for 97.5% (data) and 98.6% (MC) of
the events, there is a track to AHCAL channel position match in one of the first three layers. All in
all, the achieved results show the excellent track quality achieved by the sophisticated calibration
and reconstruction of the DWC tracks for the data samples and the dedicated implementation of
the tracks for the simulation samples.
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(a) (b)

Figure 8.7: Investigated track quality metrics for selected AHCAL data and simulation samples of
10GeV charged pions: (a) rcog. The blue line indicates the scintillating tile dimension (30mm).
(b) rhit. The green line indicates the center to corner distance of a scintillating tile (22mm).

8.1.2 Basic Event Selection
To provide clean and suitable samples to the PandoraPFA reconstruction, a sophisticated event
selection is applied to the charged pion samples of both, data and simulation. The overall goal of
this procedure is to select events with single charged pions showering in the AHCAL prototype,
reject beam contamination and multi particle events and establish a basis for a proper initial track
association to a calorimeter cluster on particle flow reconstruction level. Due to the absence of an
ECAL in front of the AHCAL prototype in the presented studies, the last criterium is substantial to
reject events for which the particle flow reconstruction technically fails. A detailed motivation for
these setup-specific selection criteria and visualised consequences are discussed in Section 8.2.5.5.
On purpose, no restriction on the hadronic shower start layer is set in order to study the impact
of shower leakage for the single particle reconstruction and to enable the full longitudinal shower
separation for the two particle reconstruction. The event selection criteria applied to all charged
pion samples investigated within this chapter are summarised in the following:

• Event classified as a hadron by the BDT-PID (see Section 6.3.4).

• Event featuring a hadronic shower start in the AHCAL prototype (see Section 6.3.1).

• Only one reconstructed track for the event.

• Track must not hit HBU gap of AHCAL layers (|xtrack| > 1mm with the gap center at 0mm

in the x-plane of the AHCAL).

• At least one track to hit position match in one of the first three AHCAL layers (see Section
8.1.1).

• At least 10% of calorimetric charged pion energy associated to the track by PandoraPFA
(applied after PandoraPFA reconstruction)

Corresponding selection efficiencies for data and simulation samples are provided in Tables C.2-C.5.
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8.1.3 Generation and Classification of Two Particle Event Samples
In the scope of this thesis, the two particle reconstruction performance with PandoraPFA is studied
for events consisting of a charged pion next to a neutral hadron shower. Since no neutral hadron
beam was available during the beam test campaigns in 2018, these events are generated artificially
for both, data and simulation. In a first step, the pseudo-neutral hadron generation algorithm,
discussed in Section 6.3.2, is applied to samples of selected charged pion events. Subsequently, the
event overlay algorithm, introduced in Section 6.3.3, is employed to overlay the generated pseudo-
neutral hadrons with charged pion showers. At input level, the samples feature a hit energy
threshold of 0.2MIP and only after the hit overlay procedure the default analysis hit energy
threshold of 0.5MIP is applied. This is done to explicitly consider hits which exceed 0.5MIP only
after the overlay with a hit of the other event in the same channel. Afterwards, the generated two
particle event samples are classified according to the following conditions:

• Particle energy: A 10GeV pseudo-neutral hadron is overlaid with either a 10GeV or 30GeV

charged pion shower including the respective track.

• Radial shower distance: According to the transversal distance of the pseudo-neutral hadrons
and charged pions energy-weighted center of gravity in the x-y plane, the events are
sorted into the following distance bins: 0� 25mm, 50± 25mm, 100± 25mm, 150± 25mm,
200± 25mm, 250± 25mm and 300± 25mm.

With this method, the events in a radial distance bin originate from several sample combinations
featuring charged pion shower positions spread isotropically across all of the incident calorimeter
positions. As a result of this procedure, a position dependent bias is omitted.

8.1.4 Sample Overview and Quality Validation
For the studies presented in this chapter, data samples from the June 2018 beam test campaign
and corresponding simulation samples are utilised. The simulation samples are based on the
physics list QGSP_BERT_HP and FTFP_BERT_HP in GEANT4 v.10.3p2. In the following,
an overview of the samples used for the single and two particle reconstruction study is provided.
The conventional calorimetric reconstruction performance of the AHCAL prototype for hadrons
has been summarised in Section 7.2.3. To validate the quality of the selected hadron samples,
basic calorimetric observables are monitored and compared for centralised and most de-centralised
incident beam positions as well as for the different radial shower distance bins in Appendix C.

8.1.4.1 Single Particle Events

For the single particle reconstruction study centralised charged pion samples of energies between
10 � 80GeV are investigated. In addition, de-centralised charged pion simulation samples of the
same beam energies are investigated, while for beam test data only de-centralised samples for
10GeV and 30GeV are available. Tables C.2 and C.3 provide an overview about the sample sizes
and tuned beam positions and profiles.

Figures C.1 and C.2 show the distributions of the hit energy sum and number of shower hits for
the investigated centralised and de-centralised samples of selected charged pions. Corresponding
mean shower energy profiles are depicted in Figures C.3 and C.4. In general, the shape of the
distributions and profiles as well as the mean and RMS agree well to within 5% when data is
compared to the two simulated physics lists, and for comparing centralised and de-centralised
beam positions.
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The imperfect energy linearity for data as well as simulation, summarised in Section 7.2.3, causes
a maximal deviation of around 5% from the nominal calorimetric energy sum studied for 10GeV

charged pions, while for the higher energies the deviation decreases to 1 � 2%. However, with
respect to the energy comparison to the track momentum within the particle flow reconstruction,
these discrepancies to the nominal beam energies are considered to be tolerable. The same goes
for the deviations between centralised and de-centralised beam positions, which originate from
transversal shower leakage. With 1� 2% less energy and 2� 3% less hits for all investigated de-
centralised charged pion samples, the effect is relatively small and in the same order as the data to
simulation discrepancy. Since the investigated de-centralised samples feature the outermost beam
positions of all samples investigated within this thesis, the observed discrepancies represent upper
limits for the effect of transversal shower leakage.

One can conclude, that the quality of the selected single charged pion samples for data and
simulation is validated with respect to energy and topology reconstruction. Therefore, they are
considered well suited for the PandoraPFA reconstruction study and for the further processing
towards two particle events.

8.1.4.2 Two Particle Events

For the two particle studies, events featuring a pseudo-neutral hadron shower of 10GeV and a
charged pion shower of 10GeV or 30GeV with transversal shower distances varying from 0mm to
325mm are generated for data and simulation, as introduced in Section 8.1.3. Table C.4 summarises
the charged pion samples and Table C.5 the pseudo-neutral hadron samples utilised for the two
particle event generation, including tuned beam positions and profiles.

The quality of the charged pion samples for 10GeV and 30GeV has been validated for the central
and outermost beam positions in the last section. Therefore, only the quality of the generated
pseudo-neutral hadron samples is left to be validated. Figure C.5 shows the energy sum and
number of shower hits distributions and the mean energy profiles for the generated pseudo-neutral
hadron samples for a centralised and the outermost investigated beam position. With respect to
the comparison of data and both simulated physics lists as well as central and outermost beam
position, again an agreement within 5% is achieved. In addition, on average 0.3 � 0.4GeV and
8�9 fewer shower hits are observed in comparison to the charged pion samples of the same energy.
This agrees well with the results found for the validation of the pseudo-neutral hadron generation
algorithm presented in Section 6.3.2.

In order to monitor the statistics of the generated two particle samples in each radial distance
bin, the number of events in each bin is checked and summarised in Table C.6. Furthermore, Figure
8.8 shows the radial shower distance distributions of all generated two particle event samples for
data and simulation for both energy scenarios in order to monitor the inter-bin distribution of
radial shower distances. The bias towards lower or higher radial shower distances within the same
distance bin is found to be roughly equal for data and simulation samples. The peak in Figure
8.8b is caused by an extra iteration of the two particle event generation for a radial distance of
0mm � 25mm, initially showing a too low number of events in the respective bin. Most of the
radial distance bins feature more than 30 k events for both investigated energy scenarios.

In a last step, the quality of the generated two particle samples within the respective radial
distance bins is validated. For this validation, the reconstructed energy sum, which is considered as
most important for the comparison of track momentum and charged cluster energy in PandoraPFA,
is investigated. Thus, the mean and RMS of the individual energy sum spectra for the events in
each radial shower distance bin are monitored for the overlaid pseudo-neutral hadrons and charged
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Figure 8.8: Distribution of radial shower distances for generated two particle event samples of
overlaid 10GeV pseudo-neutral hadrons and 10GeV (a) or 30GeV (b) charged pion showers.

pions separately, as presented in Figure C.6 and C.7. While for the 30GeV charged pions a slight
energy deficit of ⇠1.5GeV due to shower leakage is observed, as expected, the 10GeV pseudo-
neutral hadrons show an energy deficit of ⇠0.3GeV caused by the generation algorithm itself, as
discussed previously. The RMS for the 10GeV pseudo-neutral hadrons and 10GeV charged pion
samples agree well at 2GeV. This is not the case for the RMS of the 30GeV charged pions, where
the FTFP_BERT_HP simulation differs from the QGSP_BERT_HP simulation and for data up
to 5%, similar to the observations in Section 7.2.3.

Most importantly, it is observed that the mean as well as the RMS is constant over all radial
shower distance bins of the respective energy scenario for the data and the simulation samples.
This verifies the equal quality of the generated two particle samples and proves that the sorting of
the events into respective distance bins does not create any type of bias. Corresponding evaluations
of the Mean90 and RMS90 suppressing leakage effects and individual energy spectra can be found
in Figures C.8-C.16.

8.2 Adaptations of PandoraPFA Framework for AHCAL
Prototype Study

Since a particle flow algorithm framework, like PandoraPFA, is implemented and optimised for a
collider detector system like ILD, several adaptions are necessary to allow a sufficient reconstruc-
tion of AHCAL prototype events. Several of these required adaptions are related to the AHCAL
prototype specific geometry and data format. In addition, an accurate prototype specific energy
calibration and conversion has to be provided. Lastly, parameters of basic PandoraPFA algorithms
need to be adapted to avoid setup-specific reconstruction limitations mainly caused by the AHCAL
standalone application without an ECAL installed, no fully hermetic detector concept and no mag-
netic field applied. If not explicitly stated otherwise, the PandoraPFA framework and parameters
used for the default ILD reconstruction are used. An overview of the reconstruction framework
and the internal data flow is provided by Figure 8.9 and individual instances are discussed in the
following Sections.
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Figure 8.9: Framework and data flow diagram for PandoraPFA AHCAL prototype studies.

8.2.1 DDMarlinPandora Interface Processor

DDMarlinPandora1 is the central processor of the reconstruction framework providing an interface
to the detector geometry and material description via DD4hep and the PandoraPFA algorithms.
The processor prepares the infrastructure and converts input data to the required format in order
to apply the generic PandoraPFA algorithms. Afterwards, the final PFO reconstruction output is
converted back to LCIO format by the processor for subsequent data analysis.

In order to allow the reconstruction of AHCAL prototype events, several processor components
are adapted. First of all, simple adaptions incorporating the AHCAL prototype geometry, energy
calibration and output formats are done for the geometry, calorimeter hit and PFO creator. The
pre-defined HCAL endcap class is utilised for treating the AHCAL prototype calorimeter hits. The
HCAL barrel class is avoided due to barrel specific treatments and calculations in further instances
of DDMarlinPandora. Additionally, the pre-defined classes of ECAL barrel and endcaps, HCAL
barrel, muon detector and forward calorimeters are fully disabled without any consequences for
the reconstruction of AHCAL prototype events.

Due to the absence of a magnetic field during the beam test campaigns of the AHCAL prototype,
the default magnetic field map of ILD is disabled in the B-field plugin of DDMarlinPandora.
Instead, the plugin is adapted to provide a constant output of 10

�5
T, which is on the order of

the earth’s magnetic field, for all positions within the detector. The magnetic field is chosen to
be negligibly small in terms of bending charged particle trajectories, but not equal to zero. This
prevents several topological association algorithms within PandoraPFA from crashing.

Furthermore, the pseudo-layer plugin of DDMarlinPandora is re-defined in order to incorporate
the geometry of the AHCAL prototype. Since the prototype features a simple and uniform sampling
calorimeter geometry without any barrel to endcap or ECAL to HCAL transition regions, the plugin
is configured to provide the AHCAL layer number for a given calorimeter hit coordinate.

Lastly, the track creator of DDMarlinPandora is modified in order generate continuous charged

1
https://github.com/iLCSoft/DDMarlinPandora
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particle tracks from the track information provided by the DWC LCIO collection, as introduced in
Section 8.1.1. Based on the x and y intersection positions and slope parameters, a basically straight
track is constructed ranging from Z = �1.0m to Z = �0.1m with respect to the calorimeter front
face at Z = 0.0m. The global DWC offset to the AHCAL prototype for each beam test run is
considered at this point as well. A sharp track momentum corresponding to the beam energy, or the
simulated primary particle energy respectively, is assigned and the track is defined to originate from
a charged pion with respect to the PandoraPFA internal mass, charge and particle identification.

8.2.2 Detector Geometry and Material Description
The geometry and material description of the AHCAL prototype is provided by a DD4hep interface
through the DDMarlinPandora processor. This instance is very similar to the one for the AHCAL
prototype GEANT4 simulations, as described in Section 6.2.1. However, several modifications
to the geometry driver and compact files are necessary in order to provide additional informa-
tion required by PandoraPFA subsequently. First of all, the basic implementation is changed to
the DDRec class of DD4hep2 and the AHCAL prototype input is sorted into the HCAL endcap
class. For this implementation, different parameters like the endcap inner (0mm) and outer radius
(510mm)3 and the Z coordinates of start (0mm) and end of the endcap (1100mm)4 are provided
for the AHCAL prototype. These parameters are mainly required for the visualisation of the event
reconstruction. Finally, next to minor format-specific adaptions, the integrated radiation lengths
(X0) and nuclear interaction lengths (�n) at each calorimeter layer up to the center of the active
medium and up to the end of the layer are calculated and implemented5.

8.2.3 MIP to GeV Calibration
On the input level, PandoraPFA requires individual calorimeter hit energy information in units of
GeV. As described in Section 5.5, the calibrated AHCAL prototype hit energy information is saved
in units of MIP in the LCIO collections. Therefore, a MIP to GeV conversion on the hit energy level
is implemented within the calorimeter hit creator of DDMarlinPandora after the MIP threshold
check. Due to the fact, that the AHCAL prototype is an under-compensating calorimeter, the
average response to hadrons is smaller in comparison to electron or photons of the same energy.
With respect to this, the conversion factor depends on the choice of the desired energy scale. Since
for the AHCAL prototype studies only hadrons are investigated, the conversion from MIP to the
hadronic GeV scale is chosen.

To determine the conversion factor, samples of K0
L are simulated with the QGSP_BERT_HP

physics list of GEANT4 and reconstructed in the same manner as described in Section 6.2. Samples
with energies ranging from 5 � 30GeV in 5GeV steps, each featuring 10 k events, are used with
centralised beam positions. Higher energies are omitted and a shower start in the first ten layers of
the prototype is required in order to minimise a potential bias by energy leakage. For each energy
sum distribution, the Mean90 (defined in Section 4.4.5) is calculated and plotted versus the truth
particle energy in units of GeV, as presented in Figure 8.10. Subsequently, a linear fit is applied
without any parameter restrictions and a slope of 35.72MIP/GeV is extracted corresponding to a
hadronic MIP to GeV factor of 0.028GeV/MIP for the AHCAL prototype.

2See: https://github.com/AIDASoft/DD4hep/tree/master/DDRec

3AHCAL prototype layer center to layer corner distance.
4Roughly the total AHCAL prototype absorber length
5Values are used for calculations, e.g. shower profiles, in the PandoraPFA algorithms.
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Figure 8.10: Mean90 of energy sum spectra over the truth beam energy for simulated K
0
L in the

AHCAL prototype. A linear fit is applied to determine the hadronic MIP to GeV conversion factor.

8.2.4 Internal PandoraPFA Energy Scale Calibration
As introduced in Section 4.4.3.1, a dedicated calibration of the internal PandoraPFA scale factors
is required. Since the studied setup does not include an ECAL, no barrel detector systems and
only hadron showers are investigated in the scope of this thesis, the set of five calibration factors
for ILD-like setups reduces to only one effective calibration factor for the AHCAL prototype study:
PandoraHcalToHadScale, which corrects for the average energy loss caused by hit isolation cuts
in the different instances of the clustering algorithms for the investigated setup. Based on this
reason, the respective calibration procedure for the AHCAL prototype is simplified with respect to
the ILD default calibration 6. Since hadrons are only able to shower in the AHCAL prototype for
the studied setup, PandoraHcalToHadScale is simply tuned on the agreement of the reconstructed
neutral PFO energy in the AHCAL and the beam energy of simulated neutral hadrons.

For the calibration procedure a recommended simulation sample of 10GeV K
0
L featuring

10 k events with a centralised beam position is utilised. The simulation is based on the
QGSP_BERT_HP physics list of GEANT4, processed as explained in Section 6.2 and subse-
quently reconstructed by PandoraPFA. The reconstructed neutral PFO energy is plotted and fit-
ted with a Gaussian. This procedure is repeated iteratively for different PandoraHcalToHadScale

factors until the mean of the fitted Gaussian agrees for 10GeV within a per-mille. The PandoraH-

calToHadScale factor is determined to be 1.03 for the AHCAL prototype setup. Figure 8.11 shows
the tuned distribution of the reconstructed neutral PFO energy.

6See https://github.com/iLCSoft/LCCalibration/tree/master/doc
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Figure 8.11: Neutral PFO energy for simulated 10GeV K
0
L reconstructed by PandoraPFA with

PandoraHcalToHadScale = 1.03 for the AHCAL prototype study.

8.2.5 PandoraPFA Algorithms
With respect to the PandoraPFA algorithms, only minor modifications are necessary to allow a
sufficient application to the AHCAL prototype events. Most of these adaptions are based on the
absence of an ECAL with higher granularity installed in front of the AHCAL prototype and on geo-
metrical and setup-specific limitations. In the following, the individual adaptions are discussed and
exemplarily visualised with the PandoraPFA internal visual event monitoring. If not stated other-
wise, the ILD default PandoraPFA algorithm settings are used, except for the hadronic software
compensation plugin 7.

8.2.5.1 PandoraPFA Visual Monitoring

The PandoraPFA internal visual monitoring algorithm8 features an interactive graphical user in-
terface for displaying event reconstruction by PandoraPFA including reconstructed tracks and
calorimeter hits. In addition to the possibility to hide/show all individual PFOs separately, the
algorithm features full information on reconstructed track momentum and calorimeter cluster en-
ergies for different energy scales, reconstructed particle types indicated by different colors and the
total reconstructed energy of the event. Furthermore, it can be initiated after each PandoraPFA
sub-algorithm allowing a continuous visualisation of all individual reconstruction steps. For this
reason, it has been extensively exploited for the validation of the AHCAL prototype setup imple-
mentation, problem identification, determination of algorithm adaptions and the visualisation of
the reconstruction performance within the scope of this thesis.

Figure 8.12 demonstrates the visual output at the final reconstruction step for an AHCAL pro-
totype two particle data event. Magenta (cyan) calorimeter hits indicate the classified charged

7See: https://github.com/iLCSoft/ILDConfig/blob/master/StandardConfig/production/PandoraSettings

/PandoraSettingsDefault.xml

8See: https://github.com/PandoraPFA/LCContent/blob/master/include/LCMonitoring/VisualMonitoring

Algorithm.h
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(neutral) cluster hits by PandoraPFA. Grey hits represent unclustered calorimeter hits, not fur-
ther used in the reconstruction. The magenta line corresponds to the charged pion track. Since
the geometrical implementation of the AHCAL prototype utilises the HCAL endcap class, the
calorimeter hits are located within a visualised cylinder.

Figure 8.12: PandoraPFA event display for an AHCAL prototype data event featuring a 10GeV

pseudo-neutral hadron and a 10GeV charged pion shower after completed PandoraPFA recon-
struction. Magenta (cyan) hits correspond to classified charged (neutral) cluster hits.

8.2.5.2 Track to Cluster Association Algorithm

The basic track to cluster association algorithm within PandoraPFA features several steerable
parameters, for example the maximal track to cluster distance limit for considering a suitable
track to cluster association9. For the ILD PandoraPFA default settings this parameter is set
to 10mm corresponding to two times the cell size of the planned SiW-ECAL. Therefore, only if
the distance between the track projection to the calorimeter front face is within 10mm to the
transversal center of a potential cluster candidate, a track to cluster association is considered. For
a single hit in a respective layer, this parameter corresponds to the radial distance between the
track projection and the center of the triggered calorimeter channel.

However, the AHCAL prototype features an uniform cell size of 30mm⇥ 30mm. Therefore,
as soon as the distance of the track projection to the position of a triggered calorimeter channel
(or to the transversal center of gravity of the respective cluster for the case of multiple hits in
a layer) is larger than 10mm, the track to cluster association is not considered even if the track
directly hits a triggered calorimeter channel in the AHCAL. Without an initial track to cluster
association, basically all re-clustering algorithms within PandoraPFA are omitted and as one of
the last instances the track is associated to the closest cluster found right before the reconstruction
is finished. As a consequence, either all or a significant number of charged pion shower hits are
classified as neutral by PandoraPFA, resulting in a large excess of double counted charged energy
in those events. This problematic final reconstruction state is observed for 2-3% of the charged
pions events, as illustrated by Figure 8.13a.

In order to avoid this setup specific technical limitation, the parameter is set to 22mm corre-
sponding to the AHCAL channel center to corner distance. This resembles the track projection
9See: https://github.com/PandoraPFA/LCContent/blob/master/src/LCTrackClusterAssociation/TrackCl

usterAssociationAlgorithm.cc
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(a) (b)

Figure 8.13: AHCAL prototype event featuring a 20GeV charged pion shower after completed
PandoraPFA reconstruction for different settings of the MaxTrackClusterDistance parameter in the
track to cluster association algorithm: (a) 10mm (ILD default). (b) 22mm (AHCAL prototype).

matching with the position of an individual AHCAL channel, which is the case for roughly 98% of
events, as validated in Section 8.1.1. With the changed parameter, a proper initial track to cluster
association is achieved and the re-clustering iterations of PandoraPFA are exploited resulting in
significantly better final reconstruction states, with illustrative examples shown in Figure 8.13b.

8.2.5.3 Track Driven Merging Algorithm

As introduced in Section 4.4.3.1, re-clustering considerations are mainly based on the track mo-
mentum to charged cluster energy comparison. According to Equation 4.8, a potential re-clustering
is considered if the discrepancy exceeds the �-threshold. The track driven merging algorithm10 is
one of the basic re-clustering algorithms within PandoraPFA. It is implemented to handle topo-
logically simple cases and to consider a re-clustering if the merging of a close-by neutral cluster
into the charged cluster under investigation would improve the agreement to the associated track
momentum. The PandoraPFA ILD default value for considering a re-clustering by this algorithm
is � = 2.5. For the example of a 30GeV charged pion event the currently associated charged
calorimeter cluster must have an energy lower than ⇠21.8GeV so that a re-clustering considera-
tion by this algorithm would be triggered. If the new configuration is better than the previous,
the re-clustering is performed, otherwise the old configuration is kept.

For approximately 1% of the AHCAL prototype charged pion events an unsatisfying final recon-
struction state has been observed. Despite being topologically well connected and in summation
corresponding well to the associated track momentum, the charged pion hits are split and classified
as a charged and an extra neutral cluster, as exemplarily illustrated in Figure 8.14a. The additional
identified neutral hadron cluster, resulting in a large excess of double counted charged energy, most
probably originates from the missing ECAL in front of the AHCAL prototype. Less topological
information, due to the missing MIP-like track in the ECAL, affects the cone clustering as well as
the subsequent topological association algorithms. For these events the � = 2.5 threshold of the
track driven merging algorithm is not exceeded and a re-clustering is not considered.

In order to minimise this technical limitation, the �-threshold for the track driven merging al-
gorithm is lowered to � = 1.5 for the AHCAL prototype study. As a result, for a 30GeV (10GeV)

10See: https://github.com/PandoraPFA/LCContent/blob/master/src/LCReclustering/TrackDrivenMergin

gAlg.cc
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(a) (b)

Figure 8.14: AHCAL prototype event featuring a 10GeV pseudo-neutral hadron and a 30GeV

charged pion shower shower after completed PandoraPFA reconstruction for different �-thresholds
in the track driven merging algorithm: (a) � = 2.5 (ILD default). (b) � = 1.5 (AHCAL prototype).

charged pion, a potential re-clustering is now considered if the currently associated charged cluster
has an energy lower than ⇠25GeV (⇠7.2GeV). With this adaption, PandoraPFA achieves sig-
nificantly improved reconstruction states for roughly 90% of the observed problematic events, as
exemplarily depicted by the example event in Figure 8.14b.

8.2.5.4 Impact of Outer Sampling Layer Definition on Re-clustering Algorithms

Before any of the re-clustering algorithms is executed, PandoraPFA checks if any hit of the currently
associated charged cluster is located in the outer sampling layers of the calorimeters. If this is the
case, the potential re-clustering consideration is not initiated. This mechanism is implemented
to prevent the absorption of nearby neutral clusters into charged clusters, if the charged hadron
shower leaks out of the calorimeter and the charged cluster energy is significantly lower than
the associated track momentum11. For the default PandoraPFA settings for ILD the last three
longitudinal and transversal pseudo-layers are defined as the outer sampling layers.

Depending on the the incident beam position and the energy of the charged pion, for ⇠0.5-2% of
the studied single and two particle AHCAL prototype events an unsatisfying final reconstruction
state is observed. In general, these events feature a nearly perfect agreement of the track momentum
and the energy of a topologically well connected calorimeter cluster. However, the associated
charged cluster features only a small fraction of the truth charged energy and the remaining truth
charged hits are classified as an extra neutral cluster by PandoraPFA, as illustrated in Figure
8.15a. Again, this leads to a large excess of double counted charged energy. This is caused by one
or several hits, which are located in the defined outer sampling layers, preventing the re-clustering
algorithms from being initiated.

Due to the fact that the investigated charged pions feature only momentum in the longitudinal
direction of the calorimeter and the incident beam position is separated at least 18 cm transversally
from the calorimeter edge, all of the investigated events feature negligible transversal shower leak-
age, as shown and discussed in Section 8.1.4.1. Based on this assumption, the outer sampling layers
are redefined for the AHCAL prototype study. No transversal pseudo layers are considered at all

11See: ClusterHelper::IsClusterLeavingDetector in https://github.com/PandoraPFA/LCContent/blob/master/s

rc/LCHelpers/ClusterHelper.cc

123

https://github.com/PandoraPFA/LCContent/blob/master/src/LCHelpers/ClusterHelper.cc
https://github.com/PandoraPFA/LCContent/blob/master/src/LCHelpers/ClusterHelper.cc


Chapter 8 PandoraPFA Studies with AHCAL Prototype Data

(a) (b)

Figure 8.15: AHCAL prototype event featuring a 10GeV pseudo-neutral hadron and a 30GeV

charged pion shower after completed PandoraPFA reconstruction for different outer sampling layer
definitions: (a) Last three transversal and longitudinal pseudo-layers (ILD default). The yellow
marked outermost calorimeter hit is classified to be located in the outer sampling layers preventing
a re-clustering consideration. (b) Last longitudinal pseudo layer (AHCAL prototype).

and only the last longitudinal pseudo layer is defined as the outer sampling layer of the setup. As
a consequence, the full spectrum of re-clustering algorithms is enabled for this type of problematic
events. Figure 8.15b shows the significantly improved reconstruction for the introduced example
event by enabling the re-clustering consideration of the track driven merging algorithm.

8.2.5.5 Isolated Hit Merging Algorithm

After the adaption of the PandoraPFA algorithm parameters described in previous sections, a few
per-mille of events are still observed to show a non working track to charged cluster association in
the final reconstruction state, as shown for an example event in Figure 8.16a. As a result, these
events feature a classified neutral hadron next to an un-associated track and PandoraPFA counts
all calorimeter hits of the charged pion shower effectively twice. In general two categories of these
events are observed. Events for which there is no calorimeter hit at all in the first AHCAL layers
at the position of the track projection and events, which feature a gap in the ionising MIP-like
track before the shower is initiated by a hard interaction in later layers. Those missing hits can be
caused by the charged pion traversing un-instrumented volume, like the ⇠1mm gap between HBU
configuration in a layer or the ⇠10 µm gap between individual scintillator tiles. Furthermore, the
deposited hit energy could be below the analysis hit energy threshold of 0.5MIP.

For more than half of those events PandoraPFA is initially still able to associate the track to
an initial cluster consisting of a few calorimeter hits in the first layers. However, this track to
cluster association is broken afterwards by the isolated hit merging algorithm12. As part of the
topological association algorithms, it is designed to consider a merging of both, individual hits
and small clusters of up to 3 hits, to nearby larger clusters. Since a few hits in the first layers
are topologically isolated for the observed gap-like events, they are exposed to this algorithm and
in many cases topologically not considered further in the reconstruction process, as illustrated in
Figure 8.16b.

12See: https://github.com/PandoraPFA/LCContent/blob/master/src/LCTopologicalAssociation/Isolated

HitMergingAlgorithm.cc
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(a) (b)

Figure 8.16: AHCAL prototype event featuring a 30GeV charged pion shower for different Pando-
raPFA reconstruction steps: (a) Final reconstruction level. (b) Calorimeter hit input level.

This setup specific limitation is caused by the non existent ECAL in front of the AHCAL
prototype, which would provide a larger number of hits in the initial charged cluster based on
the extended primary ionising track in the ECAL. Within the scope of this work, different tests
have been performed changing the parameters of the isolated hit merging algorithm or disabling
it completely. While the performance for the observed problematic events could be improved, the
reconstruction for all other events is affected as well. Therefore, instead of changing or disabling this
algorithm within PandoraPFA for the AHCAL prototype studies, the quality criteria for a proper
initial track to charged cluster association are introduced in the event selection, as summarised
in Section 8.1.2. Those selection criteria ensure not only the rejection of the events affected by
the isolated hit merging algorithm, but all gap-like events for which the track to charged cluster
association completely fails.

8.2.6 PFO Analysis Chain
The LCIO based reconstruction output provided by DDMarlinPandora is subsequently converted
into n-tuple ROOT trees. This is done by the LCPandoraAnalysis processor13, which is modified
in order cope with the AHCAL prototype setup and to provide output ROOT trees featuring all
calorimeter input and PFO output observables needed for subsequent analyses. In a last step,
developed case-specific analysis scripts calculate and plot higher level observables.

8.3 Reconstruction of Single Particle Events
As an initial step, the PandoraPFA reconstruction of single charged pion samples for AHCAL pro-
totype data and simulations is studied due to multiple reasons. First of all, the reconstruction of
single charged pion events offers the unique opportunity to study double counted charged confusion
energy exclusively. For increasing particle energies, the charged pion shower development becomes
on average topologically more complex, diverse and spatially spread out. It is expected that this
results in a higher potential for the misclassification of charged pion calorimeter hits as additional
neutral clusters by PandoraPFA. Depending on the accuracy of the modelled hadronic shower
sub-structure details in the simulations, the level of this expected effect might differ for data and

13
https://github.com/PandoraPFA/LCPandoraAnalysis
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simulated charged pion samples, which is worth an investigation. Furthermore, the performance of
PandoraPFA is optimised for dense particle environments like jets in future lepton collider exper-
iments. Significant part of this optimisation typically aims to balance the two types of confusion
energy on average. For these reasons, the single charged particle reconstruction performance of
PandoraPFA is of high interest, since it shows how the internal algorithm interplay copes with the
exclusive presence of double counted charged confusion energy. Lastly, the investigation of single
charged pions is required for the subsequent two particle studies. An evaluation of several aspects
within the PandoraPFA reconstruction, like the initial clustering, the track to cluster association
or the re-clustering iterations, provides a profound basis to study the reconstruction performance
for events, which feature a pseudo-neutral hadron in addition.

For the studies presented in this section, the single charged pion data and simulation samples of
energies between 10�80GeV, introduced in Section 8.1.4.1, are reconstructed with PandoraPFA. If
not explicitly stated otherwise, the samples with centralised beam position are investigated. First,
the different classes of reconstructed events are introduced by examples. After that, the double
counted charged confusion energy and the total energy reconstruction performance is investigated.
Lastly, selected parts of these studies are repeated for restrictions on the hadronic shower start
layer of the charged pions in order to study the potential impact of longitudinal shower leakage.

8.3.1 Reconstructed Event Classes
Four different event classes are observed for the reconstructed single charged pion events, which
are defined by distinctly populated areas in the correlation plot of the reconstructed PFO and
conventional calorimetric energy sum. Figure 8.17 illustrates the correlation plot for the recon-
structed 40GeV charged pion data sample, including the four labeled populations. An example
event display for each of the classes is provided in Figure 8.18 and further described in the following:

Figure 8.17: Correlation of reconstructed PFO and conventional calorimetric energy sum for the
40GeV charged pion data sample. Numbers indicate the different populations of reconstructed
event classes: (1) Well reconstructed events. (2) Events with double counted charged confusion
energy. (3) Events with track to cluster association failure. (4) Multi-particle and high energy
contamination events.
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(1) (2)

(3) (4)

Figure 8.18: Event displays illustrating reconstructed single particle event classes. According to
the number, each display shows a representative event of the populations labeled in Figure 8.17.

1. Well reconstructed events: Basically all of the charged pion shower hits (except for poten-
tially a few isolated) are combined in a single charged cluster with a correctly associated
track. The event does not feature any confusion energy. Therefore, the total reconstructed
energy corresponds to the fixed track momentum, while the energy measure of the charged
calorimeter hits is ignored. By utilising the momentum measure of the track, PandoraPFA
is able to compensate occurring shower leakage for a considerable fraction events.

2. Confusion events: Next to a charged cluster with associated track, one or multiple neutral
clusters are reconstructed by PandoraPFA. The energy sum of the hits within those neutral
clusters, consisting of misclassified charged hits, corresponds to the double counted charged
confusion energy. For the total reconstructed energy of the event, the confusion energy
is added to the momentum of the associated track, effectively counting the energy of the
misclassified hits twice.

3. Track-cluster association failure events: The track got associated to a charged cluster fea-
turing 10 � 40% of the calorimetric charged pion event energy and survives the selection
cuts introduced in Section 8.1.2. The remaining hits are identified as part of one or multiple
neutral clusters. Therefore, those events feature double counted charged confusion energy on
the order of 60�90% of the charged pion calorimetric energy. It is assumed, that the failure
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is caused by topological gaps or other topology anomalies in the development of the charged
pion shower. However, the observed fraction of this event class is less than a per-mille for
all investigated samples and is therefore considered to be negligible.

4. Multi-particle high energy contamination events: This class only occurs for data samples and
is based on close-by multi-particle events not rejected by the BDT-PID, which cause an ex-
cessive calorimetric energy. In this dense hit environment, PandoraPFA typically associates
the track to a charged cluster featuring a total energy close to the track momentum. Since
only one track is reconstructed, the remaining hits are clustered and classified as neutral
providing a total reconstructed energy close to the calorimetric energy measure. Again, the
observed fraction of events is less than a per-mille for all investigated data samples and is
therefore considered to be negligible.

8.3.2 Confusion for Different Particle Energies
The found fraction of events for which double counted charged confusion energy appears is plotted
in Figure 8.19 over the charged pion energy of the reconstructed data and simulation samples. It is
observed that the fraction of events featuring confusion increases for increasing charged pion energy
from ⇠10% at 10GeV to ⇠30�45% at 80GeV. This agrees with the discussed expectations of on
average topologically more complicated and spatially spread out particle showers with increasing
particle energy, providing a higher potential for PandoraPFA to reconstruct additional neutral
clusters in the extended charged shower sub-structure.
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Figure 8.19: Relative number of confusion events over charged pion energy. An event is classified
as confusion event if it features at least one neutral PFO in addition to the charged PFO.

Additionally, it is observed that confusion appears more frequently in the reconstruction of
simulated charged pion showers. While for lower energies the fraction of confusion events is on a
comparable level for both, data and simulation, the simulations feature up to a factor 1.5 more
confusion events for reconstructed 80GeV charged pion samples. To investigate this observation
in more detail, the mean number and energy of the reconstructed neutral clusters as well as the
impact on the reconstructed charged cluster is studied in the following.
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8.3.2.1 Neutral PFO Multiplicity and Energy

The number of reconstructed neutral clusters, in the following referred to as the neutral PFO
multiplicity, is shown in Figure 8.20 for the 10GeV and 60GeV charged pion samples of data and
simulation. Well reconstructed events with no neutral clusters are represented by a neutral PFO
multiplicity of 0 and correspond to the opposite fraction of events presented in Figure 8.19.

Comparing the two energies, one observes an increase of the mean neutral PFO multiplicity.
This increase mainly originates from confusion events featuring a single neutral cluster. However,
the higher the charged pion energy gets, the larger is the fraction of events with multiple neutral
clusters: For 10GeV charged pions, confusion events feature almost exclusively one neutral cluster,
while for 60GeV ⇠5% of the events include a second, and ⇠1% contain a third neutral cluster.
As the distribution for 60GeV shows, the fractionally higher number of confusion events for the
simulated in comparison to the data samples mostly feature only one additional reconstructed
neutral cluster.
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Figure 8.20: Distributions showing the number of reconstructed neutral PFOs for data and simu-
lation samples of charged pions with energy: (a) 10GeV. (b) 60GeV.

In order to compare the level of confusion for all investigated charged pion energies, the mean
neutral PFO multiplicity is plotted over the charged pion energy in Figure 8.21a. In addition, the
corresponding mean energy sum of all neutral PFOs in an event, equivalent to the mean double
counted confusion energy, is presented for the different charged pion energies in Figure 8.21b. One
can see that both, the average number of neutral PFOs as well as the total double counted confusion
energy increases with charged pion energy. This validates the expectation that with increasing
charged pion energy the shower sub-structure becomes topologically more complex and spatially
spread out. This consequently leads to more and energetically larger parts of the charged shower
sub-structure, which are on average misclassified as neutral clusters by PandoraPFA. However, the
total energy carried by all neutral clusters in an event is on average relatively small with respect
to the total event energy: It corresponds to ⇠1% for 10GeV and <4% for 80GeV.

Lastly, an excess of both observables for the simulation samples is found, which increases with
charged pion energy. While the excess for the neutral PFO multiplicity corresponds to ⇠30%

for 10GeV and ⇠60% for 80GeV, a good agreement within ⇠5% for the mean double counted
charged confusion energy up to 30GeV and an excess of up to 65% is observed for 80GeV. In
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addition, this excess for both observables is slightly more pronounced for the simulation based on
the FTFP_BERT_HP physics list. It can be concluded, that PandoraPFA tends to reconstruct
significantly more neutral clusters as well as double counted charged confusion energy for the
simulated charged pion showers in comparison to real charged pion showers, particularly at higher
energies. This result hints towards a slightly more spatially spread out and complex shower sub-
structure topology for the simulated charged pion showers on average.
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Figure 8.21: Mean number of neutral PFOs (a) and mean energy sum of neutral PFOs (double
counted charged confusion energy) (b) versus charged pion energy for data and simulation samples.

8.3.2.2 Charged Hit Clustering Efficiency

An imperfect reconstruction of the charged pion shower can not only originate from charged
calorimeter hits misidentified as neutral, but also from the internal PandoraPFA clustering iso-
lation cuts resulting in hits not further considered in the reconstruction process. Therefore, the
impact of confusion and the PandoraPFA internal isolation cuts on the reconstructed charged clus-
ter energy is investigated in the following. In order to quantify the quality of the charged cluster
reconstruction, the hit clustering efficiency ✏hit and the energy clustering efficiency ✏energy are
defined as:

✏hit =
nHitscharged

nHitstotal
(8.7)

✏energy =
Echarged

Etotal
(8.8)

with nHitscharged the number of hits in the reconstructed charged cluster, nHitstotal the number
of all hits in the event, Echarged the calorimetric energy sum of charged cluster hits and Etotal the
total calorimetric energy sum of the event. Figures 8.22a and 8.22b show the mean hit and mean
energy clustering efficiencies for the investigated single charged pion data and simulation samples.

Except for the charged pion energy of 10GeV, for both quantities a slight decrease with increasing
charged pion energy is observed. In general, these observations agree well with the observed
increasing number and energy of the neutral clusters, presented in the previous section. Classified
neutral hits and neutral energy is missing in the charged cluster consequently. However, a mean
hit clustering efficiency greater than 90% and a mean energy clustering efficiency of greater than
95% is observed over all charged pion energies. This shows that there is on average very efficient
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clustering performed by PandoraPFA with respect to the charged pion hits in the vicinity of a
track. Furthermore, this proves that the occurring confusion energy as well as the energy lost
by the clustering isolation cuts is on average small with respect to the total event energy and
maximally corresponds to ⇠4%. Because of that, the impact on the total single particle energy
reconstruction is on average small, as shown in the next section.

For the comparison of data and simulation it can be concluded that trends in accordance with
the results for the neutral clusters are observed. For the data samples, a higher mean hit as well as
a higher mean energy efficiency in comparison to the simulated samples is found, particularly at the
highest investigated energies. However, the observed discrepancies between data and simulation
samples are rather small: Over all energies an agreement within 5% is found for both physics lists.
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Figure 8.22: Mean charged hit clustering efficiency (✏hit) (a) and mean charged energy clustering
efficiency (✏energy) (b) for reconstructed data and simulation samples over charged pion energy.

8.3.3 Total Energy Reconstruction Performance
Finally, the total PandoraPFA energy reconstruction performance for the single charged pion events
is evaluated and compared to the conventional calorimetric approach. In the particle flow paradigm,
the total energy of the single charged pion event is reconstructed as:

EPFA = Etrack + Econfusion (8.9)

with Etrack the energy provided by the track momentum and Econfusion the double counted charged
confusion energy. In general, a significant improvement for the energy linearity and energy resolu-
tion is expected for the reconstruction with PandoraPFA, due to exploitation of the of the sharp
track momentum and the observed low fraction of confusion energy with respect to the total event
energy, as presented in the last section.

The reconstructed energy spectra of EPFA for the investigated charged pion samples of 10GeV

and 60GeV are shown in Figure 8.23. As one can observe, the spectra are dominated by the sharp
peak at the respective track momentum corresponding to well reconstructed events. The tail to the
right represents the events, which feature double counted charged confusion energy. Agreeing with
the observations in the previous sections, the fraction of events in the tail grows with increasing
charged pion energy and is higher for both simulations in comparison to the data samples. Since
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these spectra are of non Gaussian nature and the impact of the confusion events in the tails are
of high interest, the full mean and RMS are calculated to quantify the mean reconstructed energy
and the relative energy resolution.
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Figure 8.23: Distributions showing total reconstructed PFO energy for charged pion data and
simulation samples of energies: (a) 10GeV. (b) 60GeV.

The mean reconstructed energy Emean against the charged pion energy is presented in Figure
8.24. For comparison of the energy linearity, the mean of the conventionally reconstructed calori-
metric energy spectrum is shown and the relative deviation from energy linearity is denoted. As
expected, the PandoraPFA reconstruction provides an excellent energy linearity within 4% over
the full energy range. The observed mean energy excess originates from double counted charged
confusion energy, which slightly grows for increasing charged pion energy as shown in the previous
sections. An opposing trend is found for the conventional calorimetric energy measure in form of an
increasing mean energy deficit with increasing charged pion energy. It corresponds to an average
of ⇠4% less energy for 10GeV and up to 10% less energy for 80GeV and can be explained by the
increasing fraction of events with shower leakage. These events are intrinsically compensated in
the PandoraPFA reconstruction by utilising the track momentum. For both mean energy measures
an excellent data to MC agreement within 4% over all charged pion energies is observed.

The relative energy resolution Erms/Emean for both, PandoraPFA and conventional energy re-
construction, is shown in Figure 8.25. In comparison to the conventional calorimetric approach an
improvement by approximately a factor 3 is achieved for the PandoraPFA reconstruction over all
investigated charged pion energies. After an improving trend up to 20GeV for the PandoraPFA
reconstruction, a slight degradation of up to 2.5% points for increasing charged pion energy is
observed, which is caused by the increasing mean double counted charged confusion energy. The
conventional calorimetric energy resolution is dominated by the impact of leakage events, fraction-
ally increasing with increasing particle energy. Therefore, it does not follow the parametrisation
introduced in Section 4.3.2, but continuously degrades instead. A data to simulation agreement
of 10% is observed for both observable over all investigated charged pion energies. Again, the
FTFP_BERT_HP physics list shows a larger trend towards slightly worse energy resolution,
agreeing with the observations discussed in Section 8.3.2 and 7.2.3.
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Figure 8.24: Mean reconstructed event energy Emean with PandoraPFA and conventional calori-
metric approach over charged pion energy for data and simulation samples. (Emean�Ebeam)/Ebeam

denotes the relative deviation from energy linearity.
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Figure 8.25: Relative energy resolution Erms/Emean achieved with PandoraPFA and conventional
calorimetric approach over charged pion energy for data and simulation samples.

8.3.4 Impact of Shower Leakage
To study the impact of shower leakage on the mean double counted charged confusion energy in
the PandoraPFA single charged pion reconstruction, the samples are subdivided in two categories:

1. Events with a hadronic shower start in the first 10 layers for reduced shower leakage.

2. Events with a hadronic shower start later than layer 10 for enhanced shower leakage.
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The two sub-samples are reconstructed individually with PandoraPFA and subsequently the mean
double counted charged confusion energy is investigated as described in the previous sections and
presented in Figure 8.26.

For pion showers initiated in the first quarter of the calorimeter an enhancement of ⇠20� 60%

for the simulations and up to a factor of 2 for the data samples is observed for all charged pion
energies in comparison to the inverted scenario. This result agrees well with the expectations.
If the charged pion starts to shower early in the calorimeter, the particle shower is able to fully
develop topologically in the subsequent layers, the full energy is deposited on average and there
is a certain chance that PandoraPFA identifies a neutral cluster within the charged shower sub-
structure. However, events with enhanced shower leakage feature an intrinsic energy deficit in
the calorimetric energy measure. Since the re-clustering iterations of PandoraPFA aim for an
optimal agreement between track momentum and associated cluster energy, the misclassification
of charged hits as neutral clusters, which would cause an even worse agreement, is suppressed in
the leakage case. With increasing charged pion energy the mean energy leakage grows and the
absolute discrepancy of the double counted charged confusion energy between the two sub-samples
increases on average based on this effect.
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Figure 8.26: Mean double counted charged confusion energy over charged pion energy for data and
simulation samples with hadronic shower start in first 10 AHCAL layers (ST <= 10) and AHCAL
layers > 10 (ST > 10).

8.4 Reconstruction of Two Particle Events
Due to the fluctuating nature of the hadronic shower development, the hadron-hadron shower sepa-
ration is in general a challenging task particularly in dense particle environments. In comparison to
hadron-photon separation, for which average energy profiles of photon showers can be utilised, only
event-by-event hadronic shower topology and energy dissipation can be exploited by a particle flow
algorithm like PandoraPFA. Therefore, the hadronic shower sub-structure details play a significant
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role in the pattern recognition and energy considerations within the PandoraPFA reconstruction
and have a large impact on how efficiently close-by hadronic showers can be separated.

In the scope of this thesis, the hadron-hadron separation with PandoraPFA is studied on the
basis of AHCAL two particle events featuring a pseudo-neutral hadron next to a charged pion
shower. One possibility to quantify the separation capability for this scenario is to investigate the
recovered neutral energy. A complementary approach is to focus on the two types of confusion
energy occurring in the reconstruction: double counted charged and lost neutral confusion energy.
Both, the level and balance of the two confusion type are driving factors for the total energy
reconstruction performance and thereby the ability to efficiently separate the two hadron showers.

For the studies presented in this section, the two particle data and simulation samples of overlaid
10GeV pseudo-neutral hadrons and 10GeV or 30GeV charged pions at radial distances of 0 �

325mm, as introduced in Section 8.1.4.2, are reconstructed with PandoraPFA. The chosen energies
are considered as being representative for the reconstruction environment typically created by
a 100GeV jet [158]. Therefore, the level of data to simulation agreement for the investigated
observables allows to draw direct conclusions on the reliability of performance projections in a
future lepton collider experiment. The found results can be considered as a pessimistic lower limit
in comparison to the anticipated reconstruction performance in a future lepton collider experiment,
due to the absence of a magnetic field. Typically, the presence of a magnetic field intrinsically helps
in separating the charged from the neutral particle shower in such a scenario.

First of all in this section, an overview of the reconstructed two particle event classes is provided.
After that, the recovery of the pseudo-neutral hadron energy in the vicinity of the charged pion
shower is studied including a comparison to previous studies for the AHCAL physics prototype.
Afterwards, the focus is set on the study of the two disentangled types of confusion and their impact
of on the total energy reconstruction performance, which is compared to the classical calorimetric
approach. Lastly, the impact of longitudinal shower separation on the two particle reconstruction
performance is investigated.

8.4.1 Reconstructed Event Classes
Seven different reconstructed event classes are observed for the two particle studies, which are
defined by distinctly populated areas in the correlation plot of the reconstructed PFO and calori-
metric energy sum. The different event classes are illustrated in the correlation plot for the data
sample of 10GeV pseudo-neutral hadrons overlaid with 30GeV charged pions at radial distances
of 175 � 225mm in Figure 8.27. For the five classes specific to the two particle reconstruction,
example event displays are provided in Figure 8.28 and discussed in the following:

1. Well reconstructed events: PandoraPFA successfully separates the pseudo-neutral hadron
and charged pion shower. The charged pion shower hits are combined into a single charged
cluster with a correctly associated track. In addition, the hits of the pseudo-neutral hadron
shower are clustered into one or multiple neutral clusters. The total reconstructed energy
consists of the sum of the track momentum for the charged pion cluster and the calorimetric
measure for the reconstructed neutral cluster(s).

2. Events with maximal lost neutral confusion energy: All hits of the pseudo-neutral hadron
shower are clustered into a large charged cluster together with the hits of the charged pion
shower. For the total reconstructed event energy only the associated track momentum is
considered. The calorimetric energy measure of the pseudo-neutral hadron hits is fully lost.
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Figure 8.27: Correlation of reconstructed PFO and conventional calorimetric energy sum for data
sample of 10GeV pseudo-neutral hadrons overlaid with 30GeV charged pions at a radial distance
of 175 � 225mm. The numbers indicate the different populations of reconstructed event classes:
(1) Well reconstructed events. (2) Events with maximal lost neutral confusion energy. (3) Events
with an excess of double counted charged confusion energy. (4) Events with an excess of lost
neutral confusion energy. (5) Well reconstructed events with compensated leakage for charged
pion. (6) Events with track to cluster association failure. (7) Multi-particle and high energy
contamination events.

3. Events with excess of double counted charged confusion energy: Same case as for 1., but in
addition several charged pion shower hits are classified as one or multiple additional neutral
clusters by PandoraPFA. This results in an excess of double counted charged confusion
energy in the total reconstructed event energy, equivalent to the confusion case studied for
the single charged pion reconstruction.

4. Events with excess of lost neutral confusion energy: Same case as for 1., but in addition
several pseudo-neutral hadron shower hits are classified to be part of the charged cluster by
PandoraPFA. Since the track momentum is utilised instead of the charged clusters calori-
metric measure, the energy of the misclassified pseudo-neutral hadron hits is lost and not
considered in the reconstructed total event energy.

5. Well reconstructed events with leakage compensation for charged pion shower: Same case as
for 1., but in addition the lost calorimetric energy measure of the charged pion shower due
to shower leakage is fully compensated by utilising the associated track momentum.

6. Track-cluster association failure events: See single particle event classes in Section 8.3.1.

7. Multi-particle high energy contamination events (only for data samples): See single particle
event classes in Section 8.3.1.
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(1) (2)

(3) (4)

(5)

Figure 8.28: Event displays illustrating reconstructed two particle event classes. According to the
number, each display shows a representative event of the populations labeled in Figure 8.27.

8.4.2 Pseudo-Neutral Hadron Energy Recovery for Different Shower
Distances and Energies

To accurately quantify the recovery of the pseudo-neutral hadron energy, the neutral energy re-
constructed with PandoraPFA is compared to the input calorimetric neutral energy for each event.
This is done by investigating the spectra showing the difference of those two energy measures for
all distance and energy scenarios. Figure 8.29 shows the spectra for a radial shower distance of
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25 � 75mm and 275 � 325mm for the overlaid 10GeV and 30GeV charged pion scenarios. The
respective spectra for all other distance and energy scenarios can be found in Appendix D.1-D.7.

(a) (b)

(c) (d)

Figure 8.29: Spectra of differences between neutral PFO energy sum and input neutral calorimetric
energy sum for beam test data and simulations samples of overlaid pseudo-neutral hadron and
charged pion shower at different radial distances: (a) 10GeV + 10GeV at 25 � 75mm. (b)
10GeV + 10GeV at 275� 325mm. (c) 10GeV + 30GeV at 25� 75mm. (d) 10GeV + 30GeV

at 275� 325mm. The green lines indicate the 2� and the orange lines the 3� limits.

For all investigated spectra an excellent data to simulation agreement is observed. At the largest
shower distances a sharp peak around 0GeV demonstrates the precise recovery of the pseudo-
neutral hadron energy for the vicinity of both, a 10GeV and 30GeV overlaid charged pion shower.
If the shower distance decreases, the reconstruction of the pseudo-neutral hadron energy becomes
more difficult. This is reflected by distributions with a growing spread around 0GeV for both
energy scenarios. In addition, a shoulder to the left and a second peak at around �9GeV are
observed for the close-by charged pion scenarios. Both are resulting from events, in which either
all or parts of the pseudo-neutral hadron hits are classified as charged and their energy ist lost
(compare event class 2. and 4.). This type of events are more frequent in the case of a 30GeV

overlaid charged pion shower. The same applies to the right shoulder, representing events with
too much reconstructed neutral energy in the form of double counted charged pion hit energies
misclassified as neutral (compare event class 3.).
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To quantify the spread accurately and include both tail effects for comparison between the
different energy and distance scenarios, the 3� and 2� recovery probabilities of the pseudo-neutral
hadron energy are defined as follows:

P3� =
Nevents|EPFO�ECalo|<3�

Neventstotal
(8.10)

P2� =
Nevents|EPFO�ECalo|<2�

Neventstotal
(8.11)

with Nevents|EPFO�ECalo|<3� and Nevents|EPFO�ECalo|<2� the number of events within the 3�

and 2� limits and Neventstotal the total number of reconstructed events. � is defined as the
absolute resolution of the input pseudo-neutral hadron calorimetric energy and is determined by
the � of a Gaussian fitted to the respective energy sum spectrum, as illustrated by Figure 8.30. The
� determination is done for data and simulation samples of all pseudo-neutral energy sum spectra
of each distance bin and energy scenario individually. Over all scenarios, the mean � corresponds
to ⇠1.9GeV. The corresponding 3� and 2� limits are illustrated in Figure 8.29 as well.
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Figure 8.30: Calorimetric energy sum spectrum of 10GeV pseudo-neutral hadrons in the vicinity
of 30GeV charged pion showers at 0 � 25mm distance for the data sample. A Gaussian is fitted
to extract the � for the pseudo-neutral hadron recovery probability calculation.

The calculated 3� recovery probability P3� is plotted in Figure 8.31 over all investigated distances
and both charged pion energy scenarios. As expected, the best recovery probability is achieved for
the largest shower distances for both energy scenarios. As soon as the showers are getting closer
to each other, the recovery probability decreases. For both energy scenarios, a turning point is
located at a radial shower distance of around 125� 175mm. In addition, it can be observed that
the recovery of the 10GeV pseudo-neutral hadron is significantly better in the vicinity of a 10GeV

in comparison to a 30GeV charged pion shower. While for the first case a 3� recovery probability
of over 95% (60%) is reached for the largest (smallest) shower distances, for the second case only
85% (25%) is achieved. This is due to the increase of both confusion types for the on average
topologically more spread out 30GeV in comparison to 10GeV charged pion showers. Again, an
excellent data to simulation agreement within 5% is observed for both physics lists.
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Figure 8.31: 3� recovery probability of 10GeV pseudo-neutral hadron energy in the vicinity of a
10GeV or 30GeV charged pion shower over radial shower distance for data and simulation samples.

8.4.2.1 Comparison to Previous Studies

In a previous study by CALICE [156], the two particle separation performance with PandoraPFA
in the form of the pseudo-neutral hadron energy recovery has been investigated as well. However,
the environment and samples utilised in the previous work are significantly different from the
ones presented in the context of this thesis. First of all, the combined beam test data of an
ECAL and the AHCAL physics prototypes, featuring different granularities for different layers, is
used. Second, since an older and less modular version of PandoraPFA was used, a projection to the
geometry and granularity of the ILD barrel was required. Lastly, older GEANT4 simulation models
(v.04.09.2) were used in comparison to the ones investigated in this thesis. Except from that, the
analysis strategy applied was similar and events with overlaid pseudo-neutral hadron showers of
10GeV and charged pion showers of 10GeV or 30GeV at radial shower distances of 0 � 300mm

were investigated, too. To further evaluate the quality of the latest AHCAL prototype events, the
reliability and technical feasibility of the adapted PandoraPFA framework and to understand the
impact of the different datasets and setups on the two particle separation performance, the results
for both studies are compared in the following.

Figure D.8 illustrates the neutral energy difference spectra of the previous studies for the same
distance and energy scenarios as presented in Figure 8.29. If the respective spectra are compared
between the two studies, the same qualitative features and trends with respect to the two confusion
types for increasing charged pion energy and decreasing radial shower distance can be observed.

To compare the individual spectra quantitively, the calculated 2� recovery probability of the
pseudo-neutral hadron energy for both studies is shown in Figure 8.32. In general, the same de-
creasing trends of the 2� recovery probability for decreasing radial shower distances and increasing
charged pion energy are observed in both studies. The achieved recovery probability for the cur-
rent study is approximately 10� 20 percentage points lower for the smallest to medium and 5� 10

percentage points lower for the largest radial shower distances in both energy scenarios. This is
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predominantly caused by a found enhanced number of events with double counted charged con-
fusion energy in comparison to the previous study. Furthermore, a steeper drop with decreasing
shower distance is observed for the previous study in comparison to the more saturated behaviour
for the lowest shower distances of the current study. In addition, for the current study a turning
point in the region 100� 200mm is observed.

(a)

Radial Shower Distance [mm]
0 50 100 150 200 250 300

σ2P

0.2

0.4

0.6

0.8

1

1.2

1.4
-π + 10 GeV 0Data 10 GeV h
-π + 30 GeV 0Data 10 GeV h

-π + 10 GeV 0QGSP_BERT_HP 10 GeV h
-π + 30 GeV 0QGSP_BERT_HP 10 GeV h

-π + 10 GeV 0FTFP_BERT_HP 10 GeV h
-π + 30 GeV 0FTFP_BERT_HP 10 GeV h

(b)

Figure 8.32: 2� recovery probability of 10GeV pseudo-neutral hadron in the vicinity of a 10GeV

or 30GeV charged pion shower over radial shower distance for data and simulation samples of (a)
CALICE SiW-ECAL + AHCAL 2007 prototype studies [156]. (b) AHCAL prototype studies.

These observations agree with the trends and absolute values for the mean and RMS of the
neutral energy difference spectra for both studies, which are compared in Figures D.9 and D.10.
For the lowest radial shower distances, lower absolute values for the mean and RMS are observed
for the current study, which potentially indicate a slightly better confusion type balance and a
lower total confusion level. All compared observables show a good data to simulation agreement
within 15% or better for both physics list of the current study, similar to the agreement achieved
for the data and QGSP_BERT simulation of the previous study.

To sum up, with the combination of the current PandoraPFA framework implementation and the
AHCAL prototype events almost the same performance level as for the previous studies is reached,
despite the fundamentally different setups. Similar, but slightly smoother trends for the recovery
of the pseudo-neutral hadron energy are observed. The main difference in the studied observables
originates from the enhanced number of events with double counted charged confusion energy in
the current study. One can conclude that the high quality data of the AHCAL prototype, with
respect to the reduced noise levels and higher and more uniform granularity, and the sophisticated
implementation of the PandoraPFA framework, allowed to compensate the performance gains by
the combination of ECAL and AHCAL data for the previous studies to a large extent. With
an ECAL in front of the current AHCAL prototype, improvements of the general performance
are expected, particularly at the lowest shower distances. This is based on the improved initial
clustering and track to cluster association a combined setup would offer, which is beneficial for the
subsequent re-clustering iterations of PandoraPFA, as discussed in the previous sections.
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8.4.3 Confusion for Different Shower Distances and Energies
Up to now the reconstruction performance has been quantified by comparing the PandoraPFA
reconstructed neutral energy, independent of their origin, to the input calorimetric neutral energy.
In this section, the reconstruction performance is quantitively investigated by focusing on the
correct classification of individual neutral or charged shower hits by PandoraPFA. As described in
Section 6.3.3, in the overlay procedure the truth origin is flagged for each hit in an event. This
allows to evaluate for each neutral or charged calorimeter input hit if it is reconstructed correctly or
incorrectly as a neutral or charged hit by PandoraPFA. As a result, not only the correctly classified
energy can be quantified, but also the two individual types of confusion can be disentangled.

In the first part of this section, the mean energy reconstruction efficiency and purity of both,
the pseudo-neutral and charged pion showers, are investigated with this method. After that, the
absolute energy for each confusion type, the resulting type balance and the total confusion energy
per event is studied in detail for the investigated distance and energy scenarios.

8.4.3.1 Energy Reconstruction Efficiency and Purity

In order to quantify the correctly identified charged or neutral energy and the purity of the recon-
structed charged or neutral PFOs on hit level, the energy reconstruction efficiency and purity are
defined as follows:

✏ =
Esumreco,correct

Esuminput,total
(8.12)

⇢ =
Esumreco,correct

Esumreco,total
(8.13)

with Esumreco,correct the energy sum of the hits within the respective PFO correctly identified
by PandoraPFA as neutral or charged, Esuminput,total the energy sum of the neutral or charged
calorimeter input hits and Esumreco,total the energy sum of all hits within the reconstructed neutral
or charged PFO. For overlaid hits, which have a truth energy contribution from the charged pion
and pseudo-neutral hadron shower, only the corresponding truth fraction of energy is used. The
determined mean energy reconstruction efficiency and purity for the pseudo-neutral hadron are
plotted in Figure 8.33 over the radial shower distance for the two energy scenarios and for the
charged pion showers in Figure 8.34 respectively. Complementary plots for the two quantities
defined on the number of hit level can be found in Appendix D.11 and D.12.

For the pseudo-neutral hadron showers the maximal mean reconstruction efficiency and purity,
both above 90%, are found for the largest shower separations. As anticipated, both observables
decrease with decreasing radial shower distance, due to the increasing confusion energy. Truth
neutral hits, misclassified as charged, lower the reconstruction efficiency on the one hand. The
misclassification of charged shower hits as neutral reduces the reconstruction purity of the pseudo-
neutral hadron on the other hand. In general, the impact of these effects is more enhanced for
the vicinity of a 30GeV charged pion shower, due to the more complex and spatially spread out
shower topology causing more difficult PandoraPFA reconstruction of the pseudo-neutral hadron.
For decreasing shower distances this effect is further enhanced, which results in a factor 2 less
mean reconstruction efficiency and purity in comparison to the overlaid 10GeV charged pion
shower scenario. Both observables do not saturate at 1 for the largest shower distances. For
the mean reconstruction efficiency this is caused by a few events, which are either affected from
PandoraPFAs isolation cuts or still feature a few misclassified hits. The mean purity of the pseudo-
neutral hadron is limited by the occurring double counted charged confusion energy. As observed
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Figure 8.33: Mean energy reconstruction efficiency (a) and purity (b) for 10GeV pseudo-neutral
hadron in the vicinity of 10GeV or 30GeV charged pion showers over radial shower distance for
data and simulation samples.
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Figure 8.34: Mean energy reconstruction efficiency (a) and purity (b) for 10GeV or 30GeV charged
pion in the vicinity of 10GeV pseudo-neutral hadron showers over radial shower distance for data
and simulation samples.

in the previous sections, this is more dominant for the 30GeV in comparison to a 10GeV charged
pion shower, agreeing with the observed trends. For the lowest shower distances, the found mean
purity approximately corresponds to a random mixture of charged and neutral shower hit energies
according to the neutral energy fraction of the total event energy.

The same trend for decreasing shower distance is observed for the mean reconstruction efficiency
and purity of the charged pion shower. However, now the confusion scenarios are inverted. Truth
charged hits, mis-classified as neutral hits, decrease the reconstruction efficiency on the one hand.
The misclassification of neutral shower hits as charged hits lowers the reconstruction purity on the
other hand. In general, both observables feature higher absolute values in comparison to the ones
for the pseudo-neutral hadrons. This is based on the track association from which the charged hit
clustering in PandoraPFA benefits even at the lowest shower distances. This also explains, why the
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Chapter 8 PandoraPFA Studies with AHCAL Prototype Data

30GeV charged pion scenario shows better efficiencies and purities in comparison to the 10GeV

case. The confusion caused by the vicinity of the 10GeV pseudo-neutral hadron is fractionally small
in comparison to the total charged energy in the event, of which most is reconstructed correctly.
For the largest distances the mean efficiency saturates at a level lower than 1, due to the occurring
double counted charged confusion energy. The mean energy purity saturates close to 1, since the
impact of lost neutral confusion energy is significantly reduced for the largest shower separations.

A good data to simulation agreement within 10% is observed for all observables, all studied
scenarios and for both physics lists.

8.4.3.2 Confusion Level and Type Balance

Determined with the method described in Section 8.4.3, the found mean absolute doubled counted
charged and lost neutral confusion energies are presented in Figure 8.35 over all investigated shower
distance and energy scenarios.
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Figure 8.35: Mean absolute confusion energies over radial shower distance for data and simulation
samples: (a) Double counted charged confusion energy. (b) Lost neutral confusion energy.

For both types of confusion, an increasing trend for the confusion energy with decreasing shower
distance is observed. As expected, the absolute confusion energy for both types is higher for the
30GeV charged pion scenario, due to spatially more spread out topology within the charged pion
shower development. With regard to the double counted charged confusion energy, this causes an
enhanced probability for PandoraPFA to reconstruct parts of the charged shower sub-structure as
neutral clusters, as discussed for the single particle study. In general, this effect is assumed to be
constant with the charged pion energy. The observed increasing trend for lower shower distances
can be explained by an increasing charged/neutral hit mixing probability in the PandoraPFA
reconstruction. The enhanced lost neutral confusion energy originates from a higher probability
of the charged pion shower to be topologically connected to the pseudo-neutral hadron shower.
This causes the pattern recognition within PandoraPFA to reconstruct some or all of the neutral
shower hits to be part of the charged cluster with a higher chance. Furthermore, this explains the
observed behaviour for largest shower distances. The showers are transversally well separated and
even the larger spatial shower dimension of the 30GeV charged pion shower is not large enough
for a topological shower connection on average. Therefore, for both energy scenarios the lost
neutral confusion energy saturates at the same low level of ⇠0.5GeV. On the other hand, the
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double counted charged confusion energy becomes the dominant confusion type particularly for
the 30GeV charged pion shower scenario at largest shower distances.
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Figure 8.36: Mean absolute confusion type difference of double counted charged and lost neutral
energy (a) and mean fraction of confusion energy (b) in two particle events featuring 10GeV

pseudo-neutral hadron in the vicinity of 10GeV or 30GeV charged pion showers over radial shower
distance for data and simulation samples.

These observations are further validated by Figure 8.36a showing the mean absolute confusion
type difference of double counted charged and lost neutral confusion energy against the radial
shower distances. While for the 10GeV charged pion scenario a mean confusion balance within
⇠1GeV is observed, the confusion balance for the 30GeV charged pion scenario is only within
⇠2.5GeV. For the largest shower distances a dominance of double counted charged confusion
energy and for the lowest shower distances a dominance of lost neutral confusion energy is found,
which are both more enhanced for the 30GeV charged pion scenario.

Another driving factor for the total energy reconstruction performance is the total fraction of
confusion energy in the event. The mean fraction of confusion energy normalised to the event energy
versus the radial shower distances is illustrated in Figure 8.36b. The fraction of confusion energy
is far below 10% for the largest shower distances and increases on average with decreasing shower
distance. For distances below 100mm, the confusion energy is fractionally lower for the 30GeV

charged pion scenario, since a larger fraction of the 30GeV charged pion energy is reconstructed
correctly on average in contrast to the 10GeV charged pion scenario.

Again, for all investigated observables of all studied scenarios within this section a good data to
simulation agreement within 15% is observed for both physics lists.

One can conclude, that with decreasing shower distance the total level of confusion as well as
the confusion type imbalance increases. This is particularly the case for the 30GeV charged pion
scenario, despite the fact that the relative confusion with respect to the event energy is lower
in comparison to the 10GeV charged pion scenario. Since the correctly and incorrectly recon-
structed energies of neutral and charged particles are determined individually, confusion matrices
are constructed to further visualise the conclusions of this section. Figure D.13 compares the mean
confusion matrices normalised to the event energy for 10GeV pseudo-neutral hadrons and 30GeV

charged pion showers at the closest and largest shower distances for the data samples.

145



Chapter 8 PandoraPFA Studies with AHCAL Prototype Data

8.4.4 Total Energy Reconstruction Performance
After the extensive study of the individual confusion types and the total confusion level, the impact
on the total reconstructed energy balance for the two particle events is investigated and compared
to the conventional calorimetric approach.The total event energy reconstructed by PandoraPFA
EPFA for the two particle events corresponds to:

EPFA = Etrack + EDCC + Eneutral � ELN (8.14)

with Etrack the energy provided by the associated track momentum, EDCC the double counted
charged confusion energy, Eneutral the calorimetric input energy of the pseudo-neutral hadron
and ELN the lost neutral confusion energy. Since the ILD default settings for PandoraPFA are
not optimised on the reconstruction of simple two particle events, a non ideal reconstruction
performance is expected, due to emerging confusion energy particularly at the lowest radial shower
distances. Only for larger radial shower distances, and thereby a sufficient separation of the
charged and neutral particle showers on average, a significant improvement in comparison to the
conventional calorimetric approach is expected. This is again based on the exploitation of the
sharp track momentum for the charged pion shower.

The reconstructed energy spectra of EPFA for close-by and well separated particle showers
are illustrated in Figure 8.37 for the example of the 10GeV pseudo-neutral hadron overlaid with
30GeV charged pion shower scenario. The peak around 40GeV represents the events with a well
reconstructed energy balance. The tail and the peak to the left represent events with an excess of
or maximal lost neutral confusion energy. The tail to the right features events with an excess of
double counted charged confusion energy. In general, an excellent data to simulation agreement
on individual spectra level is observed. Agreeing with the confusion trends studied in the previous
sections, the reconstructed total energy balance is improving on average with increasing radial
shower distance. Events in both tails get fractionally less and the peak around 40GeV gets more
pronounced. Again, due to the non Gaussian nature of the spectra for the lowest radial shower
distances and the focus on the impact of the tail events, the full mean and RMS are chosen to
quantify the total energy reconstruction performance for the different scenarios.
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Figure 8.37: Distributions showing total reconstructed PFO energy (EPFA) for reconstructed data
and simulation samples of 10GeV pseudo-neutral hadron + 30GeV charged pion shower at radial
distances: (a) 0� 25mm. (b) 275� 325mm.
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Figure 8.38 shows the mean of the individual EPFA spectra in comparison to the mean calorimet-
ric energy sum of all investigated scenarios. As expected, for the calorimetric measure a constant
mean, slightly below the total two particle event energy of 20GeV and 40GeV is observed for all
radial shower distances, due the impact of shower leakage. Conversely, the mean of the EPFA

spectra for the highest radial shower distances shows more accurately recovered energies of 20GeV

and 40GeV, due to the intrinsic leakage compensation by PandoraPFA, as discussed for the single
particle case in Section 8.3.3. The excess of double counted charged confusion energy found for
the largest radial shower separations does not have a significant impact on the total reconstructed
energy balance. However, for decreasing shower distances the impact of lost neutral confusion
energy becomes dominant. The mean slightly decreases about 1GeV for the 20GeV and about
2.5GeV for the 40GeV scenario.
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Figure 8.38: Mean reconstructed total event energy of two particle events featuring 10GeV pseudo-
neutral hadrons in the vicinity of 10GeV or 30GeV charged pion showers over radial shower dis-
tance for data and simulation samples: (a) Conventional calorimetric approach. (b) PandoraPFA.

Lastly, the relative energy resolution is calculated and presented in Figure 8.39. For the con-
ventional calorimetric energy resolution of the 20GeV and 40GeV events, a constant behaviour
over all radial shower distances is observed, as expected. The relative energy resolution for 40GeV

is dominated by leakage effects for the 30GeV charged pion shower and for this reason is higher
than the respective resolution for the 20GeV events. In contrast to that, the relative energy res-
olution for the PandoraPFA reconstruction improves for increasing radial shower distance, due to
the decreasing confusion level. With respect to the total event energy, the confusion effects are
fractionally larger for the 20GeV scenario resulting in a worse overall energy resolution in com-
parison to the 40GeV scenario, for which most of the 30GeV charged pion energy is correctly
associated to the track and thereby reconstructed precisely. In addition, the shower leakage is
intrinsically compensated by PandoraPFA to a large extent. These are as well the reasons, why
for the 40GeV scenario the relative energy resolution is on the same level for smallest and up
to 90% better for largest shower distances for the PandoraPFA reconstruction in comparison to
the conventional calorimetric approach. For the 20GeV scenario, a better energy resolution is
only achieved at shower distances larger than 200mm. For both, the mean reconstructed total
energy and the relative energy resolution of the PandoraPFA reconstruction, an excellent data to
simulation agreement within 5% for both physics lists is observed.
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Figure 8.39: Relative energy resolution for two particle events featuring 10GeV pseudo-neutral
hadrons in the vicinity of 10GeV or 30GeV charged pion showers over radial shower distance for
data and simulation samples: (a) Conventional calorimetric approach. (b) PandoraPFA.

8.4.5 Impact of Longitudinal Shower Separation
The high granularity of the AHCAL prototype with respect to the channels per layer and the total
number of layers does not only allow to study the separation of hadron showers in the transversal,
but also longitudinal plane. If one of the hadrons showers in one of the first layers of the AHCAL
and the other one a significant number of layers later, well beyond the scale of the first hadronic
shower development, an effective longitudinal shower separation is achieved, as illustrated in Figure
8.40. It is expected that the longitudinal shower separation additionally helps PandoraPFA to
separate the two particles more efficiently and to decrease the overall level of confusion.

Figure 8.40: Event display featuring a 10GeV pseudo-neutral hadron (shower start in layer 29) in
the vicinity of a 30GeV charged pion (shower start in layer 2) after PandoraPFA reconstruction.

In order to confirm this expectation, the impact of longitudinal shower separation on the recovery
probability of the pseudo-neutral hadron energy is investigated in the following. For this purpose,
the two particle samples are sub-divided into two categories:

1. Events for which the pseudo-neutral hadron and the charged pion shower start layer difference
is not larger than 9 layers to generate samples with reduced longitudinal shower separation.
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8.4 Reconstruction of Two Particle Events

2. Events for which the pseudo-neutral hadron and the charged pion shower start layer difference
is equal or larger than 10 layers to generate samples with enhanced longitudinal shower
separation.

The 3� pseudo-neutral hadron energy recovery probability is plotted over the radial shower dis-
tance for both energy scenarios and sub-samples in Figure 8.41. For the largest radial shower
distances an agreement within 2 percent is observed between the two longitudinal separation sce-
narios for both energy scenarios. For the lowest radial shower distance of the 10GeV charged pion
scenario a similar observation is made and for the 30GeV charged pion scenario a slight degra-
dation of the recovery probability of up to 10 percent is observed. However, particularly for the
intermediate radial shower distances an improvement of the recovery probability of up to 8�10% is
observed for the samples with enhanced longitudinal shower separation, which is more pronounced
for the 10GeV charged pion scenario. This agrees well with the combined observations for the
individual confusion types, the mean confusion type difference and the mean fraction of confusion
energy studied for the two sub-samples, as illustrated in Figures D.14-D.17.

One can conclude that additional longitudinal shower separation particularly helps at interme-
diate transversal shower distances of 50 � 250mm to further improve the two particle separation
performance of PandoraPFA by up to 10%. At the largest investigated radial shower distances,
the transversal separation is too large in order to see an effect by additional longitudinal shower
separation. For the lowest radial shower distances, an improvement of the two particle separation
is mostly prevented by an enhanced confusion type imbalance for the case of longitudinally sepa-
rated showers, despite the fact that the total fraction of confusion energy in the event is lower. As
expected, the improvement is in general better for the 10GeV compared to the 30GeV charged
pion shower scenario, due a more compact and less topologically spread out shower development.
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Figure 8.41: 3� recovery probability of 10GeV pseudo-neutral hadron energy in the vicinity of a
10GeV (a) or 30GeV (b) charged pion shower over radial shower distance for data and simulation
samples with shower start difference of pseudo-neutral hadron and charged pion < 10 layers (ST
Difference < 10) and � 10 layers (ST Difference >= 10).
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9 Studies of Different PandoraPFA
Settings and Hit Energy Thresh-
olds

In the last chapter, the reconstruction performance with PandoraPFA ILD default settings for
AHCAL prototype single and two particle events has been studied extensively. Besides the observed
overall good agreement of data and simulations, one of the key observations is that the limitations
by confusion increase with decreasing hadron shower distance and increasing hadron energy. In
this chapter, the performance with different PandoraPFA settings is studied on the basis of more
complex simulated ILD di-jet events in a similar manner. For the first part of this study, the most
confusion sensitive PandoraPFA parameters and algorithms are changed or disabled completely. In
the second part, the hit energy thresholds are increased to simulate the consequences of increased
noise levels in calorimeter systems e.g. caused by radiation damage. In general, these studies are
motivated by the following central goals:

• Gain a deeper understanding and insights into PandoraPFAs multi-algorithm interplay and
the exploitation of shower sub-structure details.

• Validate the confusion-sensitivity for specific PandoraPFA algorithms and parameters. Con-
firm the expected changes on the basis of confusion type levels and the resulting overall
reconstruction performance.

• Investigate the impact of an effectively reduced shower-substructure topology level in the
calorimeter systems on the particle flow reconstruction performance.

• Show similar trends for limiting effects in the reconstruction of ILD di-jet simulations and
less complex AHCAL prototype two particle data events for further reliability validation of
the projected particle flow reconstruction performance.

In a first step, the investigated ILD di-jet simulation samples are introduced and the optimised
reconstruction performance with PandoraPFA ILD default settings is validated (Section 9.1). After
that, studies of limiting effects and the overall reconstruction performance for different PandoraPFA
algorithm settings (Section 9.2) and hit energy thresholds (Section 9.3) are presented. The ILD di-
jet results of each section are subsequently compared to observed performance trends for AHCAL
prototype two particle data events with the same changes applied.
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9.1 ILD Di-Jet Samples
In order to study the PandoraPFA reconstruction performance for more complex and dense particle
scenarios, simulated ILD di-jet event samples are utilised. For the processing of the simulated
raw events, the standardised reconstruction procedure provided within the iLCSoft framework1

is used. This section briefly introduces the studied samples and summarises the global event
reconstruction and selection. Furthermore, the jet energy reconstruction performance for the
default ILD detector model, default reconstruction settings and default PandoraPFA settings is
reproduced and validated. More details about the individual steps can be found in [68, 159, 160].

9.1.1 Simulation, Reconstruction and Event Selection
For the presented studies, the latest iLCsoft version (v02-00-02) is used featuring GEANT4
v10.03.p02 and DD4hep v01-07-02, as a framework to realistically model the full ILD detec-
tor and simulate particle interactions and energy depositions. The implemented detector model
(ILD_l5_o1_v02) represents the baseline ILD configuration with a SiW-ECAL and AHCAL as
calorimeter options (see Section 3.2.2.1) and incorporates detailed descriptions of mechanical sup-
port structures, non-instrumented volumes and detector gaps. All ILD simulations in this chapter
are based on the QGSP_BERT physics list. Simulated di-jet events based on Z ! qq̄ with the
Z boson decaying at rest with twice of the desired single jet energy are chosen for this study2.
Only the decay into quarks of lighter generations (up, down and strange quarks) is considered. In
the simulation, the quarks propagate isotropically back-to-back towards the detector systems. In
this simplified environment, higher order effects like radiated initial state photons and the need
for dedicated jet clustering algorithms are omitted allowing to benchmark the unbiased jet energy
resolution. Five di-jet energies (40GeV, 91GeV, 200GeV, 350GeV and 500GeV) are investigated
with samples of 5 k events each. The event reconstruction is separated into the following steps:

• Tracking: For each of the tracking systems corresponding hits are digitised to include elec-
tronic noise and digitisation effects to mimic realistic data. After that, track segments are
reconstructed by pattern recognition algorithms and are consecutively used for track fitting
based on Kalman filters [161] to identify curved trajectories of the charged particles in the
magnetic field. For each reconstructed track, the momentum and charge of the corresponding
particle, the direction and origin are assigned and saved.

• Calorimeter hit digitisation: The simulated energy depositions in the individual calorimeter
channels of ECAL, HCAL and muon detector are digitised to achieve realistic hit energy
measurements. Within this process technology-specific effects are integrated resembling
SiPM-on-tile and silicon-specific readout characteristics. In addition, lower limit thresholds
are set and Gaussian electronic noise smearing is applied. More details about the corre-
sponding Marlin processor and validation studies in [88].

• Since it has no effect on the presented studies, the reconstruction for the BeamCAL and
FoCAL (see Section 3.2.2.1) is disabled.

• PandoraPFA: The reconstructed tracks and digitised calorimeter hits serve as the input for
PandoraPFA. For the ILD event reconstruction the default version of the DDMarlinPandora

1See: https://github.com/iLCSoft/ILDConfig/tree/master/StandardConfig/production

2These samples are typically used to benchmark the PandoraPFA performance with respect to an optimised jet
energy resolution by the ILD collaboration [159].
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interface processor is used. The full PandoraPFA algorithm chain, as introduced in Section
4.4.3, is applied with calibration constants according to the specific detector model and
optimised for the jet energy resolution performance 3.

• High level reconstruction: Optional algorithms like vertex finding, time-of-flight estimators
or particle identification running on the output PFO collections. These algorithms are not
used within the scope of this study and are therefore not further discussed.

• Output generation: Different output processor run on the reconstructed LCIO PFO output
collections to generate output formats for further analysis e.g. ROOT files. In this context,
particularly the LCPandoraAnalysis4 package is exploited.

Since no background events are overlaid with the simulated di-jet events, the event selection only
features a | cos(✓)| < 0.7 requirement according to ILD selection standards (see Section 4.4.5). This
cut rejects events with jets predominantly in the forward region or in the transition areas between
barrel and endcaps. Two example PandoraPFA event displays for reconstructed ILD di-jet events
of different energies are visualised in Figure 9.1.

(a) (b)

Figure 9.1: Example PandoraPFA events displays for studied ILD back-to-back di-jet events with
light quark generations (uds): (a) 200GeV with | cos(✓)| > 0.7. (b) 500GeV with | cos(✓)| < 0.7.

9.1.2 Performance Validation for Default PandoraPFA Settings
To evaluate the performance for the default PandoraPFA settings on the introduced ILD di-jet
event samples, the reconstructed mean jet energy and relative jet energy resolution are studied
and compared to the results presented in the ILD Interim Design Report [159]. To obtain these
quantities, the Mean90 and RMS90 (see Section 4.4.5) are calculated for each sample 5. Subse-
quently, the relative single jet energy resolution is determined according to Equation 4.9.
3See: https://github.com/iLCSoft/ILDConfig/blob/master/StandardConfig/production/PandoraSettings

/PandoraSettingsDefault.xml.
4See: https://github.com/PandoraPFA/LCPandoraAnalysis.
5The UdsAnalysis package of iLCsoft is used: https://github.com/iLCSoft/ILDPerformance/tree/maste

r/UdsAnalysis
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Figures 9.2a and 9.2b show the calculated observables over the corresponding jet energy. A
reconstructed jet energy linearity within 4� 5% is achieved. Furthermore, the achieved jet energy
resolution is better than 4% for Ejet > 45GeV. Both results are well in line with the results
presented in the ILD Interim Design Report and satisfy the ILD performance requirements. Based
on this performance evaluation, the used software and reconstruction framework is considered
validated and suited for the performance studies with different PandoraPFA settings investigated
in the following.
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Figure 9.2: Single jet energy reconstruction for simulated ILD di-jet events over jet energy for
PandoraPFA ILD default settings: (a) Jet energy linearity. (b) Relative jet energy resolution.

9.2 Confusion Sensitive Algorithms and Parameters
As discussed in Section 4.4.3.1, PandoraPFA features a large number of sub-algorithms working
recursively. Those algorithms’ parameters and sequences are tuned for an optimised reconstruction
performance at specific experiments like the ILD at ILC, as presented in the last section. One of
the key aspects in this optimisation procedure is the minimisation and energy balancing of the
two confusion types. This is required in order to minimise the degrading impact on the jet energy
resolution by confusion particularly for jet energies higher than ⇠100 � 200GeV. Consequently,
a change of algorithm parameters or disabling of algorithms is expected to significantly influence
the level and balance of confusion energy types and thereby the achievable jet energy resolution.
To study the internal algorithm inter-play and understand which algorithm affects which type of
confusion to what extent, the most confusion sensitive algorithms are changed or completely dis-
abled. The investigated changes of the PandoraPFA algorithm settings and expected consequences
are summarised in the following:
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Disabling of re-clustering algorithms
For this setting all re-clustering algorithms are disabled. Thus, the track momentum to cluster
energy comparison and crucial parts of the pattern recognition are omitted to a large extent. Only
the topological association and first track to cluster association algorithms are applied after the
initial clustering iteration. These algorithms typically merge the initially identified smaller energy
clusters to nearby charged clusters with an associated track, resulting in an excess of charged
cluster energy in comparison to the associated track momentum on average. Without the broad
spectrum of re-clustering algorithms, the merged larger charged clusters are not split up again in
a potential re-clustering consideration. As a consequence, a trend towards lost neutral confusion
energy is expected.

Disabling of fragmental removal algorithms
This setting features the disabling of all fragment removal algorithms right before the PFO con-
struction. Since classified neutral clusters, which might actually be parts of the charged shower
sub-structures, are not considered to be merged into close-by charged clusters anymore, an excess
of doubled counted charged confusion energy is expected.

Adaption of thresholds within re-clustering algorithms to |�| = 1.5

For this setting no algorithms are disabled, but the internal threshold of the re-clustering algo-
rithms6 is changed from |�| = 2.0 � 3.0 to |�| = 1.5. As defined by Equation 4.8, � steers the
threshold of a potential re-clustering consideration by comparing the agreement of track momen-
tum and the energy of the currently associated cluster. By lowering this threshold, a re-clustering
iteration is triggered for smaller track momentum to cluster energy discrepancies. However, split-
ting up the hits of a charged cluster to effectively reduce its energy is in principle always possible.
In contrary the merging of a neutral cluster to effectively increase the charged cluster energy is only
possible if this neutral cluster is relatively close-by. Therefore, a slight excess of double counted
charged confusion energy is expected for this setting.

9.2.1 Impact on Level of Confusion
In the following, the impact of the different PandoraPFA settings on the level and type balance of
confusion energy is studied for the ILD di-jet samples. In a similar approach as for the AHCAL
prototype studies in Section 8.4.3.2, the Monte Carlo truth information7 is utilised, to check for
each calorimeter hit the correct or incorrect classification as charged or neutral by PandoraPFA.

The calculated mean fraction of lost neutral and double counted charged confusion energy with
respect to the full event energy over the di-jet energy for the different PandoraPFA settings are
presented in Figure 9.3. Complementary plots for correctly reconstructed energies can be found in
E.1. For the different PandoraPFA settings the two types of confusion show opposite behaviour:
While the lost neutral confusion energy is higher for the no re-clustering setting in comparison to
the default setting, the double counted charged energy behaves vice versa. For the no fragment
removal setting the opposing trend is observed. Lastly, the |�| = 1.5 setting shows only a slight

6Default value depending on the specific re-clustering algorithm.
7Based on the LCIO::MCPARTICLE collection http://lcio.desy.de/v02-09/doc/doxygen_api/html/class

EVENT_1_1MCParticle.html.
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deviation from the default setting towards double counted charged energy. These observations
agree well with the expectations for the confusion type trends discussed in the last section.

Furthermore, an increase for both types of confusion energy over the di-jet energy for all inves-
tigated settings is observed. This agrees well with the expectation of more difficult reconstruction
scenarios based on increasing particle densities and multiplicities in higher energetic jets. Whereas
the ratio to the default setting is almost constant within for the no fragment removal and the
|�| = 1.5 setting, it significantly changes with increasing di-jet energy for the no re-clustering
setting for both confusion types. This reflects the importance of the re-clustering algorithms to
disentangle individual particles in a particle environment, which becomes denser with higher jet
energies. Lastly, for the lowest jet energies the different settings seem to play a minor role for the
individual confusion types indicating an efficient initial clustering algorithm and the reduced need
for re-clustering in less dense particle environments. Only the fragment removal algorithms seem
to play an important role to merge misidentified neutral clusters back to close-by charged clusters.
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Figure 9.3: Mean fraction of confusion energy in event over di-jet energy of simulated ILD di-jet
events for different PandoraPFA algorithm settings: (a) Lost neutral confusion energy. (b) Double
counted charged confusion energy.

The mean absolute confusion type balance and the total level of confusion for the different
PandoraPFA settings are presented in Figure 9.4a and 9.4b. Over all di-jet energies the obtained
results evaluate that the PandoraPFA ILD default settings are indeed optimised with respect to
the combination of confusion balance and total fraction of confusion energy in the event. For
the no re-clustering setting an increasing mean energy deficit of up to 30GeV for di-jet energies
of 500GeV is observed caused by the excess of lost neutral confusion energy. The total mean
fraction of confusion is largely unaffected and agrees within 5% to the default settings over all
di-jet energies. In contrary for the no fragment removal setting an increasing mean energy excess
of up to 8GeV for di-jet energies of 500GeV is found caused by the excess of double counted
charged confusion energy. The mean confusion type balance is better in comparison to the no
re-clustering setting, but the mean total confusion fraction is 10� 20% higher than for the default
settings. Finally, the |�| = 1.5 setting shows a comparable performance to the default settings:
The confusion energy types are balanced slightly better by up to 1GeV on average, while the mean
total confusion fraction is increased by 2� 3% with respect to the default settings. The impact of
these observed trends on the jet energy reconstruction performance for the different PandoraPFA
settings is investigated next.
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Figure 9.4: Confusion observables over di-jet energy of simulated ILD di-jet events for different
PandoraPFA algorithm settings: (a) Mean absolute difference of double counted charged and lost
neutral confusion energy. (b) Mean fraction of confusion energy in events.

9.2.2 Impact on Jet Energy Linearity and Resolution
The mean jet energy and relative jet energy resolution, calculated as in Section 9.1.2, for the
different PandoraPFA settings are plotted over the jet energy in Figures 9.5a and 9.5b.
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Figure 9.5: Energy reconstruction of single jets for simulated ILD di-jet events over jet energy for
different PandoraPFA settings: (a) Jet energy linearity. (b) Relative jet energy resolution.

In general, trends of an energy deficit for the no re-clustering setting and an energy excess for
the no fragment removal setting with increasing jet energy is observed, agreeing with the trends on
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confusion level as presented in the last section. While the deviation from default setting is smaller
than 2% for jet energies of 20GeV, it increases up to 5% for jet energies of 250GeV. As expected,
the |�| = 1.5 setting agrees well with the default settings over the full energy range.

With respect to the relative jet energy resolution, the |�| = 1.5 setting agrees with the default
settings within the statistical uncertainties. Furthermore, for the no fragment removal setting a
degradation of the jet energy resolution by 10�20% is observed over all jet energies. Lastly, for the
no re-clustering setting an increasing degradation of the jet energy resolution with increasing jet
energy up to 80% for 250GeV is found underlining the importance of the re-clustering algorithms in
dense and high multiplicity particles environments to keep the overall confusion on a considerable
level. In general, the observed trends for the jet energy resolution agree with the expectations
derived from the observations of the confusion type balance and total confusion level.

9.2.3 Comparison to AHCAL Prototype Data
In the following, the same algorithm changes in PandoraPFA are studied for less complex scenarios
based on beam test data acquired with the AHCAL prototype. For this purpose, representative
sub-samples of 10GeV pseudo-neutral hadrons overlaid with 30GeV or 60GeV charged pions at
radial distances of 0� 50mm and 125� 175mm are generated from the June 2018 beam test data
based on the same selection criteria and with the same procedure as introduced in Section 8.1.3.
For each scenario a sample of 10 k events is investigated.
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Figure 9.6: Mean fraction of confusion energy over AHCAL two particle event scenario for different
PandoraPFA algorithm settings: (a) Lost neutral energy. (b) Double counted charged energy.
1: 10GeV h

0 + 30GeV ⇡
�, r = 0� 50mm 2: 10GeV h

0 + 30GeV ⇡
�, r = 125� 175mm

3: 10GeV h
0 + 60GeV ⇡

�, r = 0� 50mm 4: 10GeV h
0 + 60GeV ⇡

�, r = 125� 175mm

Figure 9.6 shows the mean fraction of lost neutral energy and double counted charged confusion
energy versus the two particle AHCAL event scenarios for the different PandoraPFA settings.
With respect to the default setting, for the no re-clustering setting a trend towards higher lost
neutral confusion energy and less double counted charged confusion energy is observed. Both, the
no fragment removal and |�| = 1.5 setting show the opposite trend. However, the no fragment
removal setting has not a large impact and agrees with the default setting within 5%. This is
based on the fact that for the AHCAL two particle events on average not many misidentified
neutral clusters are located close-by to the charged cluster in contrast to the ILD di-jet events.
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By comparing the results for the different 10GeV + 30GeV scenarios, it can be concluded that an
increased radial shower distance helps to reduce both types of confusion energies by roughly a factor
2 for all investigated PandoraPFA settings. For the 10GeV + 60GeV scenario the improvement is
significantly smaller. This is caused by the spatially more spread out 60GeV charged pion shower
topology connecting charged and neutral shower sub-structures to a higher degree and thereby
causing a higher fractional level of both confusion energies on average, even at larger radial shower
distances.

It can be concluded that for both confusion types the same trends as for the ILD di-jet events
are observed for the investigated different PandoraPFA settings. The same agreement of trends is
as well observed for the mean confusion type balance and mean fraction of confusion energy in the
event, which are depicted in Figure E.3a and E.3b.

9.2.4 Conclusions
In the presented studies, the qualitatively expected trends for the different types of confusion,
the confusion type balance and the total level of confusion for the changed PandoraPFA settings
are quantitatively validated. The opposite trends towards an excess of lost neutral or double
counted charged confusion energy for the no re-clustering and the no fragment removal setting
demonstrate the individual PandoraPFA algorithm designs aiming to reduce a specific type of
confusion. Furthermore, the impact on the reconstructed mean jet energy and the relative jet
energy resolution aligns well with the expectations for the different algorithm settings and the
observed confusion trends. While, the |�| = 1.5 setting has a negligible impact in comparison to
the default settings, the enhancement of lost neutral confusion energy and double counted charged
confusion energy for the no re-clustering and no fragment removal setting impacts the reconstructed
mean jet energy and leads to a significant degradation of the relative jet energy resolution.

As expected, the largest degradation is observed for the no re-clustering setting at highest
jet energies. This is based on the fact, that the disabled comparison of track momentum to
cluster energy and the pattern recognition approaches are most crucial in these dense and high
particle multiplicity environments. Consequently, this validates that the multi-algorithm chain of
PandoraPFA is particularly tuned and optimised for this type of dense scenarios, validated as well
by performance for the PandoraPFA default settings. By disabling or changing specific parts in
this algorithm chain, this study has gained a detailed insight into the algorithm interplay and
connected the impact of specific algorithm classes on limiting effects of the reconstruction.

Lastly, the same trends for confusion type parameters are observed for the reconstruction of
representative two particle AHCAL prototype data events with the same applied PandoraPFA set-
tings. The achieved results demonstrate that the limiting effects of the PandoraPFA reconstruction
are well understood and behave similar on different levels of complexity and are reproducible on
prototype data. This is considered as a further evaluation of the reliability of performance pro-
jections for a future lepton collider experiment with special respect to the achievable jet energy
resolution.

9.3 Hit Energy Thresholds
A highly granular calorimeter system operated in a high radiation experimental environment, like
the CMS HGCAL in the context of the HL-LHC [112], suffers from increasing radiation damage
over its lifetime. For a SiPM-on-tile based calorimeter system this radiation damage is expected
lead to an increase of the dark count rate of the SiPMs for example. Different studies have
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shown these degrading effects for the SiPM characteristics after neutron irradiation in the order of
�eq = 10

11
� 10

14
cm

�2 [162].
One option to be able to operate individual calorimeter channels sufficiently above the increased

noise levels is to increase the hit energy thresholds on channel level. However, by increasing the
hit energy thresholds not only noise but also low energy physics hits might be suppressed. This
consequently reduces the number of triggered calorimeter channels in a physics event on average,
as illustrated in Figure 9.7 for the example of a simulated 500GeV di-jet event in ILD. Depending
on the level of the threshold, this could have a large impact on the shower sub-structure topol-
ogy resolved by highly granular calorimeters and reduces the total reconstructed event energy by
the calorimeter systems. While the lost energy information can mostly be regained with a dedi-
cated energy re-calibration, the topological information can not be recovered. However, detailed
topology information of the shower sub-structure is one of the crucial requirements for achiev-
ing a high reconstruction performance with pattern-recognition based particle flow algorithms like
PandoraPFA. Altogether these assumptions motivate to investigate if a highly granular calorimeter
system in a high radiation environment is capable of achieving adequate particle flow reconstruction
performance over its full time of operation.

(a) (b)

Figure 9.7: Example event displays of studied ILD back-to-back di-jet events for different hit energy
thresholds: (a) Default (ECAL: 0.5 MIP, HCAL: 0.3 MIP). (b) ECAL and HCAL: 3 MIP.

In order to simulate the consequences of increased noise levels on calorimeter channel level, the
hit energy thresholds for the introduced ILD di-jet samples are increased and subsequently the
impact on the PandoraPFA reconstruction performance is investigated. Next to the impact on
the confusion parameters, the achieved jet energy linearity and relative jet energy resolution is
studied for increased hit energy thresholds of 1MIP, 2MIP and 3MIP (both ECAL and HCAL)
in comparison to the ILD default thresholds (ECAL: 0.5MIP, HCAL: 0.3MIP) in this section.
However, to compensate for the loss of energy information, an internal energy re-calibration is
mandatory to allow e.g. a fair track momentum to cluster energy comparison within PandoraPFA.
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9.3.1 PandoraPFA Re-Calibration

As part of the iLCsoft framework, the LCCalibration package8 offers a fully automated calibration
procedure for particle flow designed multi purpose detector systems like ILD. The package features
the calibration of the following classes of energy constants for the different sub-detector systems:

1. MIP scale calibration: Extraction of constants for conversion of simulated energy depositions
to units of MIP.

2. GeV scale calibration: Similar procedure as for MIP scale calibration but for conversion to
units of GeV based on energy depositions of photons in ECAL and neutral hadrons in HCAL.

3. GeV to MIP scale calibration for PandoraPFA: Extraction of GeV to MIP factors based on
muon samples reconstructed with previously determined GeV calibration factors.

4. PandoraPFA EM scale calibration: Determination of electromagnetic energy scale for elec-
tron and photon PFOs.

5. PandoraPFA HAD scale calibration: Determination of hadronic energy scale for charged and
neutral hadron PFOs.

6. PandoraPFA software compensation calibration: Determination of the weights for Pando-
raPFA internal software compensation for hadrons. More details in [108].

Except for step 1 and 6, the calibration steps are implemented recursively to adapt the calibration
constants until a desired agreement (default: 1%) with the MC truth energy is accomplished. For
the different steps of the calibration procedure samples of single muons, photons and K

0
L with 20 k

events each, simulated with the same physics list and detector model are recommended. More
detailed descriptions of the individual calibration steps can be found in [107, 163].

The calorimeter hit energy threshold is implemented in the DDCaloHitCreator of the interface
processor DDMarlinPandora right before a hit is potentially read in into PandoraPFA. Therefore,
the calibration constants determined in step 1-3 are unaffected by increased hit energy thresholds
and only re-calibration steps 4 and 5 are mandatory. The PandoraPFA internal software com-
pensation weights are not re-calibrated in the scope of this work, since the effect on the track
momentum to cluster energy comparison in PandoraPFA is expected to be small.

The calibration samples are simulated with the QGSP_BERT physics list, the ILD_l5_o1_v02
detector model and with the same software framework as introduced for the ILD di-jet samples
in Section 9.1. For the recursive calibration routines an agreement of 2% is chosen for a fast
convergence of the individual steps. In a first step, calibration steps 1-3 are performed for each
of the chosen hit energy thresholds to evaluate the independence of the calibration constants
and demonstrate reproducibility with respect to the ILD default constants9. For all threshold
settings, calibration constants agreeing within a per mille to the ILD default constants are obtained.
Therefore, for all threshold settings the ILD default calibration constants according to step 1-3 are
used, which are summarised in Table E.1. The obtained calibration constants for calibration steps
4 and 5 are summarised in Table 9.1 for the different hit energy thresholds. It can be observed
that with increasing hit energy threshold the absolute values of all calibration constants increase,
which reflects the expected need for lost hit energy compensation. Figure 9.8 illustrates the tuned

8See: https://github.com/iLCSoft/LCCalibration/tree/master/doc

9See in ILD default calibration file: https://github.com/iLCSoft/ILDConfig/blob/master/StandardConfig

/production/Calibration/Calibration_ILD_l5_o1_v02.xml
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plots of the reconstructed photon PFO energy in the ECAL and the reconstructed neutral hadron
PFO energy in ECAL and HCAL for the hit energy threshold of 3 MIP with the final calibration
constants applied.

Calibration Constant Default 1 MIP 2 MIP 3 MIP

PandoraEcalToEMScale 1.0 1.0249 1.089 1.169
PandoraHcalToEMScale 1.0 1.0249 1.089 1.169

PandoraEcalToHadBarrelScale 1.173 1.244 1.425 1.639
PandoraEcalToHadEndcapScale 1.173 1.244 1.425 1.639

PandoraHcalToHadScale 1.028 1.134 1.330 1.520

Table 9.1: Obtained calibration constants of PandoraPFA internal energy scales for increased hit
energy thresholds based on ILD model ILD_l5_o1_v02 and QGSP_BERT physics list.
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Figure 9.8: PandoraPFA EM and HAD scale calibration for 3 MIP internal hit energy threshold.
(a) Electromagnetic PFO energy of 10GeV � sample in the ECAL. (b) Hadronic PFO energy of
20GeV K

0
L sample deposited in the HCAL over the deposited energy in the ECAL.

9.3.2 Impact on Level of Confusion
With the same method as introduced in Section 9.2.1, the mean fraction of confusion energy for the
individual confusion types is extracted for the ILD di-jet samples reconstructed with increased hit
energy thresholds and presented in Figure 9.9. Complementary plots showing the mean fraction
of correctly reconstructed energies can be found in E.4. First of all, for all investigated hit energy
thresholds an increasing confusion level is observed for increasing di-jet energy as extensively
discussed in Section 9.2.1. In comparison to the default thresholds, the mean fraction of confusion
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energy for both types is on the same level or 10-20% lower for the thresholds of 1MIP and 2MIP

over all di-jet energies. For the threshold of 3MIP, however, the trend inverts and a 10-40% higher
fraction of confusion energy is observed for both confusion types for all di-jet energies higher than
200GeV.
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Figure 9.9: Mean fraction of confusion energy over di-jet energy of simulated ILD di-jet events for
different hit energy thresholds: (a) Lost neutral energy. (b) Double counted charged energy.
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Figure 9.10: Confusion observables over di-jet energy of simulated ILD di-jet events for different
hit energy thresholds: (a) Mean absolute difference of double counted charged and lost neutral
confusion energy. (b) Mean fraction of confusion energy in events.

This inverted trend is preserved if both types of confusion are combined into the mean absolute
confusion type balance and the total mean confusion energy fraction, as depicted in Figure 9.10:
While for the thresholds of 1MIP and 2MIP an increasing trend towards lost neutral confusion
energy with increasing di-jet energy is observed, for the 3MIP threshold a comparable or up to
1GeV better confusion type balance with respect to the default settings is observed. The overall
determined imbalances are relatively small (maximum: ⇠9.5GeV) in comparison to the studies
with changed PandoraPFA settings (maximum: ⇠30GeV). Furthermore, for the 1MIP and 2MIP
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threshold settings the total confusion fraction is up to 10% lower compared to the default settings,
in contrast to the 3MIP threshold, for which an increasing mean confusion fraction up to 15% is
observed for di-jet energies higher than 100GeV.

It can be summarised that the confusion type imbalance suffers and the total fraction of confusion
improves for the 1MIP and 2MIP thresholds, while for the 3MIP threshold the trend is inverted.

9.3.3 Impact on Jet Energy Linearity and Resolution
The jet energy linearity and relative jet energy resolution for the ILD di-jet samples reconstructed
with different hit energy thresholds are depicted in Figure 9.11a and 9.11b.
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Figure 9.11: Energy reconstruction of individual jets from simulated ILD di-jet events over jet en-
ergy for different hit energy thresholds: (a) Jet energy linearity. (b) Relative jet energy resolution.

With the re-calibration procedure a jet energy linearity within 8% is achieved over all thresholds,
close to the 5% level observed for the ILD default hit energy thresholds. Whereas the 1MIP

threshold setting agrees within 1% to the default threshold setting, for the threshold settings of
2MIP and 3MIP the linear energy up-weighting of the remaining hits by simple calibration factors
is not completely sufficient, particularly for the lowest jet energies. This is mainly caused by
the number of hits below the respective hit energy thresholds, which does not scale linearly with
decreasing jet energy and is fractionally larger for the lowest jet energies.

The increased energy threshold of 1MIP does not have a degrading impact on relative jet energy
resolution, since it agrees with the default threshold setting within the statistical uncertainties.
For the 2MIP threshold an almost constant relative degradation of ⇠15-20% and for the 3MIP

threshold a relative degradation of ⇠50-80% of the relative jet energy resolution is observed. These
observed levels of performance degradation are evaluated and discussed in detail in Section 9.3.5.
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9.3.4 Comparison to AHCAL Prototype Data
Lastly, the impact of different hit energy thresholds on the reconstruction performance is studied
for the less complex AHCAL prototype data events. The impact of increased hit energy thresholds
on the event topologies is qualitatively visualised for an overlaid 10GeV pseudo-neutral and a
30GeV charged pion shower in Figure 9.12. The number of shower hits is significantly reduced
and mostly the electromagnetic shower core and a few high energy satellite hits are left for an
increased hit energy threshold of 3MIP. In addition, most hits of the primary ionising MIP track
before the charged hadron shower start layer are cut. As a consequence, for up to 20% of events
a non working initial track to cluster association is observed resulting in a maximum of double
counted charged confusion energy since all hits are classified as neutral. Due to the application of
the same event selection criteria as introduced in Section 8.1, these events are rejected within the
presented study.

(a) (b)

Figure 9.12: Example event displays of an AHCAL prototype data event featuring a 10GeV pseudo-
neutral hadron and a 30GeV charged pion shower reconstructed with different hit energy thresh-
olds: (a) Default (0.5 MIP). (b) 3 MIP.

Similar as for the ILD di-jet study, an energy re-calibration of the PandoraPFA internal energy
scale is required to compensate for the decreasing event energy. According to the calibration
procedure, as introduced in Section 8.2.4, only the hadronic energy scale within the AHCAL needs
to be re-calibrated for the different hit energy thresholds. Since a non linear behaviour is expected
for the dependency of the number of hits below a certain hit energy threshold and the energy of
the particle, simulation samples of both, 10GeV and 30GeV, KL

0 , each featuring 10 k events, are
used for the calibration. The calibration factor is tuned by minimising the deviation of the mean,
extracted by a Gaussian fit to the neutral PFO energy distribution, and the truth K

L
0 energy

for both energies simultaneously. The tuned neutral PFO energies for the hit energy threshold
of 1MIP are presented in Figure 9.13 and the calibration results for all hit energy thresholds
are summarised in Table 9.2. In general a re-calibration of the mean energy within 10% to the
truth energy is achieved. Only for the 3MIP threshold the achieved re-calibration is less accurate
(�16%) for 10GeV due to the large number of low energy hits being removed.

For this study the full set of two particle data samples, introduced in Section 8.1.4.2, are recon-
structed with the same increased hit energy threshold as for the ILD di-jet study. As an observable
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Figure 9.13: Reconstructed neutral PFO energy distributions of KL
0 samples in the AHCAL proto-

type for tuning PandoraPFA hadronic energy scale constant (PandoraHcalToHadScale) for 1MIP

hit energy threshold simultaneously for: (a) 10GeV. (b) 30GeV.

Default 1 MIP 2 MIP 3 MIP

PandoraHcalToHadScale 1.030 1.085 1.262 1.431

Deviation of Mean from 10GeV [%] -0.9 -2.5 -7.7 -16.0
Deviation of Mean from 30GeV [%] 3.6 3.9 5.6 3.2

Table 9.2: Obtained PandoraPFA hadronic energy scale calibration constants for AHCAL data
events reconstructed with increased hit energy thresholds.

to compare the PandoraPFA reconstruction performance between the different hit energy thresh-
olds for the AHCAL two particle events, the 3� recovery probability of the pseudo-neutral hadron
energy, as defined in Section 8.4.2, is chosen. It incorporates the impacts by the two types of
confusion equally and the comparison of neutral calorimetric input and neutral PFO output is
unaffected by the energy calibration for the pseudo-neutral hadrons. The obtained 3� recovery
probability over the radial distance to the charged pion shower for the different hit energy thresh-
olds is presented for both energy scenarios in Figures 9.14a and 9.14b.

For both energy scenarios it can be observed, that the 3� recovery probability degrades with
increasing hit energy threshold over all radial shower distances. It is observed that the 1MIP

threshold setting agrees with the default threshold setting within 10% for all investigated scenarios.
The relative degradation for the 2MIP threshold corresponds to 30 � 45% and for the 3MIP

threshold up to more than a factor 2 worse recovery probabilities are observed over the full shower
distance range. One can conclude that the two particle separation becomes more difficult with
increasing hit energy threshold level agreeing with the performance degradation trends observed
in the ILD di-jet study.

Furthermore, the obtained results show that the recovery probability improves with radial shower
distance for all hit energy threshold settings proving that shower separation is still helps in recov-
ering the pseudo neutral hadron energy. However, even for the largest shower separations the
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Figure 9.14: 3� recovery probability of 10GeV pseudo neutral hadron in the vicinity of a 10GeV (a)
or 30GeV (b) charged pion shower over radial shower distance for different hit energy thresholds.

recovery probability is significantly lower for the hit energy thresholds of 2MIP and 3MIP in com-
parison to the default threshold setting. This demonstrates that spatial shower separation alone
does not compensate the massive loss of shower-substructure topology information degrading the
reconstruction performance of PandoraPFA.
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9.3.5 Conclusions
The presented studies show that the simulated loss of topology information in the shower sub-
structure can be compensated to a large extent by the powerful implementation of PandoraPFA.
For an increased hit energy threshold of 1MIP no significant degradation in comparison to the
default threshold setting (ECAL: 0.5MIP, HCAL: 0.3MIP) is observed for the ILD jet energy
resolution. For the case of the CMS HGCAL, a required increase of the hit energy threshold level
higher than 1MIP close to end of the detectors lifetime is a pessimistic estimation. Therefore,
one can conclude that with a powerful particle flow algorithm like PandoraPFA the jet energy
reconstruction performance is not expected to significantly degrade by this effect.

For higher hit energy thresholds of 2MIP and 3MIP a non negligible degradation of the relative
jet energy resolution is observed. With an energy threshold this high in both, ECAL and HCAL,
basically all MIP like primary ionising hits before the charged hadrons start showering and within
the shower sub-structure are cut and mostly the electromagnetic shower core remains. On the
basis of this assumption, two observations are positively surprising. Firstly, that PandoraPFA is
on average still capable to form appropriate track to charged cluster associations. Secondly, that
the large loss of topology information seems to be compensated by the algorithm chain to a large
extent. This is reflected by the obtained relative jet energy resolution, which relatively degrades
only by ⇠20% for the 2MIP and ⇠60� 80% for the 3MIP thresholds with respect to the default
threshold setting. It is suspected that for the hit energy threshold of 3MIP a PandoraPFA internal
limit is exceeded, where specific forced clustering algorithms implemented within PandoraPFA10

are activated within the reconstruction. These algorithms are designed to intervene at a very
unsatisfying level of topological associations and track momentum to cluster energy agreement. As
a last instance, they force a calorimeter hit clustering only based on the agreement to the track
momentum. A potential indication for this internally changed reconstruction strategy is observed
for the studied threshold settings of 2MIP and 3MIP with respect to the found trends for the
confusion type balance and the total confusion level: Both observables show an inverted trend in
comparison to the default threshold by increasing the hit energy threshold from 2MIP to 3MIP.

With the same hit energy thresholds applied to the AHCAL prototype data, the same trends
for the PandoraPFA performance degradations are observed for less complex scenarios and for real
particles showers. Again, these reproduced trends further validate the reliability of performance
projections based on simulated shower sub-structure details for future lepton collider experiments.

Lastly, the obtained results raise several questions with respect to the interplay of the particle
flow algorithm and the highly granular calorimeter systems. Firstly, if optimised detector effects
like e.g. highly suppressed noise levels or ultra high granularity could potentially be less cru-
cial for the achievable reconstruction performance than a highly optimised and powerful particle
flow algorithm. Over-engineering of individual detector components or over-designing the level of
granularity could be avoided, saving development and production costs, if an optimised particle
flow algorithm would compensate the degradation of the reconstruction performance. Secondly, if
the provided high level topology information by the highly granular calorimeters could be further
exploited by PandoraPFA. On the one hand, topology based alternatives for the forced clustering
algorithms might provide room for further improvements. On the other hand, potential improve-
ments could be achieved by adding topology-based criteria within the track to cluster comparison
iterations, like tree-structure developing probabilities11 or comparisons to average 3-dimensional
hadronic shower profiles.
10See: https://github.com/PandoraPFA/LCContent/blob/master/include/LCClustering/ForcedClustering

Algorithm.h

11Similar to the approaches of APRIL PFA developed for a semi-digital calorimeter system [110].
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10 Summary, Conclusions and Out-
look

10.1 Summary and Conclusions
Future lepton collider experiments can play an important role in high precision measurements and
aim to complement measurements at the high energy frontier, such as the LHC experiments. In or-
der to reach the ambitious precision levels in such experiments, like ILC or CLIC, an unprecedented
jet energy resolution of 3� 4% is required. Key item to achieve this goal is to utilise the particle
flow reconstruction concept and optimised detector designs accordingly. Particle flow algorithms
(PFAs) aim to reconstruct each individual particle in a jet and use the energy measure of the
sub-detector providing best resolution. Thus, in principle for all charged hadrons in a jet the much
preciser momentum measure of the tracker can be exploited omitting the intrinsically poor energy
resolution of the hadronic calorimeter systems. However, wrong association of charged and neutral
particle showers by those algorithms gives rise to an intrinsic limit of this reconstruction concept
in form of the confusion term. To allow for an efficient particle flow reconstruction performance,
stringent requirements on the detector systems are set. Next to an excellent momentum resolution
of the tracking system, highly granular calorimeters are crucial. Extensive simulation studies have
shown that the ambitious jet energy resolution is reachable with the concept of particle flow recon-
struction and the employment of optimised detector systems. However, the projected performance
is highly dependent on the sub-structure details of the simulated particle showers, revealed by the
highly granular calorimeters and exploited by the pattern recognition of the PFAs.

For the potential employment of a ⇠8M channel hadronic calorimeter in the ILD detector
system, the CALICE collaboration has developed the highly granular Analog Hadron Calorimeter
(AHCAL) concept. The latest AHCAL prototype is a steel sampling calorimeter with ⇠22 000

readout channels consisting of 3 cm⇥ 3 cm scintillating tiles coupled to silicon photomultipliers
(SiPMs). During extensive beam test campaigns at the SPS CERN in 2018, the AHCAL prototype
has been commissioned and operated in muon, electron and pion beams of energies between 10�

200GeV recording several ten million of individual particle events.
In the first part of this thesis, the prototype energy calibration is presented including response

uniformity and stabilities studies. The focus in this thesis is set on the pedestals and MIP constants,
extracted by a fully automatised and robust calibration routine on the basis of recorded muon beam
test data, implemented by the author. In total, more than 99.9% of the channels are found to be
fully functional and are calibrated successfully with an excellent observed mean signal to noise ratio
of ⇠53. The chip-to-chip variation of ⇠6.4% is found to be the dominant spread for the pedestals
in the prototype. Variation studies have shown that the pedestal is constant within <0.5% over

169



Chapter 10 Summary, Conclusions and Outlook

time and for different powering modes. For the MIP constant, a spread of ⇠14% over all channels
is found, reflecting the outstanding uniformity on the uncalibrated level. Over the different beam
test periods in 2018, the studies have shown that the MIP constant is stable within 1% for the
same powering mode. For different powering modes a variation of ⇠4.3% is found, which is well
understood and taken into account for the calibration constants of the specific beam test period.
In addition, the self consistency of the energy calibration is successfully validated on single channel
level by the investigation of the calibrated energy spectra for muon events. Based on these studies,
it can be concluded that the AHCAL prototype has been successfully commissioned and calibrated.
Therefore, the recorded beam test data is considered well suited for high level physics analyses.

In the second part of this thesis, the conventional calorimetric prototype response to muons,
electrons and pions is evaluated to agree within 10%� 15% or better to Monte Carlo simulations.
Furthermore, in preparation for the main analysis part of this thesis, different developed algorithms
to determine or exploit aspects of the hadronic shower development are presented and validated.
This includes a hadronic shower start finding algorithm with shows an accuracy of better than
⇠89% to find the truth shower start layer within ±2 layers for charged pions with energies be-
tween 10� 100GeV. Besides an event overlay algorithm, also a pseudo-neutral hadron generation
algorithm has been developed. This allows to generate pseudo-neutral hadrons from charged pion
events agreeing with simulated K

0
L much better than 20% for most observables reflecting energy

response and topology of the showers.
In the main analysis part of this thesis, the successful adaptation and application of the Pandora

particle flow algorithm (PandoraPFA) framework to AHCAL prototype data and simulation is
presented and demonstrated: For more than 99% of the events the particle flow reconstruction
works, while the remaining events mainly suffer from the absence of an ECAL prior to the AHCAL
prototype. This allows to perform extensive studies on the limiting effects and the performance of
the particle flow reconstruction for single charged pion events and two particle events, consisting
of a pseudo-neutral hadron and a charged pion shower. Different energy and distance scenarios for
both, AHCAL prototype data and two physics lists in GEANT4, are investigated.

Based on these studies, the reliability of the particle flow performance projections for a future
lepton collider experiment have been further validated by two main results: First, the overall data
to simulation agreement within 10% or better for most of the investigated particle flow observables
and particle flow reconstructed energy spectra. This shows that the simulated sub-structure details
of hadronic showers are accurately modelled and are exploited by PandoraPFA on the same level for
simulation and data. Second, the validation of expected trends for the disentangled confusion types
and the influence on the overall particle flow reconstruction performance. In the single charged
pion study, the exclusively investigated doubled counted charged confusion energy shows an in-
creasing trend for increasing charged pion energy agreeing with the expectations of more isolated
topologies within the charged pion shower development for higher energies. For increasing charged
pion energy this causes a slight degradation of the energy resolution, which is in general found
to improve by a factor ⇠3 in comparison to conventional calorimetric energy resolution. This is
caused by the validated accurate charged hit clustering within PandoraPFA and the utilised sharp
track momentum, which is as well effectively able to compensate for energy leakage, improving the
reconstructed energy linearity. For the two particle studies, a decreasing recovery probability of
the pseudo-neutral hadron energy is found for decreasing shower distances and increasing energies
of the charged pion shower. A turning point at ⇠150mm shower separation is determined allowing
a 3� recovery of higher than ⇠80% (⇠50%) of the pseudo-neutral hadron energy in the vicinity of
a 10GeV (30GeV) charged pion shower at equal or higher shower separations. Similar results are
achieved in previous studies utilising an ECAL in addition, proving the excellent data quality of the
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AHCAL prototype and the sufficiently adapted PandoraPFA interface framework. As expected,
the hit and energy reconstruction efficiency and purity, calculated by the truth hit information,
show decreasing performance for smaller shower distances. This is further verified by the detailed
disentangled investigation of the two confusion types, double counted charged and lost neutral
confusion energy: For decreasing shower distances a higher confusion level and an increasing im-
balance is observed. The impact of these observations on the total reconstruction performance is
reflected by an improving relative energy resolution with increasing shower distance, surpassing
the conventional calorimetric approach for shower separations higher than 200mm for both energy
scenarios. Furthermore, it is found that additional longitudinal shower separation helps to improve
the two particle separation at intermediate shower distances between 50�200mm by up to ⇠10%.

In the last part of this thesis, expected trends for confusion types and the impact on the jet energy
resolution for simulated 20�250GeV ILD jets are successfully validated for different PandoraPFA
settings: Lost neutral (double counted charged) confusion energy becomes dominant for disabled
re-clustering (fragment removal) algorithms. With increasing jet energies, the total confusion level
and the type imbalance are found to increase, resulting in the observed degradation of the jet
energy resolution up to 80% for the no re-clustering algorithm scenario. Furthermore, the impact
of reduced shower sub-structure topology information, mimicking the consequences of an increased
channel noise level caused e.g. by radiation damage, on the particle flow reconstruction performance
is investigated. This scenario is simulated by increasing the hit energy thresholds, followed by a
dedicated re-calibration recovering the average event energy mostly within 5%. The impact on the
jet energy resolution is found to be negligible with thresholds higher by a factor 2. A degradation
of ⇠60�80% for thresholds higher by a factor 6 over all jet energies is observed. Based on the fact
that most of the shower sub-structure topology information is lost with hit energy thresholds this
high, the found jet energy resolution is better than anticipated. From this study it can be concluded
that the lost topology information can be recovered to a large extent by PandoraPFA (by a high
chance due to its internal forced clustering algorithms). This underlines the power of a highly
optimised particle flow algorithm and potentially indicates that highly optimised detector effects,
like low noise on channel level, might play a less significant role than expected for achieving highest
precision. For both studies, similar trends for the individual confusion types and the reconstruction
performance are observed for the same PandoraPFA settings applied to representative AHCAL two
particle data events. The reproduced trends for those simplified scenarios based on prototype data
further strengthen the reliability of the particle flow performance projections for future lepton
collider experiments.

10.2 Outlook
For some of the results presented in the scope of this thesis, further investigations are required
to determine the origin of the observed trends for the PandoraPFA performance. This includes a
subsequent study of the data to simulation discrepancies found for the mean number of neutral
PFOs and the mean double counted charged confusion energy for higher energies in the single
particle reconstruction study. Those discrepancies could hint towards more isolated topologies
in the shower development of the simulated charged pions. Studies of isolation criteria within
those showers and comparison to MC truth shower information are currently carried out by the
collaboration and might help to pinpoint discrepancies of the shower interaction model and real pion
showers. Furthermore, the reasons for the achieved jet energy resolution for largely increased hit
energy thresholds, which is better than expected, have to be investigated. PFA cheating algorithms,
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allowing to disentangle the contributions from the intrinsic calorimetric energy resolution and the
confusion term, and the explicit study of the impact of the forced-clustering algorithms within
PandoraPFA will help to gain a deeper understanding.

Complementing the last part of the presented studies, a detailed re-investigation of the impact
of different effective ECAL and HCAL granularities on the PandoraPFA performance is considered
valuable. In the context of the ILD optimisation efforts, granularity vs. performance studies
have been conducted, but not on the level of detail the methods presented in this thesis offer.
Detailed studies of the level and balance of confusion types might reveal which PandoraPFA internal
algorithms are most sensitive to which type of confusion for specific granularity assumptions. This
could not only help to re-evaluate the optimised granularity levels of the calorimeter systems, but
also to further improve the pattern recognition of the particle flow algorithms.

The adapted version of the PandoraPFA interface framework, which has been implemented for
the AHCAL prototype data application in the context of this thesis, forms a powerful basis for
subsequent studies. It could easily be adapted in order to study the particle flow performance for
larger prototypes or prototype configurations closer to full collider detector systems. For 2022,
the CALICE collaboration has planned common beam test campaigns of the SiW-ECAL and
AHCAL prototypes. Combined beam test data is of high value, since the technical limitations by
the absence of an ECAL, extensively investigated within this thesis, can be overcome. With the
higher level of granularity provided by the ECAL an improved pattern recognition, track to cluster
associations and re-clustering iterations are expected. This might result in reduced confusion
levels and therefore an even better performance for the two particle separation, which is worth
to be investigated. Furthermore, software compensation techniques are expected to improve the
track momentum to cluster energy comparison in the particle flow reconstruction, as demonstrated
by the implementation in the PandoraPFA default configuration for ILD jet simulations. An
implementation in the calorimeter prototype application and a subsequent study of the impact
on the reconstruction performance for single and two particle data events could help to further
validate the reliability of those techniques in future lepton collider jet simulations.

Lastly, the implementation of calorimeter hit timing in the particle flow reconstruction might
significantly improve the pattern recognition and help to separate showers within dense jet sce-
narios more efficiently based on their time information. The excellent timing capabilities of the
AHCAL prototype could provide a sufficient testing ground with respect to timing implementa-
tions within PandoraPFA. Finally, due to the imaging capabilities of highly granular calorimeters,
the implementation of multi-variate machine learning techniques in particle flow algorithms like
PandoraPFA might be an option. These techniques are currently investigated for the application
of PandoraPFA in LArTPCs, but might as well significantly improve the patter recognition per-
formance in the linear collider context. Both novel approaches could help to further reduce the
confusion term and therefore even raise the performance projections for the jet energy resolution
in a future lepton collider experiment.
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A Additional Plots: AHCAL Proto-
type Calibration
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Figure A.1: Extracted pedestal values (mean of pedestal spectrum) on channel level. (a) May
beam test (no power pulsing). (b) June beam test (power pulsing).
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Figure A.2: Extracted intrinsic pedestal widths (RMS of pedestal spectrum) on channel level. (a)
May beam test (no power pulsing). (b) June beam test (power pulsing).

173
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Figure A.3: Landau-Gaussian fit parameters and quality of 21888 AHCAL prototype channels for
MIP calibration of May beam test 40GeV muon data set. The missing 20 channels did not pass
the requirements of at least 1000 hits per channel or Chi2/NDF < 5: (a) Gaussian Width. (b)
Landau Width. (c) Chi2/Ndf.
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B Additional Plots: Simulation and
Algorithm Validation
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Figure B.1: Calorimetric observables for 20GeV simulated samples of K0
L and K

0
L with pseudo-

neutral hadron generation algorithm applied (QGSP_BERT_HP): (a) Number of shower hits.
(b) Hit energy sum. (c) Mean longitudinal energy profile. (d) Mean radial energy profile.
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C Sample Overview and Quality Val-
idation for PandoraPFA Studies
with AHCAL Prototype Data

Run Particle Energy XDWC�AHCAL YDWC�AHCAL

[GeV] [mm] [mm]

61260 ⇡
� 60 14.79 7.97

61264 ⇡
� 10 14.78 8.16

61270 ⇡
� 20 14.26 8.21

61275 ⇡
� 40 14.76 8.48

61280 ⇡
� 80 14.71 8.25

61312 ⇡
� 10 61.32 10.83

61314 ⇡
� 10 112.81 10.75

61318 ⇡
� 10 -84.79 10.97

61320 ⇡
� 10 -84.21 10.97

61322 ⇡
� 10 -133.99 10.75

61323 ⇡
� 10 -133.99 10.87

61331 ⇡
� 10 -33.16 -40.17

61333 ⇡
� 10 15.71 -40.18

61334 ⇡
� 10 15.77 -40.20

61342 ⇡
� 10 163.74 -40.50

61368 ⇡
� 30 181.53 -6.72

61373 ⇡
� 30 81.11 -6.36

61381 ⇡
� 30 -115.15 -5.47

61384 ⇡
� 30 32.82 -6.29

Table C.1: Global DWC to AHCAL prototype alignment offsets for the studied data runs of the
June 2018 beam test campaign at SPS CERN.
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Appendix C Sample Overview and Quality Validation for PandoraPFA Studies with AHCAL
Prototype Data

Run Particle Energy Type hxi|hyi h�xi|h�yi Nraw
Nsel

Nraw

[GeV] [mm] [mm] [%]

61264 ⇡
� 10

D 5.2|-1.2 52.1|53.0 102,073 49.9
Q 5.2|-1.2 52.1|53.0 100,000 67.4
F 5.2|-1.2 52.1|53.0 100,000 67.6

61270 ⇡
� 20

D 6.5|-1.7 46.6|44.0 97,802 62.4
Q 6.5|-1.7 46.6|44.0 50,000 74.7
F 6.5|-1.7 46.6|44.0 50,000 73.4

61384 ⇡
� 30

D 30.0|-17.2 48.7|45.0 49,910 53.4
Q 30.0|-17.2 48.7|45.0 50,000 76.6
F 30.0|-17.2 48.7|45.0 60,000 83.2

61275 ⇡
� 40

D 9.5|9.8 46.2|40.0 128,519 66.5
Q 9.5|9.8 46.2|40.0 50,000 73.4
F 9.5|9.8 46.2|40.0 50,000 72.0

61260 ⇡
� 60

D 10.0|-3.2 47.1|39.3 133,646 67.3
Q 10.0|-3.2 47.1|39.3 20,000 81.9
F 10.0|-3.2 47.1|39.3 20,000 80.8

61280 ⇡
� 80

D 9.2|3.7 44.4|39.0 99,009 69.1
Q 9.2|3.7 44.4|39.0 10,000 82.2
F 9.2|3.7 44.4|39.0 20,000 81.4

Table C.2: Summary of investigated charged pion samples for single particle PandoraPFA re-
construction study with centralised beam positions. D corresponds to data samples, Q (F) to
simulation samples based on the QGSP_BERT_HP (FTFP_BERT_HP) physics list. hxi, hyi

and h�xi, h�yi are the mean beam positions and beam position spreads. Nraw is the number of raw
events and Nsel

Nraw

corresponds to the event selection efficiency for the criteria introduced in Section
8.1.2.
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Run Particle Energy Type hxi|hyi h�xi|h�yi Nraw
Nsel

Nraw

[GeV] [mm] [mm] [%]

61342 ⇡
� 10

D 147.0|-46.5 54.2|53.0 96,905 51.5
Q 147.0|-46.5 54.2|53.0 71,000 70.3
F 147.0|-46.5 54.2|53.0 100,000 69.7

70000 ⇡
� 20 Q 150.0|-18.0 50.0|50.0 50,000 78.5

F 150.0|-18.0 50.0|50.0 50,000 77.7

61368 ⇡
� 30

D 168.0|-18.0 52.1|43.3 63,267 69.1
Q 168.0|-18.0 52.1|43.3 60,000 82.0
F 168.0|-18.0 52.1|43.3 60,000 83.7

70001 ⇡
� 40 Q 150.0|-18.0 50.0|50.0 50,000 73.4

F 150.0|-18.0 50.0|50.0 50,000 77.5

70002 ⇡
� 60 Q 150.0|-18.0 50.0|50.0 15,000 78.4

F 150.0|-18.0 50.0|50.0 20,000 79.7

70003 ⇡
� 80 Q 150.0|-18.0 50.0|50.0 20,000 85.9

F 150.0|-18.0 50.0|50.0 20,000 84.8

Table C.3: Summary of investigated charged pion samples for single particle PandoraPFA recon-
struction study with de-centralised beam positions. D corresponds to data samples, Q (F) to
simulation samples based on the QGSP_BERT_HP (FTFP_BERT_HP) physics list. hxi, hyi

and h�xi, h�yi are the mean beam positions and beam position spreads. Nraw is the number of
raw events and Nsel

Nraw

corresponds to the event selection efficiency for the criteria introduced in
Section 8.1.2. Run number series 70000 corresponds to simulation samples with no available beam
test data for the same de-centralised beam positions.
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Appendix C Sample Overview and Quality Validation for PandoraPFA Studies with AHCAL
Prototype Data

Energy Sum [GeV]
0 2 4 6 8 10 12 14 16 18 20

N
or

m
al

iz
ed

 E
nt

rie
s

0

0.01

0.02

0.03

0.04

0.05

0.06 Data Centralised
Entries  50926
Mean    9.701
Std Dev     1.999

Data De-Centralised
Entries  49915
Mean    9.771
Std Dev      2.05
QGSP_BERT_HP Centralised
Entries  67393
Mean    9.548
Std Dev     1.951

QGSP_BERT_HP Centralised
Entries  67393
Mean    9.548
Std Dev     1.951
QGSP_BERT_HP De-Centralised
Entries  49355
Mean     9.42
Std Dev     1.981
FTFP_BERT_HP Centralised

Entries  67576
Mean    9.562
Std Dev     1.963

FTFP_BERT_HP Centralised
Entries  67576
Mean    9.562
Std Dev     1.963
FTFP_BERT_HP De-Centralised
Entries  69680
Mean    9.413
Std Dev      1.98

Data Centralised

Data De-Centralised

QGSP_BERT_HP Centralised

QGSP_BERT_HP De-Centralised

FTFP_BERT_HP Centralised

FTFP_BERT_HP De-Centralised

(a)

Energy Sum [GeV]
0 5 10 15 20 25 30 35 40

N
or

m
al

iz
ed

 E
nt

rie
s

0

0.01

0.02

0.03

0.04

0.05

0.06 Data Centralised
Entries  61009
Mean    18.88
Std Dev     3.934
QGSP_BERT_HP Centralised
Entries  37073
Mean     19.1
Std Dev     4.067

QGSP_BERT_HP Centralised
Entries  37073
Mean     19.1
Std Dev     4.067
QGSP_BERT_HP De-Centralised
Entries  39251
Mean    18.98
Std Dev     4.077
FTFP_BERT_HP Centralised

Entries  36710
Mean    18.83
Std Dev     4.159

FTFP_BERT_HP Centralised
Entries  36710
Mean    18.83
Std Dev     4.159
FTFP_BERT_HP De-Centralised
Entries  38825
Mean    18.67
Std Dev     4.161

Data Centralised

QGSP_BERT_HP Centralised

QGSP_BERT_HP De-Centralised

FTFP_BERT_HP Centralised

FTFP_BERT_HP De-Centralised

(b)

Energy Sum [GeV]
0 10 20 30 40 50 60

N
or

m
al

iz
ed

 E
nt

rie
s

0

0.01

0.02

0.03

0.04

0.05

0.06 Data Centralised
Entries  26663
Mean    28.07
Std Dev     6.256

Data De-Centralised
Entries  43728
Mean    28.17
Std Dev     6.219
QGSP_BERT_HP Centralised
Entries  38301
Mean    28.37
Std Dev     6.219

QGSP_BERT_HP Centralised
Entries  38301
Mean    28.37
Std Dev     6.219
QGSP_BERT_HP De-Centralised
Entries  49210
Mean    28.06
Std Dev     6.201
FTFP_BERT_HP Centralised

Entries  49921
Mean    28.04
Std Dev     6.449

FTFP_BERT_HP Centralised
Entries  49921
Mean    28.04
Std Dev     6.449
FTFP_BERT_HP De-Centralised
Entries  50218
Mean    27.67
Std Dev     6.512

Data Centralised

Data De-Centralised

QGSP_BERT_HP Centralised

QGSP_BERT_HP De-Centralised

FTFP_BERT_HP Centralised

FTFP_BERT_HP De-Centralised

(c)

Energy Sum [GeV]
0 10 20 30 40 50 60 70 80

N
or

m
al

iz
ed

 E
nt

rie
s

0

0.01

0.02

0.03

0.04

0.05

0.06 Data Centralised
Entries  85420
Mean    36.78
Std Dev     8.444
QGSP_BERT_HP Centralised
Entries  35868
Mean    37.21
Std Dev     8.504

QGSP_BERT_HP Centralised
Entries  35868
Mean    37.21
Std Dev     8.504
QGSP_BERT_HP De-Centralised
Entries  36680
Mean       37
Std Dev     8.619
FTFP_BERT_HP Centralised

Entries  35994
Mean    36.99
Std Dev     8.981

FTFP_BERT_HP Centralised
Entries  35994
Mean    36.99
Std Dev     8.981
FTFP_BERT_HP De-Centralised
Entries  38732
Mean    36.79
Std Dev     8.961

Data Centralised

QGSP_BERT_HP Centralised

QGSP_BERT_HP De-Centralised

FTFP_BERT_HP Centralised

FTFP_BERT_HP De-Centralised

(d)

Energy Sum [GeV]
0 20 40 60 80 100 120

N
or

m
al

iz
ed

 E
nt

rie
s

0

0.01

0.02

0.03

0.04

0.05

0.06 Data Centralised
Entries  89917
Mean    54.33
Std Dev     13.29
QGSP_BERT_HP Centralised
Entries  16382
Mean    54.74
Std Dev     13.38

QGSP_BERT_HP Centralised
Entries  16382
Mean    54.74
Std Dev     13.38
QGSP_BERT_HP De-Centralised
Entries  11760
Mean    54.37
Std Dev      13.4
FTFP_BERT_HP Centralised

Entries  16162
Mean    54.92
Std Dev     13.74

FTFP_BERT_HP Centralised
Entries  16162
Mean    54.92
Std Dev     13.74
FTFP_BERT_HP De-Centralised
Entries  15943
Mean    54.55
Std Dev     13.96

Data Centralised

QGSP_BERT_HP Centralised

QGSP_BERT_HP De-Centralised

FTFP_BERT_HP Centralised

FTFP_BERT_HP De-Centralised

(e)

Energy Sum [GeV]
0 20 40 60 80 100 120 140 160

N
or

m
al

iz
ed

 E
nt

rie
s

0

0.01

0.02

0.03

0.04

0.05

0.06 Data Centralised
Entries  68402
Mean    71.44
Std Dev     18.34
QGSP_BERT_HP Centralised
Entries  16458
Mean    72.22
Std Dev     18.09

QGSP_BERT_HP Centralised
Entries  16458
Mean    72.22
Std Dev     18.09
QGSP_BERT_HP De-Centralised
Entries  17172
Mean    71.68
Std Dev     18.13
FTFP_BERT_HP Centralised

Entries  16283
Mean    72.55
Std Dev     18.48

FTFP_BERT_HP Centralised
Entries  16283
Mean    72.55
Std Dev     18.48
FTFP_BERT_HP De-Centralised
Entries  16961
Mean    72.28
Std Dev     18.77

Data Centralised

QGSP_BERT_HP Centralised

QGSP_BERT_HP De-Centralised

FTFP_BERT_HP Centralised

FTFP_BERT_HP De-Centralised

(f)

Figure C.1: Energy sum distributions for centralised and de-centralised selected data and simulation
samples of (a) 10GeV ⇡

�. (b) 20GeV ⇡
�. (c) 30GeV ⇡

�. (d) 40GeV ⇡
�. (e) 60GeV ⇡

�. (f)
80GeV ⇡

�.
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Figure C.2: Number of hits distributions for centralised and de-centralised selected data and sim-
ulation samples of (a) 10GeV ⇡

�. (b) 20GeV ⇡
�. (c) 30GeV ⇡

�. (d) 40GeV ⇡
�. (e) 60GeV

⇡
�. (f) 80GeV ⇡

�.
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Appendix C Sample Overview and Quality Validation for PandoraPFA Studies with AHCAL
Prototype Data
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Figure C.3: Mean longitudinal shower energy profiles for selected centralised and de-centralised
data and simulation samples of (a) 10GeV ⇡

�. (b) 20GeV ⇡
�. (c) 30GeV ⇡

�. (d) 40GeV ⇡
�.

(e) 60GeV ⇡
�. (f) 80GeV ⇡

�.
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Figure C.4: Mean radial shower energy profiles for centralised and de-centralised selected data and
simulation samples of (a) 10GeV ⇡

�. (b) 20GeV ⇡
�. (c) 30GeV ⇡

�. (d) 40GeV ⇡
�. (e)

60GeV ⇡
�. (f) 80GeV ⇡

�.
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Appendix C Sample Overview and Quality Validation for PandoraPFA Studies with AHCAL
Prototype Data

Run Particle Energy Type hxi|hyi h�xi|h�yi Nraw
Nsel

Nraw

[GeV] [mm] [mm] [%]

61312 ⇡
� 10

D 51.22|1.7 53.0|52.8 95,620 53.0
Q 51.22|1.7 53.0|52.8 100,000 69.4
F 51.22|1.7 53.0|52.8 100,000 69.0

61314 ⇡
� 10

D 99.5|1.4 53.5|52.9 191,622 53.8
Q 99.5|1.4 53.5|52.9 100,000 70.5
F 99.5|1.4 53.5|52.9 100,000 70.4

61318 ⇡
� 10

D -88.5|1.1 53.2|52.8 95,402 53.9
Q -88.5|1.1 53.2|52.8 100,000 70.4
F -88.5|1.1 53.2|52.8 100,000 68.9

61334 ⇡
� 10

D 7.1|-46.2 53.1|54.0 95,267 50.8
Q 7.1|-46.2 53.1|54.0 100,000 68.9
F 7.1|-46.2 53.1|54.0 100,000 68.8

61342 ⇡
� 10

D 147.0|-46.5 54.2|53.0 96,905 51.5
Q 147.0|-46.5 54.2|53.0 71,000 70.3
F 147.0|-46.5 54.2|53.0 100,000 69.7

61368 ⇡
� 30

D 168.0|-18.0 52.1|43.3 63,267 69.1
Q 168.0|-18.0 52.1|43.3 60,000 82.0
F 168.0|-18.0 52.1|43.3 60,000 83.7

61373 ⇡
� 30

D 75.0|-18.6 49.6|44.8 53,235 66.8
Q 75.0|-18.6 49.6|44.8 15,000 74.7
F 75.0|-18.6 49.6|44.8 55,000 76.4

61381 ⇡
� 30

D -111.5|-17.7 52.3|44.7 53,915 66.9
Q -111.5|-17.7 52.3|44.7 100,000 73.0
F -111.5|-17.7 52.3|44.7 100,000 77.3

61384 ⇡
� 30

D 30.0|-17.2 48.7|45.0 49,910 53.4
Q 30.0|-17.2 48.7|45.0 50,000 76.6
F 30.0|-17.2 48.7|45.0 60,000 83.2

61260 ⇡
� 60

D 10.0|-3.2 47.1|39.3 133,646 67.3
Q 10.0|-3.2 47.1|39.3 20,000 81.9
F 10.0|-3.2 47.1|39.3 20,000 80.8

Table C.4: Summary of investigated charged pion samples for two particle PandoraPFA recon-
struction study. D corresponds to data samples, Q (F) to simulation samples based on the
QGSP_BERT_HP (FTFP_BERT_HP) physics list. hxi, hyi and h�xi, h�yi are the mean beam
positions and beam position spreads. Nraw are the number of raw events and Nsel

Nraw

corresponds
to the event selection efficiency for the criteria introduced in Section 8.1.2.
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Run Particle Energy Type hxi|hyi h�xi|h�yi Nraw
Nsel

Nraw

[GeV] [mm] [mm] [%]

61264 pseudo-
neutral 10

D 5.2|-1.2 52.1|53.0 102,073 49.9
Q 5.2|-1.2 52.1|53.0 100,000 67.4
F 5.2|-1.2 52.1|53.0 100,000 67.6

61312 pseudo-
neutral 10

D 51.22|1.7 53.0|52.8 95,620 53.0
Q 51.22|1.7 53.0|52.8 100,000 69.4
F 51.22|1.7 53.0|52.8 100,000 69.0

61314 pseudo-
neutral 10

D 99.5|1.4 53.5|52.9 191,622 53.8
Q 99.5|1.4 53.5|52.9 100,000 70.5
F 99.5|1.4 53.5|52.9 100,000 70.4

61318 pseudo-
neutral 10

D -88.5|1.1 53.2|52.8 95,402 53.9
Q -88.5|1.1 53.2|52.8 100,000 70.4
F -88.5|1.1 53.2|52.8 100,000 68.9

61320 pseudo-
neutral 10

D -88.3|1.1 53.1|52.9 94,715 74.2
Q -88.3|1.1 53.1|52.9 25,000 67.6
F -88.3|1.1 53.1|52.9 50,000 73.3

61322 pseudo-
neutral 10

D -135.1|1.7 53.8|52.6 64,832 73.9
Q -135.1|1.7 53.8|52.6 100,000 70.7
F -135.1|1.7 53.8|52.6 100,000 71.2

61331 pseudo-
neutral 10

D -40.2|46.5 53.0|53.4 109,343 74.4
Q 40.2|46.5 53.0|53.4 100,000 72.9
F 40.2|46.5 53.0|53.4 100,000 72.3

61333 pseudo-
neutral 10

D 6.8|-46.4 52.8|53.6 97,582 74.7
Q 6.8|-46.4 52.8|53.6 50,000 67.3
F 6.8|-46.4 52.8|53.6 30,000 67.9

61334 pseudo-
neutral 10

D 7.1|-46.2 53.1|54.0 95,267 50.8
Q 7.1|-46.2 53.1|54.0 100,000 68.9
F 7.1|-46.2 53.1|54.0 100,000 68.8

61342 pseudo-
neutral 10

D 147.0|-46.5 54.2|53.0 96,905 51.5
Q 147.0|-46.5 54.2|53.0 71,000 70.3
F 147.0|-46.5 54.2|53.0 100,000 69.7

Table C.5: Summary of pseudo-neutral hadron samples generated from charged pions for two
particle PandoraPFA reconstruction study. D corresponds to data samples, Q (F) to simulation
samples based on the QGSP_BERT_HP (FTFP_BERT_HP) physics list. hxi, hyi and h�xi, h�yi

are the mean beam positions and beam position spreads. Nraw are the number of raw events and
Nsel

Nraw

corresponds to the event selection efficiency for the criteria introduced in Section 8.1.2.
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Appendix C Sample Overview and Quality Validation for PandoraPFA Studies with AHCAL
Prototype Data
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Figure C.5: Calorimetric observable distributions and mean energy profiles for centralised and de-
centralised selected data and simulation samples of generated 10GeV pseudo-neutral hadrons: (a)
Energy sum. (b) Number of shower hits. (c) Longitudinal profile. (d) Radial profile.
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Radial Distance Bin Type Nevents Nevents

(10GeV + 10GeV) (10GeV + 30GeV)

0mm�

25mm

D 13,632 43,334
Q 9,253 67,639
F 8,672 48,981

50± 25mm

D 80,492 34,354
Q 66,445 64,283
F 62,491 67,435

100± 25mm

D 81,746 39,936
Q 101,716 93779
F 96,748 101,792

150± 25mm

D 67,912 54,730
Q 102,732 91,882
F 101,294 104,858

200± 25mm

D 63,304 67,949
Q 84,923 76,572
F 86,152 91,326

250± 25mm

D 60,925 53,766
Q 62,947 53,812
F 65,949 67,840

300± 25mm

D 46,908 22,224
Q 39,775 30,849
F 43,804 40,208

Table C.6: Number of events in radial shower distance bins for investigated two particle event sce-
narios of overlaid pseudo-neutral (10GeV) and charged pion showers (10GeV or 30GeV) for gen-
erated data (D) and simulation samples (Q and F for QGSP_BERT_HP and FTFP_BERT_HP
physics lists).
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Appendix C Sample Overview and Quality Validation for PandoraPFA Studies with AHCAL
Prototype Data
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Figure C.6: Mean energy sum of overlaid particles sorted into respective radial shower distance
bins for different overlay scenarios of AHCAL prototype data and simulation: (a) Pseudo-neutral
hadrons (b) Charged pions.
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Figure C.7: RMS energy sum of overlaid particles sorted into respective radial shower distance
bins for different overlay scenarios of AHCAL prototype data and simulation: (a) Pseudo-neutral
hadrons (b) Charged pions.

188



Radial Shower Distance [mm]
0 50 100 150 200 250 300

 [G
eV

]
0

M
ea

n9
0 

C
al

or
im

et
er

 E
ne

rg
y 

h

5

10

15

20

25

30

35

40

45 -π + 10 GeV 0Data 10 GeV h
-π + 30 GeV 0Data 10 GeV h

-π + 10 GeV 0QGSP_BERT_HP 10 GeV h
-π + 30 GeV 0QGSP_BERT_HP 10 GeV h

-π + 10 GeV 0FTFP_BERT_HP 10 GeV h
-π + 30 GeV 0FTFP_BERT_HP 10 GeV h

(a)

Radial Shower Distance [mm]
0 50 100 150 200 250 300

 [G
eV

]
- π

M
ea

n9
0 

C
al

or
im

et
er

 E
ne

rg
y 

5

10

15

20

25

30

35

40

45 -π + 10 GeV 0Data 10 GeV h
-π + 30 GeV 0Data 10 GeV h

-π + 10 GeV 0QGSP_BERT_HP 10 GeV h
-π + 30 GeV 0QGSP_BERT_HP 10 GeV h

-π + 10 GeV 0FTFP_BERT_HP 10 GeV h
-π + 30 GeV 0FTFP_BERT_HP 10 GeV h

(b)

Figure C.8: Mean90 energy sum of overlaid particles sorted into respective radial shower distance
bins for different overlay scenarios of AHCAL prototype data and simulation: (a) Pseudo-neutral
hadrons (b) Charged pions.
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Figure C.9: RMS90 of energy sum of overlaid particles sorted into respective radial shower distance
bins for different overlay scenarios of AHCAL prototype data and simulation: (a) Pseudo-neutral
hadrons (b) Charged pions.
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Figure C.10: Energy sum spectra of data and simulation events sorted into radial distance bin
0�25mm for two particle event scenarios: (a) 10GeV pseudo-neutral hadron + 10GeV charged
pion. (b) 10GeV pseudo-neutral hadron + 10GeV charged pion. (c) 10GeV pseudo-neutral
hadron + 30GeV charged pion. (d) 10GeV pseudo-neutral hadron + 30GeV charged pion.
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Figure C.11: Energy sum spectra of data and simulation events sorted into radial distance bin
50± 25mm for two particle event scenarios: (a) 10GeV pseudo-neutral hadron + 10GeV

charged pion. (b) 10GeV pseudo-neutral hadron + 10GeV charged pion. (c) 10GeV pseudo-
neutral hadron + 30GeV charged pion. (d) 10GeV pseudo-neutral hadron + 30GeV charged
pion.
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Figure C.12: Energy sum spectra of data and simulation events sorted into radial distance bin
100± 25mm for two particle event scenarios: (a) 10GeV pseudo-neutral hadron + 10GeV

charged pion. (b) 10GeV pseudo-neutral hadron + 10GeV charged pion. (c) 10GeV pseudo-
neutral hadron + 30GeV charged pion. (d) 10GeV pseudo-neutral hadron + 30GeV charged
pion.
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Figure C.13: Energy sum spectra of data and simulation events sorted into radial distance bin
150± 25mm for two particle event scenarios: (a) 10GeV pseudo-neutral hadron + 10GeV

charged pion. (b) 10GeV pseudo-neutral hadron + 10GeV charged pion. (c) 10GeV pseudo-
neutral hadron + 30GeV charged pion. (d) 10GeV pseudo-neutral hadron + 30GeV charged
pion.
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Figure C.14: Energy sum spectra of data and simulation events sorted into radial distance bin
200± 25mm for two particle event scenarios: (a) 10GeV pseudo-neutral hadron + 10GeV

charged pion. (b) 10GeV pseudo-neutral hadron + 10GeV charged pion. (c) 10GeV pseudo-
neutral hadron + 30GeV charged pion. (d) 10GeV pseudo-neutral hadron + 30GeV charged
pion.
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Figure C.15: Energy sum spectra of data and simulation events sorted into radial distance bin
250± 25mm for two particle event scenarios: (a) 10GeV pseudo-neutral hadron + 10GeV

charged pion. (b) 10GeV pseudo-neutral hadron + 10GeV charged pion. (c) 10GeV pseudo-
neutral hadron + 30GeV charged pion. (d) 10GeV pseudo-neutral hadron + 30GeV charged
pion.
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Figure C.16: Energy sum spectra of data and simulation events sorted into radial distance bin
300± 25mm for two particle event scenarios: (a) 10GeV pseudo-neutral hadron + 10GeV

charged pion. (b) 10GeV pseudo-neutral hadron + 10GeV charged pion. (c) 10GeV pseudo-
neutral hadron + 30GeV charged pion. (d) 10GeV pseudo-neutral hadron + 30GeV charged
pion.
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D Additional Plots: Two Particle
PandoraPFA Studies with AH-
CAL Prototype Data
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Figure D.1: Difference of neutral PFO energy sum and input neutral calorimetric energy sum for
data and simulations samples of overlaid 0 � 25mm radial distance: (a) 10GeV pseudo-neutral
hadron + 10GeV charged pion. (b) 10GeV pseudo-neutral hadron + 30GeV charged pion.
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Figure D.2: Difference of neutral PFO energy sum and input neutral calorimetric energy sum for
data and simulations samples of overlaid 25 � 75mm radial distance: (a) 10GeV pseudo-neutral
hadron + 10GeV charged pion. (b) 10GeV pseudo-neutral hadron + 30GeV charged pion.
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(b)

Figure D.3: Difference of neutral PFO energy sum and input neutral calorimetric energy sum for
data and simulations samples of overlaid 75� 125mm radial distance: (a) 10GeV pseudo-neutral
hadron + 10GeV charged pion. (b) 10GeV pseudo-neutral hadron + 30GeV charged pion.
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Figure D.4: Difference of neutral PFO energy sum and input neutral calorimetric energy sum for
data and simulations samples of overlaid 125�175mm radial distance: (a) 10GeV pseudo-neutral
hadron + 10GeV charged pion. (b) 10GeV pseudo-neutral hadron + 30GeV charged pion.
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Figure D.5: Difference of neutral PFO energy sum and input neutral calorimetric energy sum for
data and simulations samples of overlaid 175�225mm radial distance: (a) 10GeV pseudo-neutral
hadron + 10GeV charged pion. (b) 10GeV pseudo-neutral hadron + 30GeV charged pion.
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Figure D.6: Difference of neutral PFO energy sum and input neutral calorimetric energy sum for
data and simulations samples of overlaid 225�275mm radial distance: (a) 10GeV pseudo-neutral
hadron + 10GeV charged pion. (b) 10GeV pseudo-neutral hadron + 30GeV charged pion.
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Figure D.7: Difference of neutral PFO energy sum and input neutral calorimetric energy sum for
data and simulations samples of overlaid 275�325mm radial distance: (a) 10GeV pseudo-neutral
hadron + 10GeV charged pion. (b) 10GeV pseudo-neutral hadron + 30GeV charged pion.
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(a) (b)

(c) (d)

Figure D.8: Difference of neutral PFO energy sum and input neutral calorimetric energy sum
for data and simulations samples of overlaid pseudo neutral hadron and charged pion shower at
different distances: (a) 10GeV + 10GeV at 50mm. (b) 10GeV + 10GeV at 300mm distance. (c)
10GeV + 30GeV at 50mm. (d) 10GeV + 30GeV at 300mm for combined CALICE SiW-ECAL
+ AHCAL 2007 prototype studies [156].
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Appendix D Additional Plots: Two Particle PandoraPFA Studies with AHCAL Prototype Data
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(b)

Figure D.9: Mean difference of neutral PFO energy sum and input neutral calorimetric energy
sum over radial shower distance for data and simulation samples of (a) CALICE SiW-ECAL +
AHCAL 2007 prototype studies [156]. (b) AHCAL prototype studies.
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Figure D.10: RMS for difference of neutral PFO energy sum and input neutral calorimetric energy
sum over radial shower distance for data and simulation samples of (a) CALICE SiW-ECAL +
AHCAL 2007 prototype studies [156]. (b) AHCAL prototype studies.
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Figure D.11: Mean hit reconstruction efficiency (a) and purity (b) for 10GeV pseudo-neutral
hadrons in the vicinity of 10GeV or 30GeV charged pion showers over radial shower distance for
investigated beam test and simulation samples.
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Figure D.12: Mean hit reconstruction efficiency (a) and purity (b) for 10GeV or 30GeV charged
pion showers in the vicinity of 10GeV pseudo-neutral hadrons over radial shower distance for
investigated beam test and simulation samples.
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Appendix D Additional Plots: Two Particle PandoraPFA Studies with AHCAL Prototype Data

(a) (b)

Figure D.13: Mean confusion matrices normalised to total two particle event energy for data samples
of 10GeV pseudo-neutral hadrons overlaid with 30GeV charged pion showers at radial distance:
(a) 0� 25mm (b) 275� 325mm
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(b)

Figure D.14: Mean absolute double counted charged confusion energy over radial shower distance
for data and simulation samples with shower start difference of pseudo-neutral hadron and charged
pion (a) < 10 layers. (b) � 10 layers.
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Figure D.15: Mean absolute lost neutral confusion energy over radial shower distance for data and
simulation samples with shower start difference of pseudo-neutral hadron and charged pion (a) <

10 layers. (b) � 10 layers.
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Appendix D Additional Plots: Two Particle PandoraPFA Studies with AHCAL Prototype Data
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Figure D.16: Mean absolute confusion type difference of double counted charged and lost neutral
confusion energy for 10GeV pseudo-neutral hadrons in the vicinity of 10GeV (a) or 30GeV (b)
charged pion showers over radial shower distance for data and simulation samples with shower
start difference of pseudo-neutral hadron and charged pion < 10 layers (ST Difference < 10) and
� 10 layers (ST Difference >= 10).
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Figure D.17: Mean fraction of confusion energy in two particle events for 10GeV pseudo-neutral
hadrons in the vicinity of 10GeV (a) or 30GeV (b) charged pion showers over radial shower
distance for data and simulation samples with shower start difference of pseudo-neutral hadron
and charged pion < 10 layers (ST Difference < 10) and � 10 layers (ST Difference >= 10).
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E Additional Plots and Tables: Stud-
ies of Different PandoraPFA Set-
tings and Hit Energy Thresholds
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Figure E.1: Mean fraction of correct energy in event over di-jet energy of simulated uds ILD di-jet
events for different PandoraPFA algorithm settings: (a) Neutral energy. (b) Charged energy.

209



Appendix E Additional Plots and Tables: Studies of Different PandoraPFA Settings and Hit
Energy Thresholds

(a) (b)

Figure E.2: Confusion matrices showing mean fraction of confused and correctly reconstructed
event energy for simulated 500GeV ILD di-jet events reconstructed with: (a) PandoraPFA default
settings. (b) PandoraPFA no re-clustering settings. Labels correspond to type of hadron.
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Figure E.3: Confusion parameters over AHCAL two particle data event scenarios for different
PandoraPFA algorithm settings: (a) Mean absolute difference of double counted charged and lost
neutral confusion energy. (b) Mean fraction of confusion energy in events.
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Calibration Constant Parameter

EcalBarrelMip 0.0001575
EcalEndcapMip 0.0001575
EcalRingMip 0.0001575

HcalBarrelMip 0.0004925
HcalEndcapMip 0.0004725
HcalRingMip 0.0004875

EcalBarrelEnergyFactors 0.006352 0.01290
EcalEndcapEnergyFactors 0.006722 0.01365
EcalRingEnergyFactors 0.006654 0.01352

HcalBarrelEnergyFactors 0.02878
HcalEndcapEnergyFactors 0.02858
HcalRingEnergyFactors 0.03499

MuonCalibration 56.7
PandoraEcalToMip 153.8460
PandoraHcalToMip 37.1747
PandoraMuonToMip 10.5263

PandoraSoftwareCompensationWeights 1.5912 -0.02819 0.0002506
-0.04242 0.0003351 -2.061e-05

0.1486 0.1996 -0.06972

Table E.1: ILD default constants for detector model ILD_l5_o1_v02 not affected by increased hit
energy thresholds on PandoraPFA level. Given values are rounded for tabular listing.
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Figure E.4: Mean fraction of correct energy in event over di-jet energy of simulated ILD di-jet
events for different hit energy thresholds: (a) Neutral energy. (b) Charged energy.
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