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Digital and Physical Phantoms for
Image-guided Interventions

With recent advances in Deep Learning, the need for labeled training data in medi-
cal imaging has increased. However, due to privacy laws and because annotation by
medical experts is time-consuming, labeled training data are scarce. In this work,
digital and physical phantom data is introduced to overcome this data shortage.
The phantoms are used to develop image processing algorithms and to validate in-
terventional workflows with a focus on liver interventions. Digital phantom data
is used to develop image registration algorithms and a deep learning computed to-
mography (CT) reconstruction for the mitigation of metal artifacts. Furthermore,
physical phantoms are manufactured for the validation of robotic needle guidance
systems and to optimize interventional imaging protocols.

In the first part of this thesis, a synthesis framework for multimodal abdominal im-
age data is presented. The generated CT, cone beam CT (CBCT), and magnetic
resonance imaging (MRI) dataset is inherently registered and was used to optimize
registration algorithms. Compared to real patient data, the synthetic data showed
good agreement regarding the image voxel intensity distribution and the noise char-
acteristics.

In the second part, an end-to-end deep learning CT reconstruction technique called
iCTU-Net is developed for metal artifact reduction. The network was trained with
simulated metal artifact data obtained from a data generation system that was
developed in this work. The iCTU-Net was the only investigated method that was
able to eliminate metal artifacts. For projection data exhibiting severe artifacts,
the iCTU-Net achieved reconstructions with SSIM = 0.970 + 0.009 and PSNR =
40.7 + 1.6. The best reference method, an image based post-processing network,
only achieved SSIM = 0.944 + 0.024 and PSNR = 39.8 + 1.9.

The third and fourth part focus on the manufacturing of physical phantoms for
the validation of interventional workflows. An abdominal phantom incorporating a
liver and six liver lesions with varying visibility in CT and MRI was manufactured
to validate a standardized oligometastatic disease (OMD) diagnosis workflow. The
workflow includes multimodal image acquisition, image segmentation and registra-
tion, and robotically assisted liver biopsy. Using similar materials and a similar
manufacturing process, a pelvis phantom with a prostate and four prostate lesions
was manufactured. The pelvis phantom was used to perform an MRI-guided prostate
biopsy using an MRI-compatible robotic system for needle guidance.

The presented work enables the creation of phantom data for the development and
validation of a plethora of medical imaging applications. Algorithms for multimodal
image registration and CT image reconstruction were successfully developed and
physical abdomen and pelvis phantoms for image-guided interventions were man-
ufactured. While the focus of this work was on liver interventions, the presented
frameworks can readily be adapted to other body regions.
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Digitale und Physische Phantome fiir
Bildgestiitzte Interventionen

Mit den jiingsten Fortschritten im Bereich Deep Learning ist der Bedarf an an-
notierten Trainingsdaten in der medizinischen Bildgebung gestiegen. Aufgrund
von Datenschutzgesetzen und weil die Annotation durch medizinische Experten
zeitaufwindig ist, sind annotierte Trainingsdaten jedoch rar. In dieser Arbeit wer-
den digitale und physische Phantomdaten eingefiihrt, um diesen Datenmangel zu
iiberwinden. Die Phantome werden zur Entwicklung von Bildverarbeitungsalgo-
rithmen und zur Validierung interventioneller Arbeitsablaufe verwendet, wobei der
Schwerpunkt auf Eingriffen an der Leber liegt. Digitale Phantomdaten werden zur
Entwicklung von Bildregistrierungsalgorithmen und einer Deep Learning Computer-
tomographie (CT) Rekonstruktion zur Abschwéchung von Metallartefakten verwen-
det. Dariiber hinaus werden physische Phantome zur Validierung von robotischen
Nadelfithrungssystemen und zur Optimierung von interventionellen Bildgebungspro-
tokollen hergestellt.

Im ersten Teil dieser Arbeit wird ein Framework fiir die Synthese von abdominalen
Bilddaten vorgestellt. Der generierte CT, Cone Beam CT (CBCT) und Magnetres-
onanztomographie (MRI) Datensatz ist inhérent registriert und wurde zur Opti-
mierung von Registrierungsalgorithmen verwendet. Im Vergleich zu echten Patien-
tendaten zeigten die synthetischen Daten eine gute Ubereinstimmung hinsichtlich
der Intensitétsverteilung der Bildvoxel und der Rauschcharakteristik.

Im zweiten Teil wird eine End-to-End Deep Learning CT-Rekonstruktionstechnik
namens iCTU-Net zur Reduzierung von Metallartefakten entwickelt. Das Netzwerk
wurde mit simulierten Metallartefaktdaten trainiert, die von einem in dieser Ar-
beit entwickelten Datenerstellungssystem stammen. Das iCTU-Net war die einzige
untersuchte Methode, die in der Lage war, Metallartefakte zu eliminieren. Bei Pro-
jektionsdaten mit erheblichen Artefakten erzielte das iCTU-Netz Rekonstruktionen
mit SSIM = 0,970 £+ 0,009 und PSNR = 40,7 £+ 1,6. Die beste Referenzmethode,
ein bildbasiertes Post-Processing-Netzwerk, erreichte nur SSIM = 0,944 +0, 024 und
PSNR = 39,8 £1,9.

Der dritte und vierte Teil befasst sich mit der Herstellung physischer Phantome
fiir die Validierung von interventionellen Arbeitsablaufen. Zur Validierung eines
standardisierten Arbeitsablaufs fiir die Diagnose oligometastatischer Erkrankun-
gen (OMD) wurde ein abdominales Phantom hergestellt, das eine Leber und sechs
Leberldsionen mit unterschiedlicher Sichtbarkeit in CT und MRI enthélt. Der Ar-
beitsablauf umfasst eine multimodale Bildaufnahme, Bildsegmentierung und -regis-
trierung sowie eine robotergestiitzte Leberbiopsie. Unter Verwendung dhnlicher Ma-
terialien und eines dhnlichen Herstellungsprozesses wurde ein Beckenphantom mit
einer Prostata und vier Prostataldsionen hergestellt. Das Beckenphantom wurde zur
Durchfithrung einer MRI-gestiitzten Prostatabiopsie unter Verwendung eines MRI-
kompatiblen Robotersystems zur Nadelfiihrung verwendet.

Die vorgestellte Arbeit ermoglicht die Erstellung von Phantomdaten fiir die En-
twicklung und Validierung einer Vielzahl von medizinischen Bildgebungsanwendun-
gen. Es wurden erfolgreich Algorithmen fiir multimodale Bildregistrierung und CT-
Bildrekonstruktion entwickelt und physische Abdomen- und Beckenphantome fiir



VIiI

bildgesteuerte Eingriffe hergestellt. Auch wenn der Schwerpunkt dieser Arbeit auf
Eingriffen an der Leber lag, lassen sich die vorgestellten Konzepte problemlos auf
andere Korperregionen iibertragen.
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1. Introduction and Outline

1.1 Motivation

Metastasis is the spread of tumor cells from a primary tumor to a distant site
via the circulatory system [1]. It is the main difficulty in treating cancer and is
responsible for up to 90% of cancer-related deaths [2]. The liver is a frequent site
for metastases, and liver metastases are more common than primary hepatic tumors
[3]. Liver metastases originate from cancers of the gastrointestinal tract, breast,
and prostate, as well as neuroendocrine tumors, and sarcomas [4]. Metastatic liver
disease is a life-threatening condition with poor life expectancy and prognosis [5].
With palliative treatment methods, local tumor control is possible and survival
can be substantially improved [6]. When the number of lesion foci and lesions is
small, the disease is referred to as oligometastatic disease (OMD). In this case,
local ablative treatment approaches promise improved disease control and clinical
outcome [7]. Interventional image guidance using computed tomography (CT), cone
beam CT (CBCT), magnetic resonance imaging (MRI), or ultrasound (US) allows
to target metastasis in percutaneous ablations. Improvements in imaging techniques
have enabled comprehensive detection and reliable delineation of metastases, which
is critical for the application of local treatment [8].

This work was conducted as a part of the research campus “Mannheim Molecular In-
tervention Environment” (M?OLIE). M?OLIE aims to improve the clinical outcome
for patients with OMD. Morphological, molecular, and functional information about
the metastases is collected for diagnosis, allowing patient-specific treatment plan-
ning and minimally invasive local treatment. This is achieved by deploying novel
image processing techniques and robotic systems to support biopsies. The focus
of M20OLIE is on the treatment of liver metastases, but focal therapy for prostate
cancer is also of interest.

The development of techniques for image processing often depends on the availabil-
ity of suitable data. With the recent advances in deep learning, the need for labeled
training data increased [9]. However, labeled training data is scarce in medical im-
age analysis [10]. Reasons include privacy laws and the time- and labor-intensive
labeling of data that requires medical experts. This lack of data can be addressed
with digital phantom data. They can be used to develop and validate image pro-
cessing methods, for example, for image registration or CT metal artifact reduction,
for which obtaining suitable patient data is particularly difficult. Registration algo-
rithms are needed to fuse multimodal image information. To assess the quality of
registration algorithms, multimodal ground truth data is necessary. Due to internal
patient motion and non-reproducible patient positioning, this ground truth is usu-
ally not available [11]. The visibility of metastases during surgery is often affected
by metal artifacts caused by metallic instruments or contrast agents [12]. To train
deep learning networks for the reduction of CT metal artifacts, pairs of metal-free
and corresponding metal-affected data are needed. This can only be achieved with
simulated data or with phantom measurements.

Physical phantoms, on the other hand, are useful for the development of interven-
tional workflows. In addition to the intervention itself, these workflows also include
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patient positioning, image acquisition, and image processing. The phantoms are es-
pecially suited for needle-based interventions such as biopsies or ablation techniques
[13]. Physical phantoms are useful to develop imaging protocols and to validate
robotic navigation systems before moving on to clinical studies. This allows to rule
out safety concerns, and to fine tune the systems. Users of the navigation systems
additionally gain experience and thus further increase safety and decrease proce-
dure time. However, the results of phantom measurements can only be transferred
to patients to a limited extent, since the similarity between phantoms and patients
is often not sufficient.

The aim of this thesis is to develop phantoms for image-guided interventional ap-
plications. Digital phantom data are used for the development of image processing
techniques. To overcome data shortage in the development of image registration
algorithms, a CycleGAN network architecture is used to generate a multimodal syn-
thetic dataset. Similarly, metal artifacts are simulated in CT phantom data to serve
as training data for an end-to-end deep learning CT reconstruction for the miti-
gation of metal artifacts. Physical phantoms are used to validate robotic needle
guidance systems and to optimize interventional imaging protocols. A liver and a
pelvis phantom are designed and manufactured and robotically assisted biopsies are
performed under CBCT- and MRI-guidance, respectively.

1.2 Outline

This thesis is written cumulatively. In Chapter 3 and Chapter 4, digital phantoms
are used to develop image processing and image reconstruction algorithms. The
manufacturing process of physical phantoms for interventional imaging is described
in Chapter 5 and Chapter 6. Each of these four chapters is a self-contained scientific
study.

In Chapter 2, the theoretical background relevant for this thesis is introduced. First,
an overview of the basics of MRI and CT is provided. Next, the deep learning
fundamentals that are used in the studies in Chapter 3 and Chapter 4 are presented.
Finally, the additive manufacturing techniques used to produce the phantoms in
Chapter 5 and Chapter 6 are introduced.

In Chapter 3, a framework for the synthesis of a realistic abdominal image dataset
is presented. This multimodal CT, CBCT, and MRI dataset is inherently registered
and thus serves as a registration ground truth. Because organ masks are automati-
cally provided in the framework, it additionally serves as a ground truth for image
segmentation.

In Chapter 4, an end-to-end deep learning CT reconstruction technique for the
reduction of metal artifacts is developed. The network is trained with simulated
interventional phantom data of the abdomen. The data generation pipeline enables
targeted placement of metal objects in specific anatomies. Beam hardening and
noise are accurately modelled, resulting in the generation of realistic metal artifacts.

In Chapter 5, a standardized workflow for the diagnosis of OMD is proposed. An
abdominal phantom is manufactured to validate the whole workflow, including mul-
timodal image acquisition, image segmentation and registration, and robotically
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assisted liver biopsy. The phantom incorporates a liver and six liver lesions with
varying visibility in CT and MRI.

In Chapter 6, the manufacturing process of a pelvis phantom is described. The
phantom has a hollow rectum that allows transrectal access to a prostate with four
prostate lesions. An in-bore MRI-guided biopsy (MRGB) is performed aided by an
MRI-compatible remote controlled manipulator (RCM).

Chapter 7 provides a general summary of this thesis and summaries of the four
presented studies from Chapter 3 to Chapter 6.

In Chapter 8, future plans of the presented work are discussed.

1.3 Citation of Previous Publications

Several chapters of this thesis have already been published or are currently submitted
for publication. The citations for these chapters are:

Chapter 3: D. F. Bauer, T. Russ, B. I. Waldkirch, C. Tonnes, W. P. Segars, L. R.
Schad, F. G. Zollner and A.-K. Golla. Generation of annotated multimodal ground
truth datasets for abdominal medical image registration. International Journal of
Computer Assisted Radiology and Surgery, 16, pp.1277-1285, doi: 10.1007/s11548-
021-02372-7, 2021.

Chapter 4: D. F. Bauer, C. Ulrich, T. Russ, A.-K. Golla, L. R. Schad and F. G.
Zollner. End-to-End Deep Learning CT Image Reconstruction for Metal Artifact
Reduction. Applied Sciences, 12(1), 404, doi: 10.3390/app12010404, 2022.

Chapter 5: D. F. Bauer, J. Rosenkranz, A.-K. Golla, C. Ténnes, I. Hermann, T.
Russ, G. Kabelitz, A. J. Rothfuss, L. R. Schad, J. L. Stallkamp and F. G. Zoll-
ner. Development of an abdominal phantom for the validation of an oligometastatic
disease diagnosis workflow. Under review (submitted 19.05.2021).

Chapter 6: D. F. Bauer, A. Adlung, I. Brumer, A.-K. Golla, T. Russ, E. Oelschlegel,
F. Tollens, S. Clausen, P. Aumiiller, L. R. Schad, D. Norenberg and F. G. Zollner.
An anthropomorphic pelvis phantom for MR-guided prostate interventions. Mag-
netic Resonance in Medicine, 87(3), pp.1605-1612, doi: 10.1002/mrm.29043, 2021.
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2. Theoretical Background

2.1 Medical Imaging

Medical imaging methods can be used to obtain morphological and functional in-
formation for the diagnosis of diseases. They can also be used for image-guidance
during treatment. In this section, the basics of C'T and MR imaging are introduced.
These tomographic methods provide superposition free cross sections of an imaged
object.

2.1.1 Magnetic Resonance Imaging

Certain atomic nuclei have a property called spin, which induces a magnetic moment
[14]. Hydrogen MRI is the clinical standard because hydrogen is abundant in the
human body. The nucleus of a hydrogen nuclei consists of a single proton and thus
acts like a dipole magnet with a spin quantum number of 1/2. If the nuclei are
placed inside a strong external magnetic field By, they will precess around an axis
along the magnetic field at the Larmor frequency wy:

wo = By, (2.1)

with the gyromagnetic ratio v. The magnetic moments of the protons statistically
align themselves either parallel or anti-parallel to the direction of the external mag-
netic field. At room temperature, the number protons in the lower-energy (parallel)
state slightly exceed the number of protons in the anti-parallel state. For a large
number of hydrogen atoms, this results in a considerable net magnetization parallel
to the field. This longitudinal magnetization can be perturbed by application of a
radio frequency pulse and the resultant signal can be measured with a receiving coil.
The resulting transverse magnetization is rotating with the Larmor frequency and
induces a measurement signal in a receiving coil. After excitation, the magnetization
returns back to its equilibrium state through various relaxation processes. The T}
relaxation is the exponential recovery of the longitudinal magnetization M,:

t

M.(t) = M.o — (Mag — M.(0)) e 7, (2.2)

where M, is the initial longitudinal magnetization before the pulse and 7T is a
tissue-specific time constant that characterizes the relaxation. The T5 relaxation is
the loss of phase coherence in the transverse plane. After the application of the
radio frequency pulse, the transversal magnetization M, , decays according to:

M, ,(t) = M, ,(0) ¢ T2, (2.3)

where M, ,(0) is the transversal magnetization after the pulse was applied and all
the spins are still in phase. T, is a tissue-specific time constant that character-
izes the relaxation without taking field inhomogeneities into account. The contrast
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Figure 2.1: Generation of X-rays. (a) Schematic drawing of an X-ray tube.
(b) X-ray spectrum with a tube peak voltage of 100kVp and 1 mm aluminium
filtration.

between tissues in MRI is determined by the signal intensities, which in turn are
mainly dependent on the 77 and T, relaxation times. An image where the tissue
contrast is mainly due to differences in T3 is called a T1-weighted (T1w) image. The
same applies for T, and Ty-weighted imaging. For the spatial localization of the
MRI signal, magnetic field gradients are required. Linear gradients are applied in
three orthogonal directions and the three dimensions are localized via slice-selection,
phase-encoding, and frequency-encoding.

2.1.2 Computed Tomography

A CT scanner consists of an X-ray tube and a detector array placed in a gantry.
A schematic of an X-ray tube is shown in Figure 2.1 (a). A small voltage of about
10V is applied to a filament inside the vacuum tube. The resulting current heats
the filament, which then emits electrons through thermionic emission. The filament
acts as a cathode and the electrons are accelerated towards an anode inside the
tube. In CT imaging, typical tube voltages to accelerate the electrons range from
about 70kV to 140kV [15]. The electrons are decelerated when they collide with
the anode material and the lost kinetic energy is emitted again as photons, the
so-called bremsstrahlung. About 99% of the energy is converted to heat when the
electrons collide with the anode material. Only about 1% of the energy is emitted
as bremsstrahlung and characteristic X-rays. Bremsstrahlung is produced by the
deceleration of electrons scattered from positively charged atomic nuclei of the anode.
Characteristic X-ray radiation is emitted when a bound electron gets ejected from
the inner hull of an anode atom after getting struck by an incident electron. The
vacancy in the inner shell is filled with an outer shell electron and a photon with an
energy equivalent to the energy difference of the low and high states is emitted. The
resulting X-ray energy spectrum consists of a continuous bremsstrahlung component
and discrete lines of characteristic radiation. Low-energy photons in the spectrum
are undesirable because they are mostly absorbed in the patient. Therefore, they
would only increase the radiation exposure to patients without contributing to the
measured signal. To filter out the low-energy photons, materials such as aluminum
or tin are placed in the path of the beam at the front of the tube. The attenuation of
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X-ray beams is generally higher for low energies, therefore, proportionally more low-
energy photons are absorbed in the filter than high-energy photons. In Figure 2.1
(b) a spectrum obtained with a tube peak voltage of 100kVp and 1 mm aluminium
filtration is shown. The maximum energy of an X-ray spectrum is determined by
the used tube voltage according to

E=e-U, (2.4)

where e is the elementary charge and U the tube voltage. After the X-rays leave the
tube, some of the radiation passes through the patient and some is attenuated.

The dominant photon-matter interactions at photon energies used in CT are the
photoelectric effect and Compton scattering. The photoelectric effect describes the
complete absorption of a photon when it interacts with an electron bound in an
atom. The photon transfers all of its energy to the electron and vanishes. The
electron is ejected from the shell of the atom. In Compton scattering, a photon
collides with a loosely bound electron and loses some of its energy. The photon is
not absorbed in this process, but it changes its direction. Both interactions lead to
a reduction of the X-ray beam intensity. The initial intensity I, of a monoenergetic
X-ray beam is exponentially attenuated according to Lambert-Beer’s law:

I = [ye~ Jr@vds, (2.5)

where the spatial dependent attenuation coefficient p(z,y) is integrated along a
beam path s. The extension of the Lambert-Beer’s law for polyenergetic beams can
be seen in equation Equation 4.1. In CT imaging, a set of line integrals are measured
with a detector array behind the patient:

p=—In (é) - / u(z,y) ds. (2.6)

For a CT scan, the X-ray tube and detector are rotated around the patient, and
multiple X-ray projection measurements from different angles are acquired. At least
180° of data are needed to reconstruct a CT image. The line integrals from different
angles are gathered in so-called sinograms. Examples of the sinogram representation
of projection data are shown in Figure 4.3. The goal of a CT reconstruction is to
recover the spatial distribution of attenuation coefficients p(x,y) from the sinogram
data. In practice, the radiodensity of CT voxels is given in the Hounsfield scale.
Following linear transformation is used to transform attenuation coefficients into
CT-numbers:

CT-number (u) = B Hwater ) HU, (2.7)
Hwater

where fiwater 18 the absorption coefficient for water. The CT-number is given in
Hounsfield units (HU) and water by definition has 0 HU.
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(a) Unfiltered Back Projection
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(b) Filtered Back Projection
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Figure 2.2: CT reconstruction for different numbers of projections. (a)
Unfiltered back projection. (b) Filtered back projection with a ramp filter.
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Filtered Backprojection

The reconstruction of the C'T image from the projection data is an inverse problem.
A simple approach to reconstruct CT images is back projection, where the pro-
jections for each acquisition angle are smeared back into the image domain at the
acquisition angle. Back projections of a digital CT phantom for different numbers of
projections are shown in Figure 2.2 (a). The reconstruction of the phantom improves
the more projections are used. However, the back projection with one projection
already reveals the problem of this method. As the projection is smeared across the
whole image, signal is falsely attributed to background pixels. The final image is
the sum of all back projections. The signal buildup outside of the phantom leads
to a glow around the phantom. Additionally, the reconstruction of the phantom is
very blurry.

To counteract this blur, a ramp filter has to be applied to the projection data before
back projection. The results of this filtered back projection (FBP) are shown in
Figure 2.2 (b). The ramp filter suppresses low frequencies, which are responsible
for the blurring, and enhances high-frequency edge information. The FBP does not
create a glow around the phantom because the ramp filter creates some negative
pixels that compensate for the extra smearing caused by the back projection.

However, real C'T data contains noise, which primarily consists of high-frequency
components. Therefore, the ramp filter also leads to increasing noise in the recon-
structed image. Other filters can also be used, such as the Shepp-Logan filter, which
has a roll off at higher frequencies. Compared to the ramp filter, this leads to a
reduction in noise, but also to a reduction in spatial resolution. In general, the FBP
does not perform well when the raw data is noisy or incomplete, which can lead to
many kinds of artifacts [16]. For example, if too few projections are acquired, the
reconstruction will contain streak artifacts. These can be seen in Figure 2.2 (b) when
60 or fewer projections are used. Metal artifacts are another kind of artifacts that
occur when high attenuation objects are present in the scanning field. As shown
in Figure 4.3, metal artifacts lead to streak and extinction artifacts that can ob-
scure clinically relevant structures. Noise and many other types of CT artifacts can
be reduced to some degree by using iterative reconstruction methods. In iterative
methods, the FBP is often used as an initial estimate that is refined over several
iterations. Consequently, iterative reconstructions are much more computationally
intensive than FBP.

2.2 Deep Learning

Deep learning is a subcategory of machine learning, which itself is a subcategory
of artificial intelligence. Deep learning is relevant for a plethora of applications in
medical imaging. Prominent examples are image classification, object detection, im-
age reconstruction, image segmentation, image registration, and image generation.
Machine learning methods can be divided into supervised learning, unsupervised
learning, and reinforced learning. The main difference between supervised and un-
supervised learning is the availability of labeled output data. In supervised learning,
an objective function, also known as a loss function, is defined between input and
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Figure 2.3: A convolutional and a max pooling layer applied to a 4 x 4 image.
(a) 3 x 3 convolutional layer with a stride of one and without image padding.
(b) 2 x 2 max pooling layer with a stride of two.

output data. Supervised learning algorithms are trained by minimizing the loss func-
tion. In unsupervised learning, labeled output data is not available. Unsupervised
learning algorithms learn to describe structures and patterns in the input data. In
reinforcement learning, an agent interacts with an environment and obtains feedback
in form of rewards if certain goals are achieved. The rewards are a measure of the
success and failure of the agent. The agent is trying to maximize the reward and
improves its performance. An example of reinforcement learning in medical imaging
is the development of catheter navigation systems based on phantom measurements

[17].

2.2.1 Convolutional Neural Networks

Convolutional neural networks (CNNs) are deep learning algorithms that have be-
come dominant in the field of computer vision. CNNs vary greatly in architecture
and complexity as can be seen for the networks used in this work in Figure 4.1 and
Figure 10.2. However, their basic components are the same: convolutional layers,
pooling layers, and activation functions.

Convolutional Layers

The essential components of CNNs are the convolutional layers. A convolution with
a filter kernel is performed with the aim to extract features from an input image. The
filter kernels of a network are initialized randomly before training. During training,
the entries of the kernels (weights) are updated using backpropagation in order to
minimize the loss function [18]. In Figure 2.3 (a) a convolution using a filter kernel
with size 3 x 3 and a stride of 1 is illustrated. The filter kernel slides over the pixels
of the input image and the output value is calculated via a dot product. The dot
product calculates the sum of the products of the corresponding entries in the filter
and the filter-sized input patch. The resulting outputs of a convolutional layer are
called feature maps. The stride specifies the number of pixels the filter moves over
the input image after calculating the dot product. A stride larger than 1 results in
a downsampling of feature map size. If the filter kernel is larger than 1 x 1, the
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image size shrinks after every convolution operation. Padding of the input image
is necessary in order to maintain the image size after convolution. A convolutional
layer can have several filters, which each process the input on their own. The number
of filters in a convolutional layer determines the number of calculated feature maps,
which are also referred to as output channels. The input to a convolutional layer can
also have multiple channels. A filter kernel always has the same amount of channels
as the input and acts as a three-dimensional convolution over the input channels.
Nevertheless, the resulting output for each kernel is a single two-dimensional feature
map.

Pooling Layers

Pooling layers are used to downsample the feature maps. Similar to the convolution
operation, the pooling operation performs over a sliding window. The two most
commonly used types of pooling are max pooling and average pooling. For max
pooling, the maximum value in the sliding window is computed, while the average is
calculated for average pooling. Figure 2.3 (b) shows a 2 x 2 max pooling operation
with a stride of two. Stride is often used for pooling operations to avoid overlapping
windows.

Activation Functions

Networks with nonlinearities are needed to solve nontrivial problems, but convolu-
tions are linear operations. Activation functions are used after convolutional layers
to introduce nonlinearities in the network. Below, four activation functions are de-
fined and visualized in Figure 2.4. The most commonly used activation function
in CNNs is the rectified linear unit (ReLU), which is a linear function for positive
values and otherwise outputs zero.

if 0
r 1ULx> ', (2.8)
0 otherwise.

ReLU(z) = {
A potential concern with the ReLU activation function is the dying ReLLU problem.
It occurs when most of the inputs to the ReLLU are negative. Since the slope of
the ReLU is zero in the negative input range, the gradients do not flow during
backpropagation which is why the weights are not updated. The leaky ReLU, which
has a small slope for negative values, can be used to mitigate the dying ReLU
problem.

r ifx>0,

LeakyReLU(x) = { (2.9)

axr otherwise, with 0 < a <1.

The hard shrinkage activation function sets values between —\ and A to zero and
is a linear function otherwise. The threshold value A is usually very small and the
shrinkage function therefore only affects values close to zero.
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Figure 2.4: Commonly used activation functions in deep learning. (a) ReLU.
(b) Leaky ReLU with o« = 0.2. (c¢) Shrinkage function with threshold A = 0.2.
(d) Tanh.

x if |z > A,

) (2.10)
0 otherwise.

Shrinkage(z) = {

The hyperbolic tangent function (tanh) is a sigmoid function that maps the input
to a range from -1 to 1. Sigmoid activation functions are often used in the last layer
of the network to normalize the output. This is particularly useful for classification
or segmentation tasks, as the results can then be interpreted as probabilities.

tanhz = & (2.11)
et +e*

2.2.2 Generative Adversarial Networks

In image-to-image translation, generative models learn to map between an input
image domain X to an output image domain Y. In Chapter 3, GANs are used to
map XCAT phantom images to CT, CBCT, or MRI images. Since paired training
data is not available, the generated images cannot be compared to a label image.
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Figure 2.5: GAN network architecture. The generator GG generates a fake
CT image G(XCAT) from an XCAT phantom input. The discriminator D
gets a real CT image and the fake CT image as input.

Therefore, a supervised training approach is not applicable because no distance
measure between input and label can be defined as a loss function.

Generative adversarial networks (GANs) are generative models that consist of two
CNNs. The architecture of a GAN is shown in Figure 2.5. A generator model
generates new images via a mapping function G : X — Y and a discriminator
model Dy classifies the generated images as real or fake. The output range of the
discriminator is the interval [0, 1], where 0 means that the image is classified as fake,
and 1 means that it is classified as real. Instead of using a distance measure for
training, the generator is trained to fool the discriminator. This allows to train the
network in an unsupervised manner with unpaired training data. The generative
adversarial loss function is defined as follows [19]:

Laan(G, Dy) = log Dy (y) + log (1 — Dy (G(x))), (2.12)

where G(x) is the output of the generator network given an input image =z € X.
Dy (G(z)) is the output by the discriminator for the fake image G(z) and Dy (y) is
the discriminator output for a real image y € Y. The generator and discriminator
are trained simultaneously in a two-player minimax game:

G*, F* = argminmax Lgan(G, Dy). (2.13)
G Dy

If the generator fails to fool the discriminator, the weights of the generator network
get updated such that Dy (G(z)) gets maximized. The generator does not affect the
first term in Equation 2.13, thus maximizing Dy (G(x)) means minimizing Lgan.
The goal is for the generator to produce images that are more similar to the real
images and thus better fool the discriminator. Similarly, the discriminator network
gets improved by feeding it real and fake data with the goal to maximizing Lgan
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which leads to a minimization of Dy (G(x)) and a maximization Dy (y). In this way,
the discriminator learns to distinguish real images from fake ones. Convergence is
reached, when the discriminator is fooled by the generator about half the time, i.e.

Dy(G(z)) = 0.5.

CycleGAN

GANSs often suffer from what is known as mode collapse, where the generator maps
all input images to the same output image. The CycleGAN network addresses this
problem with the introduction of a second generator network F' : Y — X that
transforms the generated image G(x) back into the original image domain. The
goal is to enforce a cycle consistency, meaning F' and G should be inverse to each
other: F(G(x)) =~ x and G(F(y)) ~ y. This is achieved by introducing the cycle
consistency loss:

Leye(G, F) = ||[F((G(x)) — )|y + [[(G(F(y)) = )l (2.14)

To train the CycleGAN network, a second discriminator D is introduced which aims
to distinguish between images = and F'(y), just like Dy aims to discriminate between
y and G(x). This effectively means that the CycleGAN consists of two separate
GANs with the addition of the cycle consistency. Figure 3.2 shows the complete
CycleGAN network architecture for the XCAT phantom and CT image domain.
Both generators and both discriminators are trained simultaneously. The network
of interest is usually the generator G, while F', Dx and Dy are only necessary to
train GG. The loss function of the CycleGAN is a combination of two adversarial
losses and the cycle consistency loss:

Leyeeaan(G, F, Dx, Dy) = Laav(G, Dy)
+ Ladv(F7 DX) (2.15)
+ Aeye Leye(GL F).

where Aoy is a weighting factor that is often set to 10. Typical architectures used for
generators are networks with encoding and decoding stages that have equal input
and output image sizes. Examples are the U-Net in Figure 4.1 (d) and the Res-Net
in Figure 10.2.

2.3 Additive Manufacturing

Additive manufacturing (AM), also known as 3D printing, allows a 3D object to
be constructed directly from computer-aided design CAD models [20]. The STL
file format is most commonly used to describe a CAD model. In the STL format,
the surfaces of the model are approximated by a triangular mesh. In contrast to
computer numerical control (CNC), a subtractive process that removes material
from a block of material, parts in AM are produced by adding material layer by
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Figure 2.6: Additive manufacturing techniques. (a) Fused Filament Fabri-
cation. (b) Stereolithography. (c) Selective laser sintering.

layer. This approach enables the production of hollow bodies and other complex
geometries. The conversion of the STL file into individual layers is done by a slicing
software, which also calculates the path within each layer. Originally, AM was used
for custom manufacturing (rapid prototyping), but recent improvements in precision
and material versatility now make the technology viable for end-use applications
[21]. In medicine, AM is used in a wide range of applications, including dentistry
and tissue engineering [22]. In medical physics, phantoms for quality assurance and
radiation dosimetry measurements are built with AM [23]. Printing patient-specific
anthropomorphic phantoms is possible by obtaining 3D models from the patient’s
own CT or MRI scan.

There are a plethora of AM technologies, but the following sections will only discuss
those used in Chapter 5 and Chapter 6. All these technologies are based on the
principle of layering, but they differ in the materials used and the way the layers are
created.
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Fused filament fabrication

Fused Filament Fabrication (FFF), also known as Fused Deposition Modeling (FDM),
is an AM process in which the layers of an object are printed by depositing molten
material. The configuration of FFF is shown in Figure 2.6 (a). A filament of ther-
moplastic polymers is fed through an extrusion head, where the material is heated.
The molten polymers are then extruded through a nozzle and the layer is built by
moving the extrusion head in a predefined path. The different layers of the printed
object are created either by moving the extrusion head upwards or by lowering the
build platform. FFF requires support structures to create structures with overhangs.
Supports are sometimes printed with the same material as the object, but usually
support materials with special properties (e.g. water solubility) are used. A second
nozzle is integrated in the extrusion head to extrude the support material. Due to
the low cost of FFF machines and filaments, FFF is the most commonly used AM
technology [24]. Disadvantages of FFF are thick layer sizes and rough surfaces of
the printed structures. Smooth surfaces can nevertheless be achieved by grinding
and polishing.

Stereolithography

Stereolithography (SLA) was invented in the 1980s and is considered the first AM
technology [25]. The concept of SLA is displayed in Figure 2.6 (b). An ultraviolet
(UV) laser is used to harden liquid photopolymer resin. The liquid resin is stored
in a tank inside the printer which is connected to a resin supply. A layer is cured by
scanning the laser with a mirror system. After a layer is completed, the solidified
resin is gradually pulled upwards by the build platform. Support structures are
required in SLA and are made out of the same resin as the printed object. The
support structures are very thin and hardly touch the object. They are easy to
remove manually, and after sanding, a smooth surface is obtained. If no support
structures are used, sanding is usually not necessary because the prints are already
very smooth. Compared to FFF, SLA offers better resolution, but the cost of both
the machine and the material is considerably higher.

Selective laser sintering

The concept of selective laser sintering (SLS) illustrated in Figure 2.6 (c) is very
similar to SLA. Instead of a liquid resin, polyamide powder is used, which gets
solidified by an infrared (IR) laser [26]. This process, in which the powder is trans-
formed into a solid mass by heating without the powder particles melting, is known
as sintering. Layers are created by scanning the laser with mirrors, and when a layer
is complete, the build platform is lowered. The powder in the construction chamber
is replenished by conveying powder from a powder supply with a leveling roller. The
resolution of SLS is slightly inferior to that of SLA and the surfaces are somewhat
rougher. A major advantage of SLS is that no support structures are needed, as
the unsintered powder supports the object at all times. This makes SLS ideal for
printing complex geometries.
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3.1 Introduction

3.1.1 Background

Multimodal imaging plays an important part in the diagnosis of cancers, such as
liver cancer [27]. A variety of treatment options are available for hepatocellular
carcinoma (HCC), the sixth most common malignancy worldwide and the third
leading cause of cancer-related deaths [28]. These include interventional procedures
such as transarterial chemoembolizations (TACE) [29] or radioembolization [30].
The treatment planning benefits from using multimodal registration to combine pre-
and intrainterventional data. Each imaging modality has strengths and weaknesses.
Image registration enables the fusion of complementary information of each modality.

The lack of convenient ground truth data is a major limitation in the field of med-
ical image segmentation and registration [11]. The generation of organ masks for
segmentation requires labor-intensive manual annotation. For the development of
image registration algorithms (especially for non-rigid image registration methods)
and validation of registration accuracy, the ground truth is generally not available
[11]. This is because the patient positioning in-between scans usually cannot be
reproduced, particularly in the case of multimodal imaging. In the abdomen, the
variable content of the bladder and bowel and additional patient motion like respi-
ration and heartbeat further exacerbate the problem.

3.1.2 Related Work

To evaluate registration results or to train deep learning registration approaches,
either anatomical multi-label organ masks or landmarks are required. However,
generating these labels is labor-intensive, subjective or even impractical for large
datasets. Pluim et al. introduced a semi-automatic framework that allows the cre-
ation of a large number of high-quality landmarks with minimal user effort [31].
Established ground truth datasets for the validation of image registration are usu-
ally only available for brain imaging. For instance, the simulated brain database
(BrainWeb) provides simulated MRI imaging sequences (T1-weighted, T2-weighted,
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and proton density) [32]. The images are perfectly aligned, since they are calculated
from the same model.

Image synthesis is able to reduce multimodal registration problems to monomodal
problems by first converting one modality into the other. Modality reduction has
shown improvements in registration accuracy for the brain [33] and the pelvis [34].

For MRI-only radiotherapy planning Wolterink et al. demonstrated feasible results
using a CycleGAN approach for MRI-to-CT translation and showed that training
with unpaired images is superior to training with paired images [35].

Using the digital 4D extended cardiac-torso (XCAT) phantom [36] instead of patient
images for image synthesis is beneficial, because organ masks and motion displace-
ment fields are provided by the phantom. Tmenova et al. presented a CycleGAN to
synthesize X-ray angiograms from the XCAT phantom, which proved to be useful
as a data augmentation strategy [37]. Russ et al. synthesized abdominal CT images
using a CycleGAN and the XCAT phantom [38]. They showed that a vessel seg-
mentation network trained on a combination of real CT and synthetic CT images
achieved a superior performance compared to a network trained only on real data.
Analytical models [39, 40] and a GAN approach [41] to transform the CT XCAT
phantom into cardiac or abdominal MRI images have been developed. To our knowl-
edge, no multimodal registration ground truth dataset of the abdomen created from
the same XCAT or digital phantom has been reported in the literature.

3.1.3 Contribution

Our approach to bypass the lack of ground truth data in image registration and
segmentation is the generation of a mulitmodal synthetic dataset from the XCAT
phantom. In this work, we focus on multimodal image registration. The synthesis is
performed via CycleGAN networks, which were seperately trained for each modality.
To improve the preservation of high-contrast structures, we extend the CycleGAN
generator loss with an intensity loss and a gradient difference loss.

Interventions are often monitored via CBCT, whereas CT and MRI images are
taken for diagnosis beforehand to assist the navigation during intervention [29].
Thus, our multimodal dataset consists of T'1-weighted MRI, CT, and CBCT images.
We use XCAT data in the inhaled and exhaled motion state to synthesize images.
Since the same XCAT phantom is used as the starting point for all modalities, the
resulting multimodal synthetic data is perfectly co-registered. Displacement fields
for respiratory movements and segmentation masks for all organs are provided by
the XCAT phantom. Therefore, it serves as a ground truth dataset for registration.

To demonstrate the utility of the multimodal dataset for the optimization of reg-
istration algorithms, we evaluate a multimodal non-rigid registration for varying
parameter settings. We focus on the registration of the liver, however, the registra-
tion quality can be assessed for any other organ.
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3.2 Materials and Methods

3.2.1 Image Synthesis Framework

A schematic of our simulation framework is shown in Figure 3.1. Starting from the
CT XCAT phantom, CBCT and MRI XCAT versions are generated by applying
a FOV mask or by simulating the volume interpolated breathold exam (VIBE)
signal equation [39], respectively. Organ masks for each modality are extracted from
the phantoms. Images are synthesized via CycleGAN networks using the XCAT
phantom as input. CycleGANs learn the mapping between two domains X and Y
given unpaired training samples z € X and y € Y [42]. The mapping functions
G:X —>Yand F:Y — X are called generators. Two discriminators Dx and
Dy aim to distinguish between real images and generated images. Figure 3.2 shows
the complete CycleGAN network architecture for the XCAT and CT image domain.
Synthetic CT, CBCT, and MRI images are created via separately trained CycleGAN
networks. The cycle consistency loss Ly (G, F) enforces forward and backward
consistency for the generators, i.e. F(G(z)) ~ x and G(F(y)) ~ y. With a least
squares generative adversarial loss Laqy (G, F, Dx, Dy), the generators are trained to
generate images that cannot be distinguished from real images by the discriminator.
The discriminators are 70 x 70 PatchGANs, which are trained with a least squares
generative adversarial loss function. For the generators we use a Res-Net architecture
with an encoding stage, 9 residual blocks and a decoding stage.

Organ Mask XCAT Phantom Synthetic Image Patient Image

CBCT

VIBE Signal
Equatlon

Maskmg

MRI

Figure 3.1: Schematic of the simulation framework. Starting point is the
CT XCAT, from which CBCT and MRI versions are derived. Synthetic CT,
CBCT, and MRI images are created via separately trained CycleGAN net-
works. Organ masks can be obtained from the XCAT phantoms. Patient
images that are used to train the CycleGANs are shown on the right hand
side.
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Figure 3.2: CycleGAN network architecture: The generators Gxcat—cT
and For_xcar map images from the XCAT domain to the CT domain and
vice versa. CycleGAN networks for MRI and CBCT images are trained anal-
ogously.

3.2.2 Training and Loss Functions

Training is performed using the Adam optimizer with a learning rate of 0.0002. The
network is trained with 256x256 pixel image patches and a batch size of 4. For each
axial slice one random patch is extracted. We train the networks for 150.000 steps.

To enhance the preservation of high-contrast structures, we extend the generator
loss with an intensity loss and a gradient difference loss:

Lt (G, F) = [|[(G(z) — 2)[[s + [I(F(y) — )], (3.1)

2

Leal(G,x) = Y [y — wioaj] = [G(x)i; — G(@)iol
i (3.2)

+ @iy — zij1| — |G(@)ij; — G(x)ij-1|*-

The intensity loss preserves the signal intensity of the organs provided by the XCAT
phantom. As shown by Nie et al., the gradient difference loss prevents blurring
and therefore sharpens the synthesized images [43]. The total generator loss is a
combination of the previously defined losses with different weights:

Lgen<G7 F; DXaDY) = Ladv<G7 F; DXaDY) + )\cyc Lcyc(G7 F)

3.3
+ Aint Lint (G, F) + Agai (Lgal(G, ) + Lgai(F, y)). (3.3)

We train three CycleGAN networks for CBCT, CT, and MRI with empirically cho-
sen combinations of weights Acye/Aint/Aga, of 10/10/5, 10/10/5, and 10/0.4/0.4,
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respectively. As shown in our previous study, a combination of the gradient loss
and the intensity loss yields the best results [44]. Further increasing the weighting
factors leads to excessive regularization and thus the networks learns an identity
mapping. For the MRI networks lower over-regularization thresholds are found.

3.2.3 Data

We train our CycleGAN network to map between XCAT phantom data and real
patient data. The goal is to obtain networks that generate realistic looking synthetic
data using the XCAT phantoms as input. In the following paragraphs we will address
the real patient and the XCAT training data separately.

3.2.3.1 Patient Data

The patient training data is retrospectively extracted from our Picture Archiving
and Communication System (PACS). CT and T1-weighted MRI scans are acquired
as part of routine clinical practice before TACE patients undergo a CBCT-guided
TACE intervention. All scans are acquired on whole body clinical devices (Siemens
Healthineers, Forchheim, Germany; CT: Somatom Emotion 16; CBCT: Artis Zeego;
MRI: Magnetom Tim Trio). The MRI images are acquired at 3 Tesla with the
VIBE sequence. For each modality the patient images are resampled to a unified
voxel spacing given in Table 3.1. All scans include the whole liver and the narrow
field of view of the CBCT scan is focused on the liver. The MRI images include
arms, the CT and CBCT images do not. As the XCAT phantom does not include
the patient couch, we removed the patient couch from the CT patient volumes. For
CBCT and MRI no couch is visible in the patient images.

The image intensities are windowed to the ranges given in Table 3.1. For CT and
CBCT a fixed window was used. Since MRI intensities vary widely from image to
image, the 10th and 90th percentile of each volume (whole 3D matrix) was used for
windowing. For training, a linear intensity transformation is applied to transform
the intensities from the windowing interval to [-1,1]. Normalization of training data
is a crucial step in improving training performance, regardless of the normalization
method used [45].



Table 3.1: Training data statistics. For CT and MRI the number of slices per image vary in the given interval.

Parameter |Resolution (x/y/z) [mm)] Windowing Volumes Volume size Arms  Age
CT Patient 100-130 kVp 1/1/2 11024, 1500] HU 22 512x512x [52,151] no 66+ 9
CT Phantom | 90-120kVp 1/1/2 11024, 1500] HU 56 512 x 512 x [80,124] no 51 & 14
CBCT Patient [93-124.7kVp 0.486/0.486/0.486 [-1024, 2000] HU 24 512 x 512 x 386 no 67 £ 10
CBCT Phantom| 90-120kVp 0.486/0.486/0.486 [-1024, 2000] HU o6 512 x 512 x 386 no 51 £ 14
MRI Patient 3T 1/1/3 [10th , 90th] percentile 24 330 x 450 x [48,93] yes 67 £ 10
MRI Phantom 3T 1/1/3 [10th , 90th] percentile 56 330 x 450 x [59,88] yes 51 + 14
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3mg [orprey 3s1ssy gndwoy) [ U ‘YInI) punors UoIjRIISISII JO UOIJRIDUDL) €



3.2. Materials and Methods 23

3.2.3.2 XCAT Phantom Data

The XCAT model provides highly detailed whole-body anatomies. Organ masks
can be easily obtained within the XCAT framework. Since CycleGANs maintain
the geometry provided by the XCAT, the organ masks can be used as segmentation
masks in the synthesized images. The phantom includes female and male models
for varying ages. The heart beat and respiratory motions can be simulated and
displacement fields of these motions can be generated. The anatomy and motion
can be adapted by various parameters. This allows the creation of highly individual
patient geometries. For the XCAT training data we generate one XCAT volume per
XCAT model for each modality with 56 different models of varying ages. The XCAT's
include the whole liver and are generated with the same voxel spacing, windowing
and normalization as the resampled patient data. Arms are included only in the
MRI XCATs.

The XCAT phantom provides attenuation coefficients for all organs. We vary the
simulated tube energy of the CBCT and CT phantoms from 90-120 keV in steps
of 5 keV. This leads to a variation of attenuation coefficients in the phantoms.
Afterwards, those are transformed into Hounsfield Units. To obtain CBCT and
MRI XCAT data, we need to convert the CT XCAT. For the CBCT XCAT we
apply a field of view mask obtained from the patient CBCTs, which is centered on
the liver. For the MRI phantoms we replace the attenuation coefficients for each
organ with simulated MRI values using the signal equation for the VIBE sequence.
It ensures that the MRI signal is initialized with realistic values matching the MRI
training data. This enables us to use the aforementioned intensity and gradient
loss for the generation of synthetic MRI images, since the transformation with the
CycleGAN is now monomodal. The signal intensities (SI) for the VIBE sequence
in terms of acquisition parameters repetition time TR, echo time TE, and flip angle
« and tissue-specific T'1, T2 relaxation times, and proton density p is given by:

ina(l —exp—Z& ~-TE
gr = poinall —exp Tl)exp . (3.4)

—TR

(1 — cosaexp

We calculate the MRI intensity for all 44 abdominal organs present in the XCAT.
The imaging parameters TE = 4.54ms, TR = 7.25ms, and a = 10° are obtained
from the patient VIBE scans. The values for the proton density p are taken from
[40]. T1 and T2 relaxation times for 3T for blood and the spinal cord are obtained
from [46] and the rest from [47]. For organs with no available T'1, T2 or p we use
values of similar organs. To simulate some organ variability, we randomly vary T1,
T2, and p by £5% using a uniform distribution.

3.2.4 Evaluation Metrics

Quantification of the synthetic image quality is difficult, since there are no corre-
sponding real images for comparison [37]. Therefore, metrics that require a one-
to-one correspondence like the mean absolute error (MAE) cannot be calculated
between synthetic and real images. Instead, we calculate one-to-one corresponding
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metrics between the synthetic images and the XCATSs, to investigate the magnitude
of change from the XCAT phantoms. Real patient images and synthetic images are
then compared by assessing their noise characteristics and voxel intensity distribu-
tions.

3.2.4.1 Synthetic vs. XCAT

The axial slices of the synthetic CT volumes are compared to the corresponding
axial slices of the XCAT volumes with respect to anatomical accuracy. The MAE is
calculated to assess the change of the intensity values. We exclude the background
for the calculation of the MAE. The similarity of structure and features is evaluated
using structural similarity index measure (SSIM) and feature similarity index mea-
sure (FSIM) [48, 49]. Additionally, we calculate the edge preservation ratio (EPR)
and edge generation ratio (EGR) [38, 50].

3.2.4.2 Synthetic vs. Real Patient

Regarding realistic noise characteristics and intensity distribution, the 3D synthetic
volumes are compared to the 3D patient volumes. For the noise characteristics,
only liver voxels are considered. Limiting the noise considerations to the liver is
reasonable, since the liver is a large and mostly homogeneous organ. We manually
segmented the liver in 4 patients for each modality. The liver segmentations for
the 56 synthetic images are provided by the XCAT phantom. The noise texture is
evaluated using an estimation of the radial noise power spectrum (NPS). The radial
NPS of the synthetic and patient images is compared by calculating the Pearson
correlation coefficient, further called the NPS correlation coefficient (NCC) [38]. In
addition to noise texture, we calculate the noise magnitude (NM), i.e. the standard
deviation of the liver voxel intensities.

Furthermore, intensity distribution histograms of patient and synthetic images are
calculated. To quantify their similarity, the Pearson correlation coefficient between
them is calculated (HistCC).

3.2.5 Proof of Principle Registration Evaluation

We perform a proof of principle image registration to demonstrate the feasibility
of the multimodal dataset for evaluation and thus development of registration al-
gorithms. Our goal is to investigate different parameter settings to optimize the
registration result. We implement the registration in Python 3.5 with SimplelTK
1.2.4. A non-rigid B-spline transform with a gradient descent optimizer, a learn-
ing rate of 1 and a maximum of 300 iterations is used. Three different registration
metrics are considered, namely Mattes Mutual Information (MMI), Normalized Cor-
relation (NC), and Mean Squares (MS). For the MMI, 50 histogram bins are used.
The MS metric is only used for the monomodal CT to CT registration, since it
is not suited for multimodal images. Additionally, we vary the spacing of the B-
spline control points from 50 mm to 150 mm in steps of 20 mm. For the multimodal
and monomodal registrations this results in 12 and 18 different parameter settings,
respectively.

The registration is performed on the synthetic data from all 56 XCAT models. We
registered the CT, MRI, and CBCT images in the inhaled state to the CT image in
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the exhaled state. To evaluate the registration, we take advantage of the liver organ
masks obtained from the XCAT phantoms. The veins and arteries inside the liver
are included in the liver mask by using a morphological closing operation. We apply
the registration transform to the liver masks in the inhaled state and compare the
result to the CT liver mask in the exhaled state. The overlap of the two masks is
assessed by calculating the Dice similarity coefficient (DSC).

3.3 Results

3.3.1 Synthetic Images

First, we consider the metrics that compare the synthetic images with the XCAT
phantoms shown in the upper half of Table 3.2. The FSIM and SSIM indicate that
image structures and features were well preserved in the CT and CBCT images,
whereas the synthetic MRIs showed little structural and feature similarity to the
XCATs. Regarding edges, the EPR is similar for all modalities, whereas the EGR is
largest for the CBCT images. The MAE is slightly larger than the NM (synthetic)
for every modality. The MAE for CBCT is more than twice as high as the MAE for
CT.

Table 3.2: Image quality metrics for the evaluation of the synthetic images.

CBCT CT MRI
SSIM 0.85 £+ 0.05 0.94 £0.02 0.59 £ 0.04
FSIM 0.82 + 0.03 0.82 £ 0.02 0.51 £ 0.02
EPR 0.47 £ 0.06 043 £0.04 0.40 £ 0.03
EGR 3.0 £0.7 1.9+ 0.3 1.7 £ 0.2

MAE 109 + 14 51 £ 16 37£6
NCC 0.997 &£ 0.001 0.980 £ 0.010 0.86 £ 0.04

NM (Synthetic) 52 £ 13 39+5 25+ 3

NM (Patient) 60 £ 16 39 £ 19 22 £5
HistCC 0.994 £ 0.003 0.999 + 0.002 0.94 £ 0.03

Secondly, we compare the synthetic images to the patient images. The two right
columns of Figure 3.1 show axial synthetic and patient slices of each modality. Qual-
itatively, the style of the synthesized images is in good agreement with the real pa-
tient images. To quantify this observation we compared the noise characteristics and
voxel intensity distribution of the synthetic images to the patient images, the results
are listed in the lower half of Table 3.2. A high NCC for all modalities indicates
that the noise texture was emulated realistically, albeit the NCC is slightly smaller
for the synthetic MRI images. For all modalities, the NM (synthetic) is in excellent
agreement with the NM (patient). In Figure 3.3 the intensity histograms are shown.
In general, the synthetic intensity distributions match the patient intensity distri-
butions nicely. This is underlined by the overall high HistCC values in Table 3.2.
However, for CT and CBCT the soft tissue peaks are modeled a bit too narrowly.
The lung tissue peak is shifted towards higher CT numbers for the CT. In the MRI,
the soft tissues is slightly underrepresented.
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Figure 3.3: Intensity histograms of the patient and synthetic images averaged
over all volumes. Note that the background peaks are cropped.

3.3.2 Proof of Principle Registration

The DSC for the evaluation of the proof of principle registration is shown in Fig-
ure 3.4. The monomodal CT to CT registration yielded good results for all registra-
tion metrics and grid point spacings, with the best result for MMI with 50 mm grid
point spacing. For CBCT, the MMI again worked well, whereas the registrations
using the NC mostly failed. The best results were again obtained with MMI and a
grid point spacing of 50 mm. For MRI, the registrations with MMI and NC yielded
similar results with the best result obtained for NC with a grid point spacing of
150 mm. Overall, the monomodal CT to CT registration achieved the best results.

Coronal views of the registration results for the best settings of each modality are
visualized in Figure 3.5. The registered images in the middle row show a large
similarity to the ground truth. This observation is further supported by the overlaid
liver contours. The post-registration liver contour (yellow) is in high agreement with
the ground truth liver contour (red).
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Figure 3.4: DSC for the proof of principle registrations with 56 data points
each. The mean is marked as a ”"+” and the whiskers indicate the 10th and

90th percentile. The dashed horizontal line shows the mean pre-registration
DSC.
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Figure 3.5: Pre- and Post-registered images and the corresponding ground
truth. Red contours indicate the ground-truth boundaries of the liver (target).
Blue and yellow contours represent the boundaries of the liver before and after
deformation respectively.

3.4 Discussion

The image quality metrics in Table 3.2 demonstrate that our framework provides
reaslistic multimodal image data. Low SSIM and FSIM for the MRI images indicate,
that image values of the homogeneous organs in the MRI XCAT phantoms needed
to be altered more strongly by the networks in comparison to the CT XCATSs. The

lower SSIM, FSIM, and EPR for MRI are likely a result of lower weighting of the
gradient loss and intensity loss.

The ratio of MAE to NM (synthetic) is 2.1, 1.3, and 1.5 for CBCT, CT, and MRI,
respectively. Assuming normally distributed noise, the ratio of MAE to NM is only
about 0.8 [51]. This means that the MAE cannot be attributed to noise alone. The
large MAE for the CBCT images compared to the CT images could be due to the
introduction of metal artifacts, as the patient CBCTs showed metal artifacts in the
liver caused by medical instruments. This is supported by a large EGR for CBCT.

For all modalities realistic noise texture and magnitude was achieved. Additionally,
the voxel intensity distribution was modeled adequately. Most of the discrepancies
between the patient and synthetic histograms in Figure 3.3 can be explained by
inspecting the XCAT phantoms. The deviation of the CT lung peaks (synthetic
-780 HU, patient -835 HU) can be explained by an overestimated initial lung value
of -T60 HU given by the XCAT. The narrow soft tissue peaks for CT and CBCT
could be due to insufficient variation in organ attenuation coefficients. The under
representation of soft tissue in the synthetic MRI is due to the body size of the
patients and XCATs. We found that in the MRI patient dataset 66.5 % of the image
voxels show the body, whereas for the MRI XCAT dataset, it is only 46.5%. A
rather large HistCC of 0.94 4+ 0.03 was still achieved, since this under representation
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has only a minor effect on the correlation between the histograms. We prepared
the XCAT data such that it matches the patient dataset as good as possible, see
Table 3.1. In the future we will consider the patient body size beforehand and adjust
the XCAT body size accordingly.

An important requirement for using synthetic data to evaluate or train registration
algorithms is a realistic respiratory deformation model. The XCAT framework al-
lows the respiratory rate, the amount of diaphragmatic motion, the amount of chest
expansion, and the amount of cardiac motion due to respiration to be varied. In
addition, curves controlling the diaphragm motion and chest expansion can be indi-
vidualized. However, as the breathing patterns of patients are complex and diverse,
the XCAT model may still lack generalizability.

The results of the proof of principle registration demonstrate that the synthetic
dataset can be used to evaluate different registration algorithms. We were able
to evaluate the performance of different registration algorithms and to fine tune
parameter settings. It is noticeable that the registration for CT and CBCT works
better for small B-spline grid point spacings, while it is the opposite for MRI. Further
studies are needed to assess whether this is due to the smaller image size of the
MRI data and thus the total number of B-spline control points or to other imaging
characteristics of MRI and CT. Computation time can be measured and taken into
consideration. For example, registrations with smaller grid point spacings take much
longer. Thus, choosing MMI with 150 mm for CT and CBCT registrations might
be a reasonable trade-off, as the registration quality is only slightly lower, while the
registration time is substantially reduced. The availability of organ masks enabled
a rather simple registration evaluation.

3.5 Conclusions

The presented simulation framework can be used to extend small datasets by trans-
ferring the style of the dataset onto the geometry given by the XCAT phantom. The
obtained datasets can serve as a ground truth for image registration. A multimodal
dataset consisting of T1-weighted MRI, CT, and CBCT images was created and
used to demonstrate the refinement and evaluation of multimodal image registra-
tion algorithms. In the future, the framework will be extended to other modalities,
such as T2-weighted MRI or PET, which can further boost the performance of mul-
timodal methods. An extension to other body regions, such as the thorax or pelvis,
is also possible. Synthetic images over larger body regions are especially interesting
for whole body segmentation. Expansion of datasets using this method provides a
promising tool to overcome the dearth of medical training data.
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4.1 Introduction

The presence of high attenuation objects in the scanning field leads to artifacts
in CT imaging, which substantially decrease the image quality. The generic term
for these kinds of artifacts is metal artifacts, which are a combination of beam
hardening, scattering, photon starvation, and edge effects [16]. Metal artifacts are
common in CT-guided interventions due to the presence of metallic instruments
such as biopsy needles [12, 52, 53] or catheters [54]. In many interventions iodine
contrast agent is used, leading to additional beam hardening [55]. These artifacts
often obscure clinically relevant structures, which can complicate the intervention.
For example, the visibility of liver lesions is significantly reduced during liver biopsy
[12] or during transarterial chemoembolization (TACE) [56, 57], where catheters are
used in combination with contrast agents.

Several CT reconstruction methods have been developed to improve image quality
in the presence of metal objects. Statistical iterative reconstruction techniques can
be used to correct beam hardening and thus mitigate metal artifacts [58]. Further-
more, dual-energy CT allows to reconstruct virtual monoenergetic images at high
kiloelectron volt levels, which substantially reduces metal artifacts [54, 59]. The
most common type of metal artifact reduction (MAR) methods is based on inpaint-
ing projection data that has been affected by metal. In these approaches, the metal
objects are first automatically detected (e.g. via thresholding) in the uncorrected
CT image. The metal objects are then forward projected into sinogram domain to
obtain a metal trace. The projection data in this metal trace are treated as missing
data and are interpolated, e. g. via linear interpolation (LIMAR) [60]. Meyer et al.
proposed a modification of the LIMAR approach called normalized MAR (NMAR)
[61]. NMAR uses a forward projection of an image prior to flatten the uncorrected
sinogram before interpolation. This additional step smoothes the sinogram, which
reduces the streak artifacts caused by interpolation. In NMAR, the image prior is
obtained by identifying air, soft tissue, and bone in either the uncorrected CT or
pre-corrected LIMAR image.

With the rapidly increasing popularity of deep learning in medical imaging in recent
years [62], a plethora of novel MAR methods have emerged. Deep learning net-
works are mostly trained in a supervised manner and thus require a metal-free and
a corresponding metal-affected dataset. These metal-affected data are commonly
synthesized by inserting metallic objects into the metal-free data. Zhang et al. pre-
sented a CNN called CNN-MAR, that outputs an improved image prior [63]. This
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image prior is forward projected and the resulting sinogram data are used to fill
in the metal trace in the original sinogram. Several CNN approaches that operate
in the sinogram domain have been introduced [64—66]. Lossau et al. developed a
sophisticated sinogram inpainting approach that works in the presence of motion. A
segmentation network identifies the metal trace in the projection domain, a second
network fills in the missing sinogram data, and after reconstruction, a third net-
work reinserts the metal objects in the corrected image [67]. A popular class of deep
learning MAR techniques are image-based CNNs. They take the uncorrected images
as input and either learn a direct mapping to the artifact-free images [63, 68, 69] or
to the artifact residuals [70]. These image-based methods often rely on input data
that has already been pre-corrected to produce reasonable results [63, 68]. Another
option for MAR in the image domain is unsupervised image-to-image translation,
which has the advantage that no synthesized metal artifacts are necessary and thus
training can be conducted with unaltered clinical data [71-73]. Compared to su-
pervised models, unsupervised models can achieve similar performance on synthetic
data [71]. Lin et al. recently proposed an end-to-end trainable network called Dual
Domain Network (DuDoNet) [74]. It consists of a sinogram enhancement network
and an image enhancement network, which are connected by a Radon inversion layer
(RIL). The RIL reconstructs the CT images using the filtered back projection (FBP)
and allows gradient propagation during training.

In this work, we present an end-to-end deep learning CT reconstruction called iCTU-
Net for the correction of metal artifacts. The network learns the mapping from the
metal-affected sinograms to the artifact-free images. It consists of three parts which
are trained simultaneously: sinogram refinement, back projection, and image refine-
ment. To our knowledge, we are the first to train a single end-to-end deep learning
network for the task of reducing metal artifacts with a learnable back projection
operation. Since the whole reconstruction process, including the back projection,
is learned, the network is able to freely adapt the reconstruction to the imperfec-
tions of the sinogram data. The reconstruction is trained in a supervised manner
with simulated interventional training data. We focus on liver interventions, thus
we generate abdominal liver data including metal objects. We compare our iCTU-
Net to the classical NMAR algorithm and to a sinogram refinement and an image
refinement deep learning network. Both of these networks employ the same U-Net
architecture that is used in our network, which allows a fair comparison. These
reference networks were selected to investigate the performance of deep learning
MAR approaches in three different domains: sinogram pre-processing, image post-
processing, and reconstruction.

4.2 Materials and Methods

4.2.1 iCTU-Net

The design of our iCTU-Net displayed in Figure 4.1 (a) is based on the iCT-Net by
Li et al. [75], which in turn is inspired by the classical FBP. The reconstruction is
trained end-to-end, i.e. the inputs of the iCTU-Net are sinograms and the outputs
are reconstructed images. The network includes pre-processing layers and aims
to emulate the filtration of the sinograms and the back projection into the image
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domain. Post-processing layers were used to further refine the reconstruction. The
network performs the complete CT image reconstruction and does not require a
predefined back projection operator or the exact X-ray beam geometry.

In a first step, disturbances in the raw measurement data, such as excessive noise, are
supposed to be suppressed using 3 x 3 convolutions (refining layers). The corrected
sinogram is then filtered via 10 x 1 convolutions (filtering layers). By using 1 x 1
convolutions after the refining and filtering layers and by applying padding in all
convolutions, the refined and filtered sinogram maintains the same size of the input
sinogram. The convolutions in the refining layers employ a shrinkage activation
function with a threshold of 0.0001 [75]. For the filtering layers a tanh activation
function is used. Afterwards, the refined and filtered sinogram is projected into the
image space in a back projection step. This is realized by a d x 1 convolution with
N2 output channels without padding, where d is the number of detector elements
and N is the output image size. This convolution connects every detector element
with every pixel in the image space. Since the back projection is learned, sinograms
acquired with different beam geometries can be used to train the network, such as
parallel beam and fan beam. Then, the results for each view angle v are reshaped to
images of size N x N and rotated according to the acquisition angle. The acquisition
angle of the projections is the only geometrical information provided to the network.
The rotated images are linearly interpolated and cropped to maintain an image size
of N x N. The back projected image is then obtained by combining all views
with a 1 x 1 convolution using a leaky ReLU activation function [76]. Finally, the
image output is further refined by a U-Net. The U-Net is a popular choice for
post-processing to reduce artifact in CT imaging [77].

4.2.2 Reference MAR Networks

To compare our iCTU-Net to other methods, we implement two deep learning MAR
algorithms similar to those of Gjesteby et al.. Both networks use pre-corrected
NMAR inputs [66, 68]. One is based in the projection domain (U-Net Sino) and
the other one in the image domain (U-Net Image). To ensure comparability, we
use the same U-Net architecture in the iCTU-Net, U-Net Sino, and U-Net Image.
In the U-Net Sino, the sinograms are first refined by a U-Net and the result is
then reconstructed using the FBP [66]. In the U-Net Image, the sinograms are first
reconstructed with the conventional FBP and then refined with a U-Net [68]. These
reference networks were chosen to allow a comparison of sinogram pre-processing,
image post-processing, and reconstruction deep learning MAR techniques.

The U-Net architecture is shown in Figure 4.1 (d) and is similar to the original
U-Net by Ronneberger et al. [78]. It has four en- and decoding blocks consisting
of 3 x 3 convolutions, which are connected via skip connections. Zero-padding is
used in the convolutions to ensure that the network output is the same size as the
network input. The blocks of the top level have 32 channels, which are doubled with
each encoding block until the lowest block has 512 channels. Downsampling in the
contracting path is performed via 2 x 2 max-pooling with stride 2, while upsampling
in the expansive path is accomplished using 3 x 3 transposed convolutions with stride
2. All convolutional layers are followed by a ReLLU activation function.
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Figure 4.1: Deep learning architectures for metal artifact reduction. (a)
iCTU-Net end-to-end CT reconstruction network architecture. (b) Sinogram
domain U-Net. (c) Image domain U-Net. (d) U-Net network architecture used
in the three networks in (a)-(c).
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4.2.3 Data Generation

To simulate the training data, we use the XCAT phantom, which provides highly
detailed whole-body anatomies [36]. The phantom includes female and male models
of different ages, providing a wide variety of patient geometries. Further customiza-
tion of anatomies by changing organ sizes is possible. We create 40 different XCAT
models for training and 10 additional models for testing, resulting in 3964 and 991
slices of size 512 x 512 pixel with an in-plane resolution of 1 x 1mm? and a slice
thickness of 2 mm, respectively. Because we choose liver interventions as a use case,
we generate abdominal XCAT's that include the whole liver.

Organ masks can be easily obtained within the XCAT framework. Utilizing these
organ masks, we insert metal structures inside the veins of the XCAT phantoms,
emulating contrast agents or interventional instruments, such as catheters. Metal
objects are only placed inside thicker blood vessels and have a uniform size, inde-
pendent of the blood vessel size. This is realized by first eroding the blood vessel
masks of the XCAT phantom, using a disk with a radius of 3 pixels as a structuring
element. The erosion is performed to exclude the smallest blood vessels. To obtain
the final metal mask, we skeletonize the mask and then increase the thickness via
dilation using a disk with a radius of 3 pixels. An example is shown in Figure 4.2,
with the metal mask in red, the initial blood vessels in white, and the liver in green.
Most of the metal structures are placed inside the liver or in the portal vein beneath
the liver.

Our data generation pipeline is shown in Figure 4.3, which starts with the generation
of the ground truth data in the first row. First, we create sinograms by forward
projecting the XCAT image data using a parallel beam geometry with 736 projection
beams and 360 projection angles. A polychromatic x-ray spectrum and the energy-
dependence of the absorption coefficients are considered in the forward projection:

N
1= I n(Ey) - e furtesde, (4.1
=1

with weights of the energy spectrum n(F;). An incident flux of Iy = 4-10° photons is
used, which is slightly increased compared to clinical levels [79], to combat photon
starvation due to the presence of the metal objects. The x-ray energy spectrum
illustrated in Figure 2.1 (b) is generated using the SpekCalc software with a tube
peak voltage of 100 kVp and 1 mm aluminium filter [80]. We use 91 energy bins from
10keV to 100keV with a uniform size of 1keV. The organ masks provided by the
XCAT framework make it possible to assign an energy-dependent attenuation coeffi-
cient p(z, E;) to each organ. The sinograms are then reconstructed via a FBP. Since
the energy dependence of the attenuation coefficients is accounted in the forward
projection, beam hardening is present in the ground truth data.

To simulate data affected by metal, we utilize the previously mentioned metal mask
to insert the attenuation coefficient of iron. Afterwards metal sinograms are created
via forward projection using Equation 4.1. Noise is then added and the projection
data is normalized and the negative logarithm is applied:
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Figure 4.2: Generation of the metal masks inside blood vessels. The metal
masks are shown in red, the initial blood vessel segmentation in white, and
the liver in green.

b= o (Poisson([) + N(0, 02)> ‘ (4.2)

Zi\il Iy - n(E;)

The photon production, attenuation, and detection is described by a Poisson distri-
bution. Electronic noise of the detector is simulated with a Gaussian distribution
N with a mean value of zero and o® = 40 [81, 82]. A subsequent FBP results in
an image containing metal artifacts. As input for the training of our networks we
do not use this artifact image, but data pre-corrected with the NMAR algorithm as
shown in the third row of Figure 4.3. The prior image used for the normalization
in NMAR is obtained by segmentation of soft tissue and bone in a LIMAR image
[60, 61].

4.2.4 Training

The networks are trained with the SSIM loss function using the Adam optimizer with
a learning rate of 0.001 [83]. We apply L2 regularization on the network weights, with
a weighting factor of 107%. Each network is trained for 25 epochs. The training data
in image domain is windowed to [—1000, 1000] HU and then mapped to the interval
[—1,1]. The whole image slices are used for training, no patches are extracted. The
sinogram training data is neither windowed nor normalized. The input and label
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Figure 4.3: Generation of the metal training dataset. The input and labels
for the three used deep learning networks are indicated by the colored words
"Input” and "Label” beneath the corresponding images. The color coding cor-
responds to the colors used for the network architectures in Figure 4.1 (green:
iCTU-Net, blue: U-Net Sino, and red: U-Net Image).

images for the iCTU-Net (green), U-Net Sino (blue), and U-Net Image (red) are
noted in Figure 4.3.

4.2.5 Evaluation

The reconstructions are evaluated by calculating the peak signal-to-noise ratio (PSNR)
and SSIM for the test data. We set the background values of ground truth and recon-
structions to -1000 HU to focus the analysis on the body region where the relevant
anatomy is located. For the evaluation, the slices of the test dataset are divided into
three categories: no metal, moderate metal artifacts, and severe metal artifacts,
with 106, 748, and 137 slices, respectively. This separation allows to evaluate the
reconstructions when no metal is present. A slice is assigned to the severe metal
artifact category if the FBP yields an SSIM value of less than 0.7, and to the mod-
erate metal artifact category if the SSIM value of the FBP is greater than or equal
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to 0.7. The SSIM threshold is chosen such, that the number of slices with severe
metal artifacts is similar to the number of slices without metal.

4.2.6 Experiments

We conduct three experiments. First, we configure our iCTU-Net in an ablation
study. Then, we investigate the impact of different sinogram input data for training
in an input study. Finally, we compare our best network configuration with state-
of-the-art MAR algorithms.

In the ablation study, we investigate different post-processing layers and loss func-
tions. The purpose of the ablation study is to find settings for the iCTU-Net that
yield the best reconstructions. The resulting network configuration will be used in
following studies. We train three networks with different post-processing layers after
back projection: no post-processing, three convolution layers, and a U-Net. All of
these networks are trained with the SSIM loss and with pre-corrected NMAR sino-
grams as input. To investigate the influence of the loss function, we additionally
train the U-Net post-processing network with the MSE loss. Both SSIM and MSE
are commonly used loss functions in CT artifact reduction and CT reconstruction

7).

In the input study we train the network with different sets of training input data in
addition to the previously used pre-corrected NMAR sinograms. The idea behind
the input study is to find out how the network behaves for different kinds of sinogram
input data. We use sinograms without metal (ground truth sinogram in Figure 4.3
but with additional noise added via Equation 4.2) to investigate the network’s per-
formance if no metal is present. In this way, the reconstruction performance and
the ability to mitigate metal artifacts can be evaluated separately. We calculate the
evaluation metrics for different categories of artifact severity, even though none of
the test data contain any metal. Nevertheless, the categories are used to allow fair
comparisons to the other networks. We also train a network with uncorrected metal
sinograms (noisy metal sinogram in Figure 4.3), to see if an NMAR pre-correction
is necessary.

Finally, in the comparison study, we compare our iCTU-Net with the NMAR sino-
gram inpainting algorithm and the U-Net Sino and U-Net Image networks described
earlier.
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Table 4.1: SSIM and PSNR evaluation metrics for the ablation study. All
networks are trained with pre-corrected NMAR sinograms and the SSIM loss,
except for the MSE iCTU-Net, which is trained with the MSE loss. The best
result for each metric is marked bold.

FBP No Post- 3 Conv iCTU-Net MSE
processing Layers iCTU-Net
No SSIM | 0.988 £ 0.020 0.865 £+ 0.038 0.903 £0.028 0.969 &+ 0.008 0.962 + 0.010
Artifacts PSNR| 50.3 £ 4.9 31.0+2.9 30.5+£4.3 37.7+£1.8 37.3+1.3
Moderate SSIM | 0.869 £0.087 0.859+0.036 0.897 &+ 0.038 0.976 £+ 0.007 0.967 £ 0.009

Artifacts PSNR 15.2£3.1 33.1+£2.1 34.3£28 39.5 £ 1.8 393£1.5
Severe SSIM | 0.625£0.056  0.715£0.06 0.832=£0.024 0.970 £+ 0.009 0.946 +0.013
Artifacts PSNR 106+14 249+5.6 342413 40.7 £ 1.6 39.6£1.3

All SSIM | 0.848 £0.125 0.840£0.06 0.889+0.04 0.975 £ 0.008 0.964 +0.012
Images PSNR 18.3+11.6 31.7+4.0 33.9+3.1 39.5£1.9 39.1+1.6

4.3 Results
4.3.1 Ablation Study

The results of the evaluation metrics for the ablation study are shown in Table 4.1
and reconstructed images are shown in Figure 4.4. We first investigate the im-
pact of the different post-processing layers. Compared to using the U-Net for post-
processing, using no post-processing and three convolutional layers performs gen-
erally worse, especially for severe artifacts. When using no post-processing, clear
streak and extinction artifacts are present. Using the three convolutional layers as
post-processing improves SSIM and PSNR and the streak and extinction artifacts
disappear. However, the geometry of some soft tissue organs such as the liver is not
reconstructed correctly, which is particularly evident for severe metal artifacts. Us-
ing the U-Net as the final layers of the network substantially improves the evaluation
metrics, completely eliminates artifacts and reconstructs organs more accurately.
For no artifacts, the iCTU-Net underperforms compared to the FBP, especially in
terms of PSNR. As shown by the arrows in the zoomed regions in Figure 4.4, the
iCTU-Net is not capable of resolving small structures of only a few millimeters in
size. From now on we will only use the U-Net for post-processing, as it yields the
best results.

Finally, we train the iCTU-Net with the MSE loss. For no artifacts and moderate
artifacts, the SSIM and PSNR evaluation metrics for the SSIM and MSE losses
are similar. However, the SSIM metric for the MSE loss is considerably worse for
severe artifacts and the reconstructions of the MSE iCTU-Net in Figure 4.4 look
grainy. Thus, the network with U-net post-processing layers combined with SSIM
loss performs best. Only this network configuration is referred to as iCTU-Net in
this work.
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Figure 4.4: Results of the ablation study, where the ground truth and FBP
are compared to different iCTU-Net settings. All networks are trained with
pre-corrected NMAR sinograms and the SSIM loss, except for the MSE iCTU-
Net, which is trained with the MSE loss. A slice without metal artifacts, with
moderate metal artifacts, and with severe metal artifacts is shown. The scans
are windowed to [-300 HU, 300 HU] to increase the visibility of the artifacts.
The arrows in the zoomed regions indicate small structures that the iCTU-Net
cannot resolve accurately.
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Table 4.2: SSIM and PSNR evaluation metrics for the input study. The
differentiation of artifact severity is not meaningful for No Metal Input because

none of the test data contain metal.

Since this network is not trained with

any metal data, it is not suitable for artifact reduction. However, to allow a
reasonable comparison to the other methods, we keep the categories, meaning
the same slices are used for evaluation. The best result for each metric is
marked bold.

FBP No Metal Input Metal Input iCTU-Net
No SSIM | 0.988 + 0.020 0.967 + 0.006 0.968 £0.011  0.969 4 0.008
Artifacts PSNR| 50.3 £ 4.9 37.8+1.5 374+1.9 37.7+£1.8
Moderate SSIM | 0.869 £ 0.087 0.974 £ 0.004 0.975+0.009 0.976 + 0.007
Artifacts PSNR 15.2+£3.1 402+ 1.5 39.6+1.9 39.5+1.8
Severe  SSIM | 0.625 4 0.056 0.968 £ 0.005 0.962 £0.012 0.970 + 0.009
Artifacts PSNR 106+14 40.7 £ 0.8 404+ 1.7 40.7 + 1.6
All SSIM | 0.848 £0.125 0.972 + 0.005 0.972+0.011 0.975 £ 0.008
Images PSNR | 18.3+£11.6 40.0 £ 1.6 39.5+£2.0 39.5+1.9

4.3.2 Input Study

In the input study, we investigate different sinogram inputs for the iCTU-Net. The
results of the evaluation metrics for the input study are shown in Table 4.2 and re-
constructed images are shown in Figure 4.5. The SSIM and PSNR in Table 4.2 show
that the network performs similarly independent of the input. The network trained
without metal in the input sinogram achieves the best PSNR, and the network
trained with the pre-corrected NMAR sinograms achieved the best SSIM. However,
these differences in SSIM and PSNR are not significant. For the metal input, some
reconstruction inaccuracies close to metal objects can be observed, as indicated by
the arrows in the zoomed images in Figure 4.5. Apart from this, the reconstructions
in Figure 4.5 show no noticeable differences in image quality. Therefore, we continue
to use the pre-corrected NMAR sinograms for the iCTU-Net. This allows for a fairer
comparison with the deep learning reference methods, since they also use NMAR
inputs.
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Figure 4.5: Results of the input study, where the ground truth and FBP are
compared to iCTU-Nets trained with different input sinograms. All networks
are trained with the U-Net post-processing layers and the SSIM loss, which
yields the best results in the ablation study. No Metal Input, Metal Input,
and iCTU-Net are respectively trained with metal-free, metal, and NMAR
pre-corrected sinograms. A slice without metal artifacts, with moderate metal
artifacts, and with severe metal artifacts is shown. The scans are windowed
to [F300 HU, 300 HU] to increase the visibility of the artifacts. The arrows in
the zoomed images indicate an anatomy that the Metal Input network cannot
resolve accurately.
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Table 4.3: SSIM and PSNR evaluation metrics for the comparison study.
The best result for each metric is marked bold.

FBP NMAR U-Net Sino U-Net Image iCTU-Net
No SSIM | 0.988 +0.020 0.988 +0.020 0.990 £ 0.011 0.993 £+ 0.010 0.969 £ 0.008
Artifacts PSNR| 50.3 £ 4.9 50.3 + 4.9 46.5 £ 2.1 453+ 3.2 37.7+1.8
Moderate SSIM | 0.869 +0.087 0.976 +0.016 0.979 £0.012 0.983 £+ 0.011 0.976 £ 0.007
Artifacts PSNR 15.2+3.1 44.3 + 3.1 43.94+2.6 42.8 4+ 2.1 395+£1.8
Severe  SSIM | 0.625+£0.056 0.911 £0.042 0.936 £0.025 0.944£0.024 0.970 + 0.009
Artifacts PSNR| 106+14 38.2+2.4 39.3+1.9 39.8+1.9 40.7 £ 1.6
All SSIM | 0.848 +£0.125 0.968 +0.032 0.974 £0.021 0.978 + 0.019  0.975 £ 0.008
Images PSNR| 183+11.6 44.1 +4.4 43.5+ 3.1 42.7+2.6 39.5+1.9

4.3.3 Comparison Study

The results of the evaluation metrics for the comparison study are shown in Table 4.3
and reconstructed images are shown in Figure 4.6. The deep learning reference
methods U-Net Sino and U-Net Image both perform better than NMAR in terms of
SSIM, especially for severe artifacts. In terms of PSNR, they perform worse when
artifacts are not present and similarly when artifacts are present. The U-Net Image
achieves a slightly higher SSIM than the U-Net Sino, but the performance of both
methods is very similar. In Figure 4.6 no substantial removal of metal artifacts can
be observed for the U-Net Sino and U-Net Image, only a smoothing of the streak
artifacts is observed for the U-Net Image.

Without artifacts, the iCTU-Net is outperformed by all methods in terms of PSNR
and SSIM, as they are all FBP-based, which already outperformed the iCTU-Net in
the ablation study. For moderate artifacts, the iCTU-Net achieves competitive SSIM
values compared to the reference methods, but performs worse in terms of PSNR.
Nevertheless, the iCTU-Net is the only method capable of completely removing
moderate metal artifacts, as shown in Figure 4.6. As indicated by the arrows in the
zoomed images in Figure 4.6, the iCTU-net is also the only method that can restore
a blood vessel into which a metal object has been inserted. For severe artifacts, the
iCTU-Net performs better than all reference methods with SSIM = 0.970 + 0.009
and PSNR = 40.7 4+ 1.6. The second best method, the U-Net Image, only achieved
SSIM = 0.94440.024 and PSNR = 39.8+1.9. Averaged over all images, the SSIM of
the iCTU-Net is competitive with the U-Net Image, but a worse PSNR is achieved.
The iCTU-Net is able to remove severe metal artifacts completely, whereas for the
other methods strong streak artifacts are still present over the whole image. The
iCTU-net can not only efficiently remove severe artifacts, but also reliably restore
the anatomy that is obstructed by these artifacts. This is especially evident inside
the circles shown in the zoomed images in Figure 4.6. All other methods fail to
restore the anatomy in this region.
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Figure 4.6: Results of the comparison study, where the ground truth and
FBP are compared to NMAR, U-Net Sino, U-Net Image, and iCTU-Net. A
slice without metal artifacts, with moderate metal artifacts, and with severe
metal artifacts is shown. The scans are windowed to [-300 HU, 300 HU] to
increase the visibility of the artifacts. The arrows and circles in the zoomed
images indicate anatomies that could only be recovered by the iCTU-Net.
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4.4 Discussion

We trained the iCTU-Net with metal-affected data, to investigate its ability to mit-
igate metal artifacts. The iCTU-Net outperformed the reference methods for recon-
structions with severe metal artifacts. Similar results were found for the application
of the iCTU-Net to sparse-angle CT reconstruction, where the iCTU-Net showed
good performance for a small number of projections [77]. However, the iCTU-Net
was not able to resolve small structures of only a few millimeters in size. The re-
constructions were slightly blurred, which is probably the reason why the iCTU-Net
could not match the quality of the FBP when no metal is present. In the ablation
study, it was found that the loss function and the post-processing layers have a ma-
jor impact on the quality of the reconstruction. We had attempted to sharpen the
reconstructed image, by combining the SSIM loss with an additional gradient differ-
ence loss [84], but no substantial improvements were observed. In the future, we will
investigate alternatives to the U-Net as post-processing layers to further optimize
the network. The iCTU-Net was trained with a dataset of 3964 slices, of which
only 310 contained no metal. Due to this small fraction of metal-free training data,
the network might not be able to learn how to properly reconstruct metal-free sino-
grams. In the input study, we trained the reconstruction network exclusively with
metal-free data to test this hypothesis. We found that the network trained with
metal-free raw data did not perform better than the iCTU-Net for the no artifact
category. Therefore, we can conclude that training the network with mainly metal-
affected data does not degrade the quality of the reconstructions. Interestingly, the
evaluation metrics for the moderate and severe artifact categories also did not differ
substantially. Thus, the network trained with metal-affected input data is recon-
structing images with metal-affected test data just as well as the network trained
without metal is reconstructing images that do not include metal. This shows that
the iCTU-Net is reliably reducing metal artifacts. This is confirmed by the fact that
all networks in the input study performed very similarly for all severities of artifacts.
The network seems to handle metal objects in the raw data very well.

The input study showed that the iCTU-Net performs similarly regardless of the
sinogram input data used. Training the network with uncorrected metal sinograms
revealed similar performance compared to the network trained with pre-corrected
NMAR sinograms. This means that reconstruction without pre-correction is feasible,
which reduces the complexity of the algorithm.

In the comparison study, a sinogram pre-processing and an image post-processing
approach were investigated. We have found that the image-based post-processing
deep learning approach provides better results than the sinogram pre-processing
approach. This is consistent with the findings of Arabi et al. [85]. Since the reference
methods are all FBP-based, they are superior to the iCTU-Net in the absence of
artifacts due to the aforementioned blurring. However, the artifacts introduced by
the FBP cannot be completely mitigated by the reference methods. The iCTU-Net
is the only method that removes all metal artifacts and yields the best results of all
methods for severe metal artifacts. Since the iCTU-Net is trained end-to-end, the
network can fully utilize the raw data and learn to reconstruct an artifact-free image.
The U-Net Sino learns to mitigate disturbances in the sinogram with the raw data
as input. However, small errors in the sinogram can lead to significant deviations
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in the reconstruction [77], which the U-Net Sino cannot correct. The U-Net Image
only mitigates the artifacts in the image domain introduced by the FBP. In doing
so, the network no longer has the original raw data to learn from.

The usage of digital XCAT phantom data for metal data simulation instead of real
patient data has several advantages. First of all, with the organ masks provided
by the XCAT, metal objects can automatically be inserted in specific body regions.
In this work, we inserted iron into the blood vessels. For future studies it would
be better to insert attenuation coefficients of materials that are commonly used
for contrast agents and catheters. Moreover, for the simulation of polychromatic
projections, it is not necessary to segment the images into soft tissue, bone, and
metal to assign the corresponding attenuation coefficients, as is done in several
other works [63, 70, 85]. Instead, the organ masks of the XCAT allow the insertion
of energy-dependent attenuation coefficients for every organ. In the future, it is
desirable to test the iCTU-Net on experimental raw data instead of simulated data.
However, this requires the iCTU-Net to be adapted to work with the raw data of
multirow detector CT scanners. The two-dimensional projection data might lead
to restrictions due to GPU memory limitations. Since dual-energy CT has been
shown to help reduce metal artifacts [54, 59], the iCTU-Net should benefit from the
additional spectral information. Photon-counting CT is another spectral technology
that can be used to reduce metal artifacts [86]. The energy of individual photons can
be measured by energy-resolving detectors [87]. The iCTU-Net is readily applicable
to energy resolved raw data by including the energy information in separate input
channels. The additional spectral information in the raw data is expected to mitigate
beam hardening artifacts.

We will also investigate the ability of the iCTU-Net to simultaneously mitigate
different kinds of artifacts. This is achievable by using a training dataset that
contains a combination of artifacts. Promising results for the isolated mitigation of
artifacts with the iCTU-Net in low-dose CT and sparse-angle CT have already been
shown [77].

4.5 Conclusions

The presented end-to-end deep learning CT reconstruction algorithm was trained
with simulated interventional data to mitigate metal artifacts during reconstruction.
We showed that the iCTU-Net reconstruction MAR approach is better suited to
mitigate metal artifacts than commonly used sinogram pre-processing and image
post-processing deep learning approaches. The iCTU-Net is the only studied method
that can eliminate the metal streak artifacts. However, the end-to-end reconstruction
approach performs worse than the other approaches when no artifacts are present.
Reconstructions without any metal showed that the iCTU-Net is prone to blurring.
Because the whole reconstruction is learned, the network is able to fully utilize
the raw data, which benefits the removal of metal artifacts. In the future we will
try to improve the network architecture by investigating alternative loss functions
and post-processing layers to avoid blurring. We will also train networks with data
including different kinds of artifacts to investigate simultaneous mitigation of several
types of artifacts.
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5.1 Introduction

The liver is a common site for metastatic disease due to its rich blood supply via
the hepatic artery and portal vein [88]. Liver metastases originate from a variety of
cancers such as colon, rectum, pancreas, lung, and breast [89]. More than half of
all patients with colorectal cancer develop liver metastases, which are the leading
cause of death in colorectal cancer patients [90]. In general, metastatic liver disease
is a challenging and life-threatening condition with a grim prognosis and outcome
[5]. Resection of the liver metastases is the most promising treatment approach [91].
Unfortunately, systemic spread of the disease is already evident in most patients
with liver metastases, which means that surgical resection is often no longer an
option [88]. Radiofrequency ablation is becoming a popular treatment modality,
but should only be used in combination with resection or when resection is not
safely possible [92]. Oligometastatic disease (OMD) is defined by the localization
of a small number of sites and lesions where local ablative treatment approaches
promise improved disease control and thus an optimistic clinical outcome [7]. A
gold standard workflow for the diagnosis of OMD is not available due to the high
individuality of this disease. There are guidelines based on expert consensus that
suggest an initial CT scan [7]. When in doubt, a stepwise imaging using MRI, US or
positron emission tomography CT (PET-CT) is recommended. Contrast-enhanced
US (CEUS) can be used to characterize focal liver lesions, but is often unable to
correctly diagnose small and benign lesions [93]. Repeated imaging with dynamic
CEUS for early treatment response assessment provides complementary information
to CT and MRI [94].

The research campus “Mannheim Molecular Intervention Environment” (M?OLIE)
proposes a standardized workflow towards a personalized medicine approach to
OMD, which allows patient-specific treatment planning by combining morpholog-
ical, molecular, and functional information about the lesions [29]. The envisioned
workflow comprises the acquisition of a multimodal CT, MRI, and PET-CT dataset,
novel image processing techniques, and robotically assisted CBCT-guided biopsy for
subsequent molecular subtyping. The detection of metastases is not comprehensively
covered by a single imaging technique; thus the multimodal imaging approach is nec-
essary to identify all lesions [95] and to assist the interventionalist. Comprehensive
detection of metastases and subsequent subtyping is critical to prolong survival via
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Figure 5.1: The envisioned OMD diagnosis workflow starts with CT, MRI,
and PET-CT imaging, followed by multimodal image registration and a deep
learning segmentation. The obtained segmented multimodal dataset provides
information to assist the clinician during intervention.

local treatment [96-98]. Molecular differentiation of the lesions during the diagnosis
stage provides crucial information to the deciding physicians.

Preliminary validation using imaging phantoms is a vital step for the introduction of
the workflow into clinical routine. Numerous abdominal liver phantoms have been
developed for different imaging modalities. However, most of them are monomodal
and the design of multimodal phantoms is not trivial [99]. Many liver phantoms in
literature are either not anthropomorphic [100], not embedded in a realistic abdomen
[101] or do not include liver lesions [102, 103]. Using 3D printing with radiopaque
ink on paper enables the production of CT biopsy phantoms with highly detailed
arbitrary patient anatomies [104]. However, these phantoms are not designed for
other modalities, such as MRI. The Triple Modality 3D Abdominal Phantom (Model
057A, CIRS Inc.) is a commercially available phantom suitable for CT, MRI, and
US. It uses a simplified anthropomorphic geometry and among other organs includes
a liver with six puncturable liver lesions, which are visible in all imaging modalities.
Because the visibility of small or low-contrast lesions in real patients may be limited
in CT scans [95], a phantom should contain lesions with different visibility depending
on the imaging modality to reflect clinical reality.

In this work, we present an anthropomorphic multimodality phantom for percu-
taneous liver interventions. The phantom is puncturable and the liver contains a
vascular tree and six lesions, with variable visibility for CT, MRI, and PET-CT. We
used the phantom to evaluate the proposed standardized OMD diagnosis workflow,
including multimodal imaging, image processing, and robotically assisted CBCT-
guided biopsy. The biopsy was conducted for all six lesions, two of which are visible
only in MRI and not in CBCT. Multimodal image registration was deployed to
locate all lesions during intervention.
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5.2 Materials and Methods
5.2.1 OMD diagnosis workflow

The envisioned diagnosis workflow includes multimodal imaging, state of the art im-
age processing, and an interventional liver biopsy, as depicted in Figure 5.1. It starts
with pre-interventional CT, T1lw and T2w MRI, and PET-CT imaging to locate
all liver lesions and to support the CBCT-guided biopsy. Each imaging modality
has different sensitivities to certain anatomies; thus, the detection of lesions can-
not be robustly performed by only utilizing one imaging technique [95]. A CT is
characterized by its stable geometry, high-spatial resolution. The acquisition of a
pre-interventional CT facilitates the registration of the pre-interventional data to
the interventional CBCT data. MRI provides excellent soft tissue contrast and is
able to reveal smaller low-contrast lesions which are invisible in CT [95, 105], with-
out exposing patients to ionizing radiation. MRI is additionally able to provide
functional parameters for diffusion or perfusion [106]. The use of PET-CT is rec-
ommended when the patient has potential extrahepatic lesions [7, 107] and provides
an overview of metabolic activity that can be used to determine to what extent a
biopsy should be performed.

To combine the advantages of the different imaging modalities, the acquired dataset
is registered [29] and anatomical structures such as liver, liver lesions, and blood
vessels are segmented using novel deep learning algorithms [108]. The segmenta-
tions provide location and size of biopsy targets and organs at risk, which must be
considered during needle placement.

Tissue biopsies allow to sample parts of a tumor or lesion to provide crucial molecu-
lar information for the diagnosis and treatment of OMD [97, 109]. As tumors evolve
in malignancy, early and comprehensive detection of metastases is critical to im-
prove survival rates [96]. Furthermore, sampling of metastases is an important step
towards a radiomics approach for the diagnosis and treatment of OMD [110, 111].
For a meaningful sampling of the lesion or organ, the biopsy needle placement needs
to be accurate. By registering the pre-interventional patient data to the interven-
tional image data, the interventionalist and the robotic system are provided with the
necessary information for the needle path planning. Robotic assisted percutaneous
interventions provide increased accuracy and less time spent on the procedure [112].
Compared to CT-guided biopsies, CBCT guidance offers a larger working space and
3D imaging during the procedure with similar diagnostic performance and effective
dose [113].

5.2.2 Phantom design and construction

The proposed workflow was executed with an anthropomorphic phantom under clin-
ically relevant measurement conditions. The phantom was designed to mimic the
human abdomen incorporating a 3D-printed rib cage and spine, an aorta, lungs, a
liver, six hepatic lesions, and a hepatic vessel tree. Three lesion types with differ-
ent visibility in CT and MRI were created, one of which should be invisible in CT.
Processing the proposed phantom via the above described imaging chain provides
a proof-of-principle for the advantage of multimodal imaging, since it demonstrates
the complementary information of each modality.
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A CAD model of the phantom is displayed in Figure 5.2 (a) and the manufactured
phantom is shown in Figure 5.2 (b). All organ contours were obtained from patient
segmentations. Synthetic ballistic gelatin (10% ballistic gelatin, Clear Ballistics) was
used as a tissue surrogate. Ballistic gelatin liquefies at 110°C and can therefore be
poured into the desired shape, which it retains after cooling down. The remaining
phantom components and the body mold must be heat-resistant, as they come into
contact with the molten ballistic gelatin. In order to cast the ballistic gelatin into
the shape of an abdomen, a body hull casting mold made of heat-resistant synthetic
resin (High Temp Resin V2, Formlabs) was manufactured using SLA. The body
hull casting mold consists of several individual parts shown in Figure 5.3 (a). This
facilitated the removal of the body hull after molding without damaging it. The hull
was firmly assembled with screws and additionally sealed with high-temperature
silicone to prevent leakage, see Figure 5.3 (b). The bottom of the mold was closed
with an extruded acrylic plate displayed in Figure 5.3 (¢) and sealed with high-
temperature silicone. The plate was laser cut to match the base of the phantom
and was not removed after the completion of the phantom, because it serves as a
convenient bearing surface for storage. The rib cage, aorta, and lungs were glued to
the inside of the base plate using heat-resistant adhesive. The complete torso was
not cast in one go, but in layers. This made it possible to embed the liver between
two casting steps and to check each layer for bubbles and remove them.

The rib cage and spine displayed in Figure 5.4 (a) were produced by SLS using
polyamide powder filled with glass particles (PA-GF, Materialise). The material
yields high attenuation coefficients in CT, whilst not showing a signal in MRI. It
exhibits a high thermal resistance and is not puncturable. The lungs shown in
Figure 5.4 (b) were printed via FFF with blue high impact polystyrene (EasyFil
HIPS, Formfutura). The lungs were thinly coated with Shore A 5 hardness silicone
(Silicone Addition Colorless 5, Siliconesandmore) to prevent leakage of air bubbles
and of the blue color into the hot ballistic gelatin. The aorta is a plastic tube a
with high heat resistance and an inner and outer diameter of 12mm and 14 mm,
respectively. It was placed in front of the spine and extends through the entire
phantom, allowing flow measurements.

In Figure 5.4 (c) parts of the liver mold, the hepatic vessel tree, and the six hepatic
lesions are displayed. The liver mold was printed via SLA with synthetic resin
(Clear Resin V4, Formlabs). Like the body hull, the liver mold was printed in
smaller parts that can be assembled with screws, allowing an easy release of the
mold. The vessel tree was also printed via SLA with synthetic resin (White Resin
V4, Formlabs). For easy positioning, the vessel tree was attached to the liver cast
mold. Two liver lesions of each of the three lesion types were created and the lesions
were colored with silicone dye (Type A: dark blue, Type B: light blue and Type C:
green). The ovoid lesions have a length of 3cm and a diameter of 2cm. Type A
and B were made of Shore A 5 silicone and type C of Shore A 19 silicone (TFC
silicone rubber type 19 clear, Trollfactor). A harder silicone was chosen for type
C to achieve a varying stiffness of the lesions. To ensure visibility in MRI, 0.4%
MRI contrast agent (Dotarem, 0.5 mmol/ml gadoteric acid, Guerbet) was added
to all lesion types. CT contrast was enhanced by adding 2.4% CT contrast agent
(Imeron 400, Bracco Imaging) to type B and C. No Imeron was added to type A,
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Figure 5.2: (a) CAD model of the phantom. The position of the lesions in
the CAD model do not correspond to the final positions in the manufactured
phantom. (b) Phantom front view. (c) Phantom organ segmentations.
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Figure 5.3: (a) Body hull pieces. (b) Assembled body hull. (c) Acrylic
bottom plate.

Figure 5.4: (a) Rib cage and spine. (b) Lungs. (c) Posterior view of the liver
hull with liver lesions and hepatic vessel tree.
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Table 5.1: MRI and CT contrast agent concentration and hardness of the
hepatic lesions.

Silicone MRI cT
Shore A hardness Contrast Agent Contrast Agent
Type A (dark blue) 5 0.4% Dotarem -
Type B (light blue) 5 0.4% Dotarem  2.4% Imeron
Type C (green) 19 0.4% Dotarem  2.4% Imeron

making them invisible in CT and CBCT. The contrast agent concentrations and
hardness grades of the lesion are summarized in Table 5.1. The six liver lesions are
cut open and wrapped around the vascular structures. This simulates the typical
hypervascularity of hepatic lesions [114] while also facilitating their positioning. The
liver parenchyma was molded with 2kg of translucent Shore A 5 silicone.

5.2.3 Image acquisition

T1lw and T2w MRI, CT, PET-CT, and CBCT scans of the phantom were acquired
using clinically relevant parameter settings. The most important parameters are
listed in Table 5.2. All scans were acquired on whole body clinical devices (Siemens
Healthineers, Forchheim, Germany; MRI: MAGNETOM Aera; CT: SOMATOM
Force; PET-CT: Biograph mCT; CBCT: Artis zee). Axial, coronal, and sagittal
slices of the scans are shown in Figure 5.5. The slice positions were chosen such that
all liver lesions are included and the lesion types are labeled in the T2w MRI scan.
To produce a PET signal, a 2ml vial was filled with a Ga tracer. The vial was
implanted into a type B lesion located a few cm below the phantom surface. After
the PET-CT measurement, the vial was removed from the phantom, leaving behind
no remainder of the tracer or its stable decay product 8Zn.

Table 5.2: Summary of image acquisition parameters.

Sequence TE TR FA Voltage Spacing Image size
ms] [ms] ] vp] o] [x/v/4
Tlw MRI (1.5T) | Spin Echo 3.6 500 120 - Ix1x1 384 x 288 x 288
T2w MRI (1.5T) | Spin Echo 81 6000 180 - 1x1x2 384 x 288 x 288
CT - - - - 90 0.97x0.97x0.5 512x512x605
PET-CT (CT) - - - - 120 0.73x0.73x1.5 512x512x264
PET-CT (PET) - - - - - 4.07x4.07x3  200x200x 115
CBCT - - - - 90  0.48x0.48x0.48 512x512x397

5.2.4 Image processing

The intended imaging workflow includes not only dedicated image acquisition, but
also specified and extended image processing to extract and process all available in-
formation which equips the physician with complementary morphological and func-
tional information provided by the various modalities. The pre-interventional CT,
PET-CT, MRI, and interventional CBCT data are fused into a multiparametric data
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set using image registration, and image information is extracted via image segmen-
tation. For this phantom study, image registration and segmentation algorithms
were used that are not applicable to patient scans.

5.2.4.1 Image segmentation

The extraction of information includes the application of automated deep learning
image segmentation algorithms to identify different organs, such as the liver [108],
and pathologies in the image data. This information is not only important for diag-
nosis, but also benefits the planning and performance of image-guided procedures by
providing three-dimensional anatomical models of target and risk structures. Deep
learning segmentation algorithms rely on a high similarity between training and
test data. Since the similarity between patient data and the phantom was not high
enough, traditional image processing methods were used instead in this study. Due
to the sufficiently homogeneous signal intensities of the organs, it was possible to
segment all organs in the phantom via region growing using the RegionGrowing-
Macro module in MeVisLab 3.3. All segmentations shown in Figure 5.2 (c) were
performed in CT, except for the two type A lesions and the hepatic vessel tree,
which were segmented in T1w MRI.

5.2.4.2 Image registration

To continue the demonstration of the intended imaging workflow, the image data
of the anthropomorphic phantom was registered. Due to the shape stability of the
phantom, the application of a rigid registration method was sufficient. We imple-
mented the registration in Python 3.5 using the SimpleITK 1.2.4 package [115]. We
used the Euler3DTransform class, a rigid 3D transform that applies a 3D transla-
tion and a rotation described by three Euler angles. The registration scenario was
divided into two steps. First, a registered pre-interventional CT, MRI, and PET-CT
dataset was prepared. The T1w MRI was registered to C'T using the Mattes Mutual
Information (MMI) registration metric and the same transform was applied to T2w
MRI. The PET-CT was registered to the CT using the normalized cross correlation
(NCC) metric [84]. In a second step, the CT was registered to CBCT using the NCC
metric. The obtained transformation was then applied to the MRI and PET-CT. A
gradient descent optimizer was used for all registrations. This data set includes all
available information about the patient’s morphology and pathology and builds the
basis for path planning and image guidance during the intervention.

5.2.5 Lesion visibility

The three lesion types in the phantom were designed to be visible only in certain
modalities. In order to show the usefulness of multimodal data in a CBCT-guided
intervention, it is crucial that the two type A lesions are visible in MRI and invisible
in CT and CBCT. To quantify the visibility of the three liver lesion types the
contrast-to-noise ratio (CNR) in CT, CBCT, Tlw and T2w MRI was calculated
according to

S esion S wer
CNR = 12 l ‘, (5.1)

Onoise
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where Sjesion and Sy, are signal intensities in the liver lesions and liver, respectively,
and 0,4se is the standard deviation of the liver signal intensity. Additionally, the
contrast of the liver to the surrounding tissue was determined by replacing Sicsion
with Sissue. The previously obtained organ segmentations were utilized to determine
the signal intensities and noise.

5.2.6 Interventional biopsy experiment

A needle puncture experiment was performed in the interventional hybrid MRI
suite of the research campus M?OLIE, consisting of Artis zee CBCT and MAG-
NETOM Aera MRI scanners. The CBCT-guided needle placement was performed
with robotic assistance, where all six lesions were punctured with coaxial biopsy
needles. Our biopsy setup is shown in Figure 5.6 (a). A vacuum mattress was used
to stabilize the phantom. Before the needle placement, a CBCT was acquired and
the pre-interventional dataset was registered to the CBCT scan to locate all lesions
and plan the needle path. In this initial CBCT scan, both the robot and the phan-
tom were present. This calibration scan was used to determine the position of the
robot relative to the phantom. The needle trajectory was primarily planned on the
modalities which have the best contrast for the targeted lesion. The type A MRI
lesions were punctured with MRI-compatible titanium needles. First, five of the six
lesions were punctured via an anterior percutaneous route. Lesion A2 is of particular
interest because of its invisibility in CBCT and its close proximity to a lung. It was
punctured with two needles that were placed parallel at a small distance. Lesion B2
was only accessible from a posterior percutaneous route, due to being located in the
right posterior section of the liver. Thus, the phantom was positioned slightly tilted
in prone position as shown in Figure 5.6 (c¢). Since the lesion is located under the
rib cage, the needle must be placed between two ribs.

After the placement of the needles, a CBCT control scan was acquired for both
biopsy settings. For the anterior biopsy, the phantom was additionally moved to
an MRI machine to acquire a control scan for the type A MRI lesions, as shown
in Figure 5.6 (b). The non-MRI-compatible needles were removed before the MRI
scan. The MRI acquisition coil was placed under the phantom to not interfere with
the needles.

5.3 Results

5.3.1 Multimodal imaging

Axial, coronal, and sagittal slices of the phantom for Tlw and T2w MRI, CT,
PET-CT, and CBCT scans are shown in Figure 5.5. The images were registered
to the CBCT scan. We used a registration that incorporates resampling, thus the
registered images have the same image resolution as the CBCT scan. The windowing
was chosen to optimize visibility of the liver lesions. All six lesions are clearly visible
in the T2w MRI scan. In the T1w MRI scan only the type C lesions are visible. The
CT, PET-CT, and CBCT scans show the type B and C lesions with a high contrast.
As intended, type A lesions are completely invisible.
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Tlw MRI T2w MRI PET-CT CBCT

Sagittal

Figure 5.5: Clinical T1lw MRI, T2w MRI, CT, PET-CT, and CBCT con-
trasts. Windowing was chosen to optimize visibility of liver lesions, resulting
in oversaturation of MRI scans.

To quantify these observations, CNRs shown in Table 5.3 were calculated. CNRs
between 1.0 and 1.4 confirm that every lesion is visible in T2w MRI. Objects with a
CNR of 1.0 and the size of a few pixels would be difficult to detect, but the lesions
occupy up to 1000 pixels per image slice in MRI, making them clearly visible. In
T1w MRI, CNR is high for type C lesions and low for type A and B lesions. In
CT and CBCT, a high CNR is found for type B and C lesions and a very low CNR
for type A lesions. The signal difference between type A lesions and liver is only
2HU for CT and CBCT. The CNR is generally lower in CBCT due to a high noise
magnitude of 45 HU. Therefore, the CNR confirms the quantitative observations in
Figure 5.5 and especially that the type A lesions are undetectable in CT and CBCT.
Additionally, a high CNR for the liver means excellent discrimination of the liver
from surrounding tissues for all modalities. The liver vessel tree is barely visible
in CT, which is realistic for non-contrast enhanced imaging. The vessels yield no
signal in MRI, which is not the case for real patients. Just like real bones, the PA-GF
bones provide no signal in both MRI scans and a high signal of 400 HU is observed
in the CT modalities. The realistic signal and high contrast of the bones in CT
and MRI facilitates the multimodal registration, since the bones provide natural
registration landmarks. The implanted PET tracer in the type B lesion shows a
strong signal within the lesion. The PET-CT measurement of the phantom proves
that the phantom is suitable for functional PET imaging and thus can be used to
validate the entire diagnostic workflow.
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Table 5.3: CNR of the liver and the liver lesion types.

Tilw MRI T2w MRI CT CBCT
Type A (dark blue) 0.3 1.0 0.1 0.04
Type B (light blue) 0.2 1.4 12 4.6
Type C (green) 1.3 14 11 2.5
Liver 72 10 17 8

5.3.2 Interventional biopsy experiment

All six lesions of the phantom were punctured and control scans were used to assess
the needle positions. CBCT and MRI control scans for the anterior biopsy are shown
in Figure 5.6 (d) and (e), respectively. In the CBCT control scan, two needles
targeting lesion A2 are shown. Additionally a needle tip inside lesion C2 can be
seen, which was removed before acquiring the MRI scan. Because lesion A2 was not
visible on the CBCT scan, the needle location was confirmed with the MRI scan.
Instead of placing the needle directly in the center of the lesion, the target location
was placed in front of the hepatic vessel that runs through the lesion. The MRI
control scan shows that both needles, which appear thick due to metal extinction
artifacts, hit the their target. This demonstrates the reliability of the registered
multimodal image information and the great accuracy of the needle placement, even
though the path planning for both needles was limited by the proximity to the
lung. The remaining needle positions are not displayed here, but the control scans
showed that all needles hit the targeted lesions. A CBCT control scan in Figure 5.6
(f) proves that the lesion B2 was accurately hit through two ribs in the posterior
experiment.

5.4 Discussion

By combining several modern additive manufacturing techniques and molding, the
manufacturing process of the phantom is reproducible and allows to incorporate
patient-specific anatomies. Planning and designing the phantom took about six
months and was the most time-consuming part. The 3D printed parts and the liver
were built within two weeks. Once all the components were ready, it only took two
days to put them together and complete the phantom. Here, the trickiest part was
assembling and sealing the body casting hull. The hull pieces were printed with high
accuracy using the SLA printing technique. Nevertheless, the parts slightly deformed
during the UV curing process, which complicated the assembly and required careful
sealing. Printing the hull with material that does not deform as much would make
assembly less prone to error. Casting the hot ballistic gelatin into the torso in layers
increased the safety in case of leaks in the hull and it facilitated the positioning of
organs. In an initial prototype, we positioned each lesion within the liver with a pair
of thin metal rods, which were removed after the liver was completed. This approach
was inconvenient and left visible tracks in the liver, so we switched to attaching the
lesions directly to the vascular tree.

The ballistic gelatin - which was used as a tissue surrogate - mimics the ballistic
properties of muscle tissue. As demonstrated by Pepley et al., the ballistic gelatin
provides a needle resistance similar to cadaveric tissue [116]. However, due to the
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Posterior Biopsy

Control CBCT Control MRI Control CBCT

Figure 5.6: (a)-(c) Experimental biopsy setup. (d)-(f) CBCT and MRI
control scans.

homogeneity of ballistic gelatin and the missing skin layer, the realism of the haptic
needle feedback is limited. The ballistic gelatin also tears more easily than soft tissue
and skin. Yoon et al. report a Shore OO hardness of 15.06 £ 2.64 for livers without
hepatic fibrosis [117]. They also observed a correlation between hepatic hardness
and degree of liver fibrosis. In our phantom, a silicone with Shore A 5 hardness
was used to cast the liver. According to the ASTM D2240-97 standard, no simple
relationship between the Shore A and Shore OO hardness scales is known to exist.
However, an empirical conversion table for control purposes is provided, which states
that the hardness of Shore A 5 is similar to Shore OO 45. This suggests that the
silicone liver in our phantom is harder than a healthy human liver and more closely
resembles liver fibrosis. During the design phase of the phantom, we investigated
softer silicones for the liver. We cast a liver with Shore A 0 silicone, but the material
tore after curing, resulting in large air pockets inside the liver. The type A and B
liver lesions were cast with the same Shore A 5 silicone as the liver. This is not
realistic, because tumors are stiffer than normal tissue [118]. Thus, a harder silicone
with Shore A 19 was used for the type C liver lesions. The lungs, bones, and liver
vessels serve as realistic inhibitions for needle-based intervention planning. Since
they are solid, the operator immediately notices if an organ at risk was hit during
needle placement. Due to the realistic size of the corpus and the organs, the phantom
can be used to train clinicians in liver biopsies and other interventions. To make the
phantom even more realistic, an integration of breathing movements is conceivable
for the future. This has already been implemented in other phantoms [103], but
simultaneous suitability for biopsies and inclusion of bones is difficult to realize.
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The reusability of the phantom is limited by the extent of damage in the silicone liver
and silicone lesions, because puncture channels in the silicone cannot be repaired.
The extent of damage depends on the number of needle insertions, the needle gauge,
and whether a biopsy sample was taken. We found that 16 gauge needles (G16)
left visible tracks in the phantom. For voxel sizes below 1mm, the tracks can
be visualized in CT and MRI. Damages to the ballistic gelatin can be removed by
remelting the material. This can be achieved via a hot metal rod, such as a soldering
iron. Blemishes on the surface can be corrected with a hot air dryer. In case of more
severe damage, the phantom can be remelted as a whole in an oven by reapplying
the body hull mold. The separation of the body hull into several individual parts
allows to reuse the mold shown in Figure 5.3 (b), because a non-destructive removal
is possible after molding. If a hull part does get damaged, it can be replaced quickly
and cost-effectively.

In our phantom experiment, we were able to hit all six liver lesions with robotic
assistance. No corrections to the needle positions were necessary after initial needle
placement. Because the phantom does not simulate realistic patient motion, these
results cannot be directly applied to patient biopsies. In order to make statements
about the reliability of biopsies in patients, a patient study must be carried out.
Lungs, bones, and hepatic vessels were visible in the multimodal image data and
could thus be bypassed. Using the phantom for the biopsy experiment allowed
us to acquire CBCT and MRI control scans to assess the needle positions. The
performance of the envisioned imaging workflow on the anthropomorphic phantom
reflects the clinical reality where extensive multimodal imaging is beneficial prior to
surgery to gather all necessary imaging information.

The liver lesions were embedded into the liver, which leads to a boundary that is
visible under US. In reality, a large portion of liver tumors are not visible under
US, which is the main reason for image fusion for intra-operative guidance [119]. To
make the phantom suitable for use in US, it would be desirable to include lesions in
the phantom that are invisible under US. It is a difficult task to remove the boundary
between lesions and liver, but it might be achievable for the type A and B lesions,
because they are made of the same Shore A 5 silicone as the liver. The boundary
might become irrelevant, if the lesions would be embedded into the liver while the
lesions are still in the curing process. This is difficult to achieve, because the time
window during which the silicone already exhibits sufficient form stability during
the curing process is short.

Moreover, the multimodal properties of the phantom enable the verification of MRI-
based radiotherapy treatment planning methods. Currently, CT images are the
basis of dose calculations in treatment planning. A crucial step towards MRI-only
radiotherapy treatment planning is accurate MRI-to-CT synthesis [120], for which
this phantom provides co-registered ground truth data.

5.5 Conclusions

Hitherto, there was a lack of appropriate multimodal phantoms with liver lesions
of variable visibility. We designed and manufactured an abdominal phantom and
used it to validate a standardized OMD diagnosis workflow. Utilizing the phantom,
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we were able to show that a multimodal imaging pipeline is advantageous for a
comprehensive detection of hepatic lesions. In a CBCT-guided needle placement
experiment we punctured lesions that are invisible in CBCT using registered pre-
interventional MRI scans for needle path planning. Accurate diagnosis and biopsy of
hepatic lesions are important steps in diagnosing OMD and thus prolong the survival
of patients. In the future, we plan to further modify the visibility of the liver lesions
to make the phantom ultrasound compatible for percutaneous needle insertion.
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6.1 Introduction

Prostate cancer is the second most common cancer in men and comprises highly
aggressive and indolent varieties [121]. Multiparametric magnetic resonance imaging
(mpMRI) is of high value for the detection and characterization of prostate cancer
and reduces both overdiagnosis and overtreatment of indolent disease [122-124].
Moreover, mpMRI can be applied for prostate cancer management and therapy
planning to localize index lesions [125, 126]. Accurate localization of the index
lesion via mpMRI enables targeted MRGB and allows for optimized radiation dose
planning for brachytherapy [127, 128].

Compared with traditional transrectal ultrasound (TRUS)-biopsy, which involves a
random sampling of the prostate [129], mpMRI combined with targeted MRGB re-
sults in significantly fewer clinically insignificant prostate cancer (insignPCa) cases
while maintaining an identical detection rate of clinically significant prostate can-
cer (csPCa) [130]. The improved disease localization of mpMRI additionally enables
focal therapies for intermediate-risk prostate cancer, providing an alternative to rad-
ical treatment. This reduces overtreatment and associated permanent side-effects
and is an important step toward personalized medicine [131]. Examples for mini-
mal invasive focal therapies are cryoablation [132], focal laser ablation (FLA) [133],
transurethral ultrasound ablation (TULSA) [134], high-intensity focused ultrasound
(HIFU) [135], irreversible electroporation (IRE) [136] and brachytherapy [128].

These minimal invasive therapies often benefit from new technologies, such as robotic
needle guidance, which supports in-bore MRI interventions. Robotic navigation
systems improve the precision of needle placements and reduce intervention time
[112, 137]. Another advantage of robots is that the needle probe can be remotely
controlled from the MRI control room with real-time MRI guidance [138]. Prelimi-
nary validation using imaging phantoms is a vital step for the introduction of such
technologies into the clinical routine. Numerous prostate phantoms have been devel-
oped for different imaging modalities. However, these are either not embedded in a
realistic model of the pelvis [139-143] or are not puncturable [144, 145] and thus not
suitable for needle interventions. Additionally, the design and development of mul-
timodal phantoms incorporating lesions is not trivial [99] and none of the mentioned
phantoms include prostate lesions. To the best of our knowledge, only the Tissue
Equivalent Ultrasound Prostate Phantom (CIRS Model 053L, CIRS Inc., Norfolk,
USA) - a commercially available prostate phantom - features puncturable prostate
lesions and is suitable for CT, MR and US imaging. It also includes the urethra,
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the rectal wall and seminal vesicles, but no bones. The phantom is disposable and
must be stored in an air-tight container to minimize desiccation. The organs are
embedded in a small and lightweight box with dimensions of 11.5 x 7 x 9.5 cm?® and
weight of approximately 900g. However, realistic body shape and size are critical
to the development of imaging protocols, and sufficient weight is required to simu-
late patient placement and prevent the phantom from moving during robotic needle
placement [146]. Nevertheless, the CIRS phantom is an appropriate phantom when
realistic patient size, shape and weight are not relevant to the measurement.

In this work, we present an anthropomorphic pelvis phantom for transperineal and
transrectal prostate interventions. The phantom is puncturable and the prostate
and the contained four lesions are accessible through a hollow rectum. The size and
shape is similar to that of a male pelvis and realistic contrast is provided in MR,
CT and US imaging. Thus, the phantom can be used for the validation of workflows
in a variety of minimal invasive interventions, such as TRUS, IRE, brachytherapy
seed placement or MRGB. We used the phantom to perform an in-bore MRGB
with assistance of an MRI-compatible RCM where we targeted a prostate lesion.
The phantom does not require specific storage and is reusable even after puncturing
multiple times, as the needle insertion channels can be largely removed by heating the
phantom material. Furthermore, the manufacturing process allows for the creation
of patient-specific phantoms.

6.2 Materials and Methods
6.2.1 Phantom design

The phantom was designed to mimic the human pelvis incorporating bones, bladder,
prostate with four lesions, urethra, arteries, veins and six lymph nodes embedded in
ballistic gelatin [147]. A CAD model of the phantom is displayed in Figure 6.1 (a)
and the manufactured phantom is shown in Figure 6.1 (c¢). Except for the bladder
and prostate, all organ models were obtained from segmentation of the digital XCAT
phantom [148], which provides realistic human anatomies. Because prostate cancer
incidence is strongly correlated with age [149], a 62 year old male model was used.
The prostate and bladder models were created by rotating 2D prostate and bladder
silhouettes. The prostate has an enlarged volume of 95ml, because older age is
associated with prostate enlargement [150].

We used synthetic ballistic gelatin (10% ballistic gelatin, Clear Ballistics, Greenville,
USA) as a tissue surrogate. Ballistic gelatin liquefies at 110°C and therefore can
be poured into the desired shape, which it retains after cooling down. The other
phantom components and the body mold must be heat-resistant, as they come into
contact with the molten ballistic gelatin.

6.2.2 Phantom construction

In order to cast the ballistic gelatin into the shape of a pelvis, a body hull cast-
ing mold made of heat-resistant synthetic resin (High Temp Resin V2, Formlabs,
Somerville, USA) was manufactured using the SLA 3D printing method. The body
hull casting mold consists of 16 individual parts. This facilitated the removal of the
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Figure 6.1: (a) 3D model of the organs. ) Manufactured organs. (c)
Final phantom: Organs embedded in ballistic gelatln (d) Body casting mold
including base plate. (e) Prostate casting mold including prostate lesions and
urethra. The lesions and urethra were placed inside the mold before casting.
(f) Bladder and bladder casting mold.

hull after casting without damaging it. The hull shown in Figure 6.1 (d) was firmly
assembled with screws and sealed with high-temperature silicone. The bottom of the
mold was closed with an extruded acrylic plate and sealed with high-temperature
silicone. The base plate was removed after casting. Using heat-resistant adhesive,
all organs were first glued together as shown in Figure 6.1 (b) and then glued on
the inside of the base plate. A rectum was printed with the same material as the
body hull and glued to the inside of the hull. The rectum was removed after casting,
leaving behind a hollow transrectal access to the prostate. The complete pelvis was
not cast in one step, but in several layers, which allows the removal of air bubbles
from the intermediate layers.

The bones were 3D printed via SLS using polyamide powder filled with glass particles
(PA-GF, Materialise, Leuven, Belgium). The material has excellent stiffness, high
thermal resistance and tensile strength. The inside of the bones was printed less
densely to simulate bone marrow. The artery and vein were printed with red and blue
High Impact Polystyrene (EasyFil HIPS, Formfutura, Nijmegen, The Netherlands)
via FFF. The urethra was printed with synthetic resin (White Resin V4, Formlabs,
Somerville, USA) via SLA.

The prostate and bladder molds displayed in Figure 6.1 (e) and (f) were printed
with polylactic acid (PLA) via FFF. The bladder and prostate were molded with
silicones of Shore A hardness 0 and 5, respectively. The bladder mold was coated
with a silicone of Shore A hardness 13 (SF13 - RTV2, Silikonfabrik, Ahrensburg,
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Germany) to obtain a slightly harder bladder wall. The prostate lesions and lymph
nodes were also molded with the Shore A 13 silicone. Silicone color was used to color
the bladder, prostate, prostate lesions and lymph nodes yellow, red, green and blue,
respectively. The diameter of the spherical prostate lesions is 1.2cm and 1.5-2c¢m
for the lymph nodes.

6.2.3 Multimodal imaging

Tlw, T2w and diffusion weighted (DWI) MRI at 3T and CT scans of the phan-
tom were acquired and parametric T1-, T2- and ADC-maps were calculated. Fur-
thermore, field inhomogeneities were characterized by calculating a By-map from a
double-echo gradient echo sequence [151]. The scanning parameters of the CT and
MRI measurements are summarized in Table 6.1. The T1-, T2-times and the CT
numbers for the prostate, prostate lesions and torso gel were determined by manual
segmentation in the relaxometry maps and CT image, respectively. Additionally,

a transcutaneous US scan of the phantom was obtained using a DC-N3 (Mindray,
Shenzhen, China) US system.

Table 6.1: Summary of the CT and MRI scan parameters. Pre-interventional
and interventional MRI measurements were acquired on the Skyra and Aera
scanner, respectively. All scanners are manufactured by Siemens Healthineers,
Germany. The used MRI sequences are GRE: Gradient Echo, SE: Spin Echo,
VFA: Variable Flip Angle and EPI: Echo Planar Imaging. For the ADC mea-
surement, b = [50, 150, 300, 600, 800] was used [152].

Reco. Voltage Current Pitch Resolution [mm?®]/ Scanner Model
Kernel kVp] [mA] factor Matrix size
CT Br36 90 105 0.35 0.7x0.7x 0.5/ SOMATOM
[512, 512, 620] Force
Sequence/ TE [ms] TR [ms] FA [°] Resolution [mm?]/ Scanner
Plane Matrix size Model
Tiw MRI 2D GRE/ 2.48 509 35 1.3x1.3x3/ MAGNETOM
axial [256, 192, 90] Skyra
T2w MRI 2D SE/ 187 10780 150 1.3x1.3x3/ MAGNETOM
axial 256, 192, 90] Skyra
T1-Map 2D VFA/ 2.48 509 35/70 1.3x1.3x3/ MAGNETOM
axial 256, 192, 60] Skyra
T2-Map 2D SE/ 33/110/187 10780 150 1.3x1.3x3/ MAGNETOM
axial [256, 192, 90] Skyra
B,-Map 2D GRE/ 4.92/7.38 793 60 4.7 x 4.7 x 3.75/ MAGNETOM
axial (64, 64, 75] Skyra
ADC-Map 2D EPI/ 61 3400 90 1.8x1.8%x35/ MAGNETOM
axial [114, 102, 20] Skyra
T2w MRI 2D SE/ 112 7500 160 0.6 x 0.6 x 3.5/ MAGNETOM
(Interventional)| sagittal [320, 320, 24] Aera

6.2.4 MRI-guided biopsy experiment

To demonstrate the feasibility of the phantom for minimal invasive MRI-guided
interventions, a targeted in-bore MRGB was performed in a MAGNETOM Aera
MRI scanner (Siemens Healthineers, Erlangen, Germany). The needle probe was
rectally inserted and guided using an MRI-compatible remote controlled manipulator
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(RCM, Soteria Medical, Arnhem, The Netherlands) [137]. The phantom was placed
head first and prone in the scanner and the RCM was placed between the phantom’s
legs. The biopsy setup of the robot and the phantom is shown in Figure 6.2 (a).

Figure 6.2: (a) In-bore MRGB setup. (b) Initial T2w MRI scan, where the
current position of the needle probe is shown in yellow and the target position
in blue. (¢) Control T2w MRI scan during biopsy with the biopsy needle in
place.

A T2w MRI image was acquired to localize the lesions and the initial position of
the needle probe. The scan parameters of the interventional MRI are listed in
Table 6.1. The T2w images were sent to a standalone computer located in the
MRI control room, on which dedicated software automatically detected the needle
probe. The biopsy target was determined in the software and the needle probe was
remotely steered towards the target position. In our experiment we only punctured
one lesion using an MRI-compatible titanium biopsy needle (Innovative Tomography
Products, Bochum, Germany). After the needle application, a T2w MRI control scan
was acquired to confirm the needle position.

6.3 Results

6.3.1 Multimodal imaging

In Figure 6.3 a CT scan, T1w and T2w MRI scans, T1-, T2-, Bg- and ADC-maps of
the phantom are shown. The positions of the prostate lesions are indicated by red
arrows. The prostate lesions are visible in CT and T2w MRI and are not detectable
in T1w MRI. Only small air bubbles on the surface of the lesions indicate the position
of the lesions in the T1w image. The same air bubbles are visible to a lesser extent
in the CT and T2w images. With a CT number of 500 HU, the bones have a high
contrast in CT imaging and yield no signal in MRI.

The phantom’s quantified T1-, T2-relaxation times and CT numbers are compared
to literature values in Table 6.2. Since the lesions in the T1w MRI image and the
T1-map showed no contrast to the prostate, the same T1-time was measured for the
prostate and the prostatic lesions. The phantom’s T1-times are 21% and 7% smaller
than the lowest values and 44% and 28% smaller than the median values reported
in human prostate and prostate lesions, respectively. T2 times are in very good
agreement with literature values, and an increased T2-time of the prostate lesions
results in their desired hypointense signal. A realistic hyperdense contrast between
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Figure 6.3: CT scan, T1lw and T2w MRI scans, T1-, T2-, Bg- and ADC-maps
of the pelvis phantom. Below a US scan of the prostate is shown in which
the prostate is outlined in red. The prostate segmentation was performed
manually. The unedited ultrasound scan is shown in Figure 10.4. In images
where prostate lesions are visible, the position of the lesions is indicated by
red arrows.

prostate and lesions is achieved in CT, however, the absolute CT numbers measured
in the phantom are 140 HU higher than for real tissue. The By-map indicates high
frequencies between the phantom’s legs due to the air gap and low frequencies for
the silicone organs. The low ADC values in the ADC-map show that there is very
little diffusion in the phantom, which is underlined by a reference measurement of
an agarose diffusion phantom in Figure 10.5.

Table 6.2: T1-, T2-relaxation times and CT numbers of prostate, prostate
lesions and torso gelatin. The values and uncertainty are either given as mean
+ standard deviation or as median (min-max).

Prostate Prostate Lesions Ballistic Gelatin
Phantom Literature Phantom Literature Phantom
T1 [ms]|961 £ 69[1666 (1222-2343) [153]|961 £ 69]1328 (1037-1532) [153] 230 = 8
T2 [ms]| 158 + 9 139 + 26 [154] 101 + 11 107 £ 18 [154] 62 + 2
CT # [HU]|185 + 16 45 + 17 [155] 259 + 17| Hyperdense [156] -180 & 16

A US scan of the phantom is shown in Figure 6.3, where the prostate is outlined
in red. The good visibility in US makes the phantom viable for interventional US
applications.
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6.3.2 MRI-guided biopsy experiment

In a transrectal MRGB experiment we punctured a prostate lesion with a biopsy
needle. The T2w MRI scan in Figure 6.2 (b) shows the initial position of the needle
probe in yellow and the target position in blue. The whole cross section of the
rectrum, needle probe, prostate and prostate lesion are visible in this sagittal scan.
The position of the placed biopsy needle is displayed in the T2w MRI control scan
in Figure 6.2 (c). The needle appears thick due to susceptibility artifacts. The scan
shows that the lesion was hit, but the center was missed by 3.5 mm. We did not
take a biopsy sample in order to spare the phantom from unnecessary damage.

6.4 Discussion

An anthropomorphic pelvis phantom incorporating a prostate with four lesions was
developed. The realistic size of the pelvis allows evaluation of complete clinical
workflows from patient positioning to imaging and intervention. The manufacturing
process includes additive manufacturing techniques, enabling reproducibility and
patient-specific anatomies.

The phantom is reusable, because most of the damages can be removed after usage
by remelting the ballistic gelatin. Damages on the surface can be eradicated with
a hot air dryer and puncture channels can be removed using a hot metal rod. The
phantom can also be remelted as a whole in an oven after reapplying the body
hull. However, damage to the silicone structures (prostate, lesions, lymph nodes
and bladder) cannot be repaired.

Since ballistic gelatin mimics the properties of muscle tissue, the phantom simu-
lates realistic feedback during needle interventions. Pepley et al. reported similar
needle insertion forces for ballistic gelatin and cadaveric tissue [116]. Compared to
the prostate, a harder silicone was used for the prostate lesions, because tumors are
stiffer than normal prostate tissue [157]. The harder silicone has a higher density
and therefore yields a higher signal in CT and enables lesion visibility in US and
potentially in elastography. The bladder, urethra and bones serve as risk structures
for needle interventions. Since bones and the urethra are solid, they realistically
restrict possible needle paths. The lymph nodes act as additional percutaneous
needle targets, with blood vessels as risk structures. With its realistic needle feed-
back, the phantom is useful for training surgical staff in prostate biopsies and other
procedures. In the future, it is conceivable to integrate deformations to simulate
organ motion [145, 158]. However, simultaneous suitability for needle interventions
is difficult to achieve.

Our results demonstrate that the artificial pelvis shows human-like contrast in sev-
eral MRI sequences and CT. Due to their high contrast, the bones provide high
quality landmarks in MRI and CT, which facilitates multimodal image registration.
The high visibility of the prostate lesions in T2w MRI scans in combination with
the hollow rectum is central for targeted prostate interventions. The contrast of
the lesions is consistent with reality, as prostatic lesions appear hypointense in T2w
scans and are not detectable in T1w scans [124]. T1lw imaging is mainly used to
delineate bones and lymph nodes, for which the phantom provides an excellent con-
trast in the T1w scan. Quantification of relaxation times for prostate and prostate
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showed excellent agreement of T2-times compared to literature values, whereas the
T1-times of the phantom are too small. Nonetheless, the discrepancy of T1-times
is still acceptable, since we achieved desired contrasts in the Tlw and T2w MRI
scans. Prostate lesions usually exhibit a decrease in ADC value [152]. Our phantom
shows very little diffusion and the lesions are not visible in the ADC-map. Nev-
ertheless, since the lesions are well detectable in T2w imaging, we do not need to
rely on DWI to locate the lesions. Manipulating the relaxation times and diffusion
properties of silicones is a challenging task, because additives like contrast agent
often do not mix well and settle during the curing process. Agarose gels are a great
alternative to silicones, because it is easy to manipulate T1-, T2-times and ADC
value by varying the concentrations of agarose, gadolinium trichloride and sucrose
[159, 160]. However, agarose gels were not suitable for our biopsy phantom, because
as shown in Figure 10.3, they suffer from dehydration and mold-buildup, which sub-
stantially reduces their life span. The synthetic ballistic gelatin and silicones used in
our phantom do not require specific storage. Our oldest phantom made from these
materials is now three years old and we have yet to see any noticeable aging.

In the transrectal MRGB experiment we hit the targeted prostate lesion, but missed
the center by 3.5 mm. The reason for this inaccuracy is that the RCM stops moving
when the needle probe experiences resistance, and therefore cannot reach its target
position. This is an intended feature of the robot to increase patient safety [137]. The
limited size of the rectum therefore represents a realistic impairment for the needle
placement. In future experiments we will lubricate the needle probe to reduce the
resistance. Additionally, the center of rotation of the needle probe can be adjusted
manually. By iteratively moving the probe and acquiring T2w MRI scans, the needle
placement accuracy can be increased. In this regard, the limited size of the rectum is
valuable for the training of interventionalists, as they can gain experience with such
a challenging situation without causing discomfort or harm to patients. Another
reason for the inaccurate needle placement could be needle bending, but we believe
its contribution to be minor.

The good visibility of prostate and prostate lesions in US makes it possible to use the
phantom for the validation of US imaging workflows and US-guided interventions.
These include MRI-US fusion and TRUS-biopsy, for which the transrectal access is
particularly convenient. Moreover, the multimodal properties of the phantom enable
the verification of MRI-to-CT synthesis, which is essential for MRI-only radiotherapy
treatment planning [120].

6.5 Conclusions

We have designed and manufactured a reusable pelvis phantom that is suitable for
MRI, CT and US imaging and exhibits realistic imaging properties for prostate
and prostate lesions. The phantom has been used to perform an in-bore MRGB
with assistance of an MRI-compatible RCM. We have been able to hit a prostate
lesion after locating it with MR imaging. Difficulties targeting the lesion have been
identified and can be mitigated in the future. The phantom can be used for a variety
of minimal invasive interventions and in the future will be used for the validation of
an MRI-guided brachytherapy seed placement workflow using the RCM.
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In the first part of this thesis, two frameworks for the generation of synthetic data
were presented. The digital phantoms are useful to overcome the data sparsity in
medical image processing. In Chapter 3, a CycleGAN network was used to synthesize
abdominal MRI, CT, and CBCT data. Since the images are inherently registered
and organ masks are available, they can be used as a ground truth dataset for image
registration and image segmentation. The dataset was eventually used to optimize
a multimodal non-rigid image registration by evaluating different parameter set-
tings. In Chapter 4, a pipeline for the simulation of metal artifacts was developed.
Metal objects were added into specified positions in the XCAT phantom and noise
and beam hardening were simulated. The data was used to train an end-to-end
deep learning CT reconstruction for the correction of metal artifacts. Since both
frameworks are based on the XCAT phantom, arbitrary patient anatomies can be
generated. This allows to create large datasets with highly individualized patient ge-
ometries, which can be used for the development of a wide range of medical imaging
algorithms.

The second part of this thesis focuses on the manufacturing of physical phantoms
for the validation of interventional workflows. An abdomen and a pelvis phantom
were presented in Chapter 5 and Chapter 6, respectively. Both phantoms were made
with similar materials and a similar manufacturing process. Lesions are embedded
inside the liver of the abdomen phantom and inside the prostate of the pelvis phan-
tom. Image-guided biopsies targeting the lesions were performed on both phantoms.
The suitability of the phantoms for MRI and CT imaging enabled the acquisition
of a multimodal pre-interventional dataset, which was fused to the interventional
image modality via image registration. Thus, the phantoms allow to perform the
whole imaging pipeline, including patient positioning, image acquisition, and image
processing. The use of imaging phantoms allowed to safely validate robotic needle
guidance systems. Medical personnel can be trained for various procedures using the
phantoms, without risking harm to patients. Potential dangers can be discovered at
this stage and avoided in the future.

A detailed summary of the four scientific studies presented in Chapter 3 to Chapter 6
is provided below.

Generation of annotated multimodal ground truth datasets for
abdominal medical image registration,
Int J Comput Assist Radiol Surg, doi: 10.1007/s115/8-021-02372-7

In Chapter 3, a deep learning framework was developed to generate multimodal
synthetic data. A CycleGAN network was used to transfer the style of real patient
images onto the geometry provided by the XCAT phantom. The use of custom
intensity and gradient loss functions improved the preservation of the XCAT geom-
etry. A dataset consisting of abdominal T1-weighted MRI, CT, and CBCT images
was created. Realistic noise texture and magnitude was achieved for all modalities.

The multimodal images are inherently registered and a simulation of breathing mo-
tion and heartbeat is provided. This makes them ideal to use as a ground truth



70 7. Summary

dataset for image registration. In addition, organ masks are provided that can be
used to evaluate registration accuracy for individual organs or to train deep learning
segmentation networks. To demonstrate the usefulness of the dataset for registra-
tion algorithm optimization, we performed a multimodal non-rigid registration for
different parameter settings. The MRI, CT, and CBCT images in the inhaled state
were registered to the CT image in the exhaled state. We assessed the quality of
the registrations by calculating the overlap of the post-registration and ground truth
liver masks. An optimal parameter setting was found for the registration of each
modality. For CT and CBCT the MMI registration metric with small B-spline grid
point spacing provided the best results, while for MRI the NC metric with large grid
point spacing performed best.

The presented framework can not only be used to create completely new datasets,
but also to extend existing datasets. An extension of small datasets using synthetic
images can be used in combination with classical data augmentation to increase the
training dataset of deep learning networks.

End-to-End Deep Learning CT Image Reconstruction for
Metal Artifact Reduction,
Appl Sci, doi: 10.3390/app12010404

In Chapter 4, a deep learning CT reconstruction technique called iCTU-Net was
trained for the correction of metal artifacts. Inspired by the classical FBP, the
network includes filtering and back projection layers. The whole reconstruction was
trained end-to-end with a learnable back projection operation. The inputs of the
iCTU-Net are sinograms and the outputs are reconstructed images. This allows the
network to freely adapt the reconstruction to imperfections of the sinogram data.
The network was trained in a supervised manner with metal-affected sinogram input
data and artifact-free reconstructions as labels. A CT data generation framework
was established to simulate metal artifacts in XCAT phantoms. First metal objects
were inserted into blood vessels by utilizing the organ masks of the XCAT. Then
a polychromatic forward projection was performed to obtain sinograms containing
beam hardening. Finally, Poisson and Gaussian noise was added to the sinograms.

In a configuration study, different post-processing layers and loss functions for the
iCTU-Net were investigated. Using a U-Net for post-processing after the back pro-
jection and using the SSIM loss provided the best results. In an input study, it was
found that the network performs similarly for metal-free, metal-affected and NMAR
pre-corrected sinogram input data. This showed that the NMAR pre-correction is
not necessary. In a comparison study, we implemented NMAR and two state-of-
the-art deep learning MAR methods. The iCTU-Net was the only MAR method
that could provide reconstructions without any metal artifacts. For severe artifacts
SSIM = 0.970 4+ 0.009 and PSNR = 40.7 4+ 1.6 was achieved, whereas the second
best method only achieved SSIM = 0.944 + 0.024 and PSNR = 39.8 +1.9. However,
the reconstructions of the iCTU-Net were slightly blurry.
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Development of an abdominal phantom for the validation of an
oligometastatic disease diagnosis workflow,
submitted Med Phys, 19.05.2021

An abdominal phantom including a liver with six lesions and a hepatic vessel tree,
a portal vein, bones, and lungs was presented in Chapter 5. The organs were pro-
duced via additive manufacturing with organ contours obtained from patient seg-
mentations. This makes the manufacturing process reproducible and allows to create
patient-specific anatomies. The phantom was used to validate an OMD diagnosis
workflow that includes multimodal imaging, image registration, and interventional
liver biopsy for subsequent molecular subtyping. Multimodal imaging is required
because lesions cannot be comprehensively detected with only one imaging modal-
ity. Three different types of lesions with different visibility for MRI and CT were
developed for the phantom.

Multimodal imaging of the phantom showed that all six lesions are visible in T2w
MRI, whereas only lesion type C is visible in T1w MRI. Lesion types B and C are
visible in CT and CBCT, but lesion type A is invisible. This is confirmed by a
CNR of 0.1 and 0.04 for lesion type A in CT and CBCT, respectively. The signal
difference between type A lesions and the liver is only 2 HU for CT and CBCT.

In a CBCT-guided biopsy, we targeted all six liver lesions with the assistance of a
robot. To plan the needle path for the type A lesions, pre-interventional MRI data
needed to be registered to the interventional CBCT. CBCT control scans showed
that all type B and C lesions were hit. The needle position for lesion type A was
verified in a MRI control scan. Lesion B2 was accessible only through a poste-
rior percutaneous route, in which the needle was placed between two ribs. Bones
and lungs served as risk structures and could successfully be avoided. The biopsy
experiment highlighted the benefit of multimodal image data for image-guided in-
terventions. The reliability of multimodal image registration and good accuracy of
needle placement were demonstrated.

An Anthropomorphic Pelvis Phantom for MR-guided
Prostate Interventions,
Magn Reson Med, doi: 10.1002/mrm.29043

Chapter 6 introduced an anthropomorphic pelvis phantom for transperineal and
transrectal prostate interventions. The phantom incorporates bones, a bladder, a
urethra, arteries, veins, six lymph nodes, and a prostate with four lesions. Similar
to the abdomen phantom in Chapter 5, several 3D printing and casting techniques
were used to manufacture the phantom. The 3D models for all organs, except the
bladder and prostate, were obtained from segmentations of a 62-year-old male model
of the XCAT phantom. The organs were embedded in ballistic gelatin in the shape
of a human-sized pelvis. A hollow rectum enables transrectal access to the prostate
and prostate lesions. The phantom is suitable for needle interventions, because
the silicone prostate and prostate lesions and the ballistic gelatin are puncturable.
Damages to the rectum and the torso material can be repaired by remelting the
ballistic gelatin.

Multimodal imaging showed realistic contrasts in MRI, CT, and US imaging. Bones
yield no signal in MRI and have a CT number of 500 HU. Lymph nodes are visible
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in T1lw and T2w MRI and CT. The prostate lesions are conspicuous in CT and T2w
MRI, and not detectable in T1w MRI. This is consistent with scans of patients,
where T2w MRI is used for detection of lesions and T1w MRI is used to delineate
bones and lymph nodes. Quantitative evaluation of relaxation times showed fantas-
tic agreement of T2-times for prostate and prostate lesions with literature values,
whereas T1-times are too small. While the CT numbers for prostate and prostate
lesions are slightly elevated, a realistic hyperdense signal of the lesions is achieved.

The phantom was used to perform an in-bore MRGB. A target inside a prostate
lesion was defined in a T2w MRI scan and the needle probe was automatically
steered by an RCM. A T2w MRI scan after needle placement confirmed that the
targeted lesion was hit. The solid bones and the urethra served as risk structures
and had to be avoided by the needle path planning. This was easily realizable,
because they were visible in MRI. It was found that the limited size of the rectum
triggered a safety mechanism of the RCM that caused the needle sample to stop
abruptly before it could reach its target position. This is a scenario that can also
occur in real patients. The phantom allows medical personnel to be prepared for
such situations and thus the procedure can be performed more safely and quickly.
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In Chapter 3 a framework for the synthesis of multimodal image data using a Cy-
cleGAN network was presented to provide a solution to the data sparsity in medical
imaging. In recent years a plethora of GANs for image-to-image translation have
been introduced [161]. To optimize the performance of the presented image gen-
eration framework, it is reasonable to explore different GAN models in the future.
A promising candidate is the StyleGAN2, which is able to generate realistic high-
resolution images of human faces [162] and was already used for MRI-to-CT and CT-
to-MRI translation [163]. The introduction of custom identity and gradient losses
helped to preserve the geometry provided by the XCAT phantom. The preservation
of the XCAT geometry is crucial in order to apply the XCAT organ masks to the
synthetic images. Additional loss functions are summarized by Li et al. in a review
paper about GANs in medical imaging [161]. The impact of these loss functions on
the presented image generation framework will be investigated in the future. While
abdominal data were generated in the present work, synthesis of data from other
body regions such as the thorax or pelvis is also possible. In addition, the frame-
work can be expanded to include other modalities such as T2w-MRI, PET-CT, and
US. This allows to create datasets for a variety of interventional imaging applica-
tions. The presented use case was the validation of multimodal image registration.
The organ masks obtained within the framework also allow to use the data for the
training of deep learning segmentation networks. This was demonstrated for blood
vessel segmentation in CT images, where extending a patient dataset with synthetic
data improved the segmentation performance [38]. Such segmentation networks can
be trained for any organ and modality without the need for labor-intensive manual
labeling of data.

The deep learning reconstruction in Chapter 4 was trained to mitigate metal arti-
facts in the abdomen. With the artifact simulation framework used to generate the
training data, it is possible to readily simulate data of the whole body. Thus, it is
easy to simulate data for different scenarios, for example dental CT with high-density
dental prostheses. It is also possible to simulate training data with different kinds
of artifacts. For example, by decreasing the incident photon flux in Equation 4.1
and Equation 4.2, low-dose CT images with increased noise can be simulated. The
iCTU-Net has already been successfully trained with low-dose CT data and was able
to substantially reduce noise [77, 164]. The ability of the iCTU-Net to simultane-
ously mitigate different kinds of artifacts will be investigated in the future. This
can be achieved by simulating a training dataset that contains a combination of ar-
tifacts, such as low-dose and metal artifacts. To improve the iCTU-Net in general,
alternative loss functions and post-processing layers will be investigated. It has been
found that these have a great influence on the quality of the reconstruction. With
the U-Net, a rather deep network architecture was used for post-processing, which
might have contributed to the blurring of the image. As an alternative, three simple
convolutional layers were investigated, which were not able to provide artifact-free
images. Post-processing layers more complex than the three convolutional layers
but shallower than the U-Net may be able to effectively remove artifacts without
blurring the image. Thus, post-processing layers with varying complexity will be
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thoroughly investigated in future studies. Adding custom loss functions that focus
on edge information to the used SSIM loss could also help to reduce blurring. So
far, the iCTU-Net was trained and tested only on simulated data, but it is desirable
to test the network on real scanner data. However, in its current form, the back
projection layers in the iCTU-Net are not applicable to the two-dimensional pro-
jection data of multirow detector CT scanners, as they require a three-dimensional
reconstruction. In theory, the back projection layers can easily be adapted to re-
construct three-dimensional images. However, the GPU’s memory requirements are
immense and cannot be handled with the currently available hardware. In order to
use data from real scanners, the sinogram data must be downsampled in the first
layers of the network or in a pre-processing step before training. Further modifi-
cations to the back projection layers might still be necessary to meet the memory
constraints. Using separate input channels, the iCTU-Net is readily applicable to
energy resolved raw data of dual energy and photon-counting CT. The additional
energy information is expected to benefit the mitigation of beam hardening and thus
will be investigated in the future.

By using modern additive manufacturing techniques and molding, it was possible
to manufacture highly-individual physical phantoms in Chapter 5 and Chapter 6.
While an abdomen and a pelvis phantom were presented in this work, it is feasible
to manufacture phantoms of any other body region in the future. To make the
phantoms more realistic, it would be desirable to implement respiratory movements.
This is especially of interest for the abdomen phantom, because patient breathing
is an important factor to consider for interventions of the liver. For the pelvic
phantom, respiration is of little importance because the prostatic movements caused
by respiration are negligible [165]. Organ motion, however, is difficult to realize if
the phantom is supposed to be suitable for needle interventions. The ballistic gelatin
and the silicones in the phantoms tear easily and the rigid bones are not flexible.
The variable visibility of the liver lesions in the abdomen phantom help to show
the advantages of a multimodal imaging pipeline for a comprehensive detection of
lesions. However, because there is a boundary between the lesions and the liver,
all lesions are visible under US, which does not reflect clinical reality. To make the
lesions invisible under US, this boundary needs to be removed. In the future, this
could be achieved for lesion type A and B, because they are made of the same Shore
A 5 silicone as the liver. If the lesions would be embedded while they are still curing,
the boundary might cure with the liver material, making the boundary negligible.
However, this is difficult to achieve because the period during which the lesions are
still curing but are already form stable is very short. Both phantoms presented in
this work were used to validate a biopsy workflow using robotic assistance. The
prostate biopsy was an initial experiment to set up the robotic system. Ultimately,
the phantom will be used for the validation of MRI-guided prostate brachytherapy
seed placements using the RCM. Of special interest will be the application of markers
that are visible in MRI. Exploiting the multimodal properties of the pelvis phantom,
it will be possible to compare the seed position in CT to the marker position in MRI.
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10. Appendix

10.1 Supplementary Material Chapter 3
10.1.1 ASSD and DSC Registration Evaluation Metrics

To evaluate the proof of principle registration, we calculated the Dice similarity
coefficient (DSC) in the manuscript:

2|1 XNnY

where X are the registered liver masks and Y are the ground truth CT liver masks.
In this document we additionally provide the average symmetric surface distance

(ASSD):

> mind(z,Y)+ > mind(y, X)

reX yey

ASSD (X,Y) = X ,

(10.2)

In the manuscript we presented boxplots of the DSC shown in Figure 3.4. Here, we
additionally show boxplots for the ASSD (Figure 10.1) and mean values for the DSC
(Table 10.1) and ASSD (Table 10.2). The distributions in both boxplots are very
similar and the outliers (failed registrations) stem from the same cases. The mean
values shown in the tables show the same tendencies as the boxplots for ASSD and
DSC. We therefore argue, that both metrics lead to the same conclusions regarding
the quality of the registrations. Thus, we decided that only presenting the boxplot
of the DSC in the manuscript is sufficient and avoids redundancy.
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CT to CT Registration
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Figure 10.1: ASSD for the proof of principle registrations with 56 data points
each. The mean is marked as a ”4+” and the whiskers indicate the 10th and
90th percentile. All outliers are depicted as black dots. The dashed horizontal

line shows the mean pre-registration DSC.



Table 10.1: Registration evaluation DSC metric. The best result for each modality is highlighted. Mean pre-registration DSC:

0.667 £ 0.035.

DSC (CT to CT)

Grid Point Spacing [mm] 50 70 90 110 130 150
MMI 0.960 £ 0.010 0.956 £0.013  0.952+£0.010 0.945+£0.015 0.948 £0.013  0.926 £ 0.031
NC 0.913 =0.020 0.938 £0.013  0.941 £0.010 0.937 £0.011 0.936 £0.012  0.925 £0.015
MS 0.910 £0.019 0.935+0.013 0.939£0.010 0.935+0.011 0.935+0.012 0.924 £0.015
DSC (CBCT to CT)
Grid Point Spacing [mm] 50 70 90 110 130 150
MMI 0.915 £ 0.019 0.915 £ 0.020 0.907 £0.028 0.903 £0.034 0.893 £0.045  0.886 £ 0.058
NC 0.784 £ 0.116 0.752+0.134 0.721 £0.143 0.700 £0.148 0.697 £0.149  0.662 £ 0.139
DSC (MRI to CT)
Grid Point Spacing [mm] 50 70 90 110 130 150
MMI 0.811 +£0.045 0.832+£0.048 0.862+0.054 0.867 £0.061 0.876 £0.068 0.879 £0.073
NC 0.791 £ 0.069 0.816 £ 0.070  0.836 £0.077 0.868 £0.043 0.891 £0.042 0.903 £ 0.044
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Table 10.2: Registration evaluation ASSD metric. The best result for each
modality is highlighted. Mean pre-registration ASSD: 8.7 mm.

ASSD (CT to CT)

Grid Point Spacing [mm] 50 70 90 110 130 150
MMI 0.8+02 09+£03 10+£02 12+04 11£03 1.7£08
NC 20+£06 14+£03 13+x03 144+03 14£03 1.7£0.3
MS 21+05 15+£04 13+£03 154+£03 14+£03 1.7£0.3

ASSD (CBCT to CT)

Grid Point Spacing [mm] 50 70 90 110 130 150
MMI 1.9+06 20+06 224+£08 23+£1.1 26£15 29+£19
NC 77+55 94+£72 107£81 11.54+£87 11.8£87 13.3+9.0

ASSD (MRI to CT)

Grid Point Spacing [mm] 50 70 90 110 130 150
MMI 46+10 41+11 33+x12 314+14 29£16 28=£1.7
NC 52+26 46+£28 41+£32 31+11 25+£11 22+1.2

10.1.2 Res-Net network architecture

For the generators in the CycleGAN network, we used a Res-Net architecture with
an encoding stage, 9 residual blocks and a decoding stage. A detailed schematic
of the Res-Net is shown in Figure 10.2. In the encoding stage, the downsampling
is performed via strided convolutions. The upsampling in the decoding stage is
performed via a bilinear interpolation instead of a deconvolution, in order to avoid
checkerboard artifacts. All convolutional layers use the ReLU activation function,
except for the final convolution, which employs a hyperbolic tangent (tanh).

Input
256x256x1 256x256x1
L> . . " . Q Residual Block
Convolution 3x3, Stride 2 Bilinear Interpolation

mp Convolution 3x3, Stride I mp Convolution 7x7, Stride 1 I@@@

Figure 10.2: Res-Net architecture used for the CycleGAN generators. The
numbers inside the arrows indicate the number of output channels of an oper-
ation.
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10.2 Supplementary Material Chapter 6

Figure 10.3: Dehydrated and moldy agarose prostate inside the prostate
mold.

mindray

DC-N3

Figure 10.4: Unedited ultrasound image of the prostate without annotations.
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Pelvis Phantom Agarose Phantom

ADC §

b50

b800

Figure 10.5: Diffusion-weighted imaging (DWI) of the pelvis phantom (left)
and reference agarose phantom (right). The ADC-maps in the top row show
that there is very little diffusion in our pelvis phantom (ADC =~ 0.05 X
10~3mm?/s) compared to the agarose phantom (ADC = 2 x 1073 mm?2/s).
Typical ADC values for the prostate range between 1 x 1073 mm?/s and
2 x 1073 mm?/s. The b50 and b800 scans of the pelvis phantom confirm
this observation, as they hardly differ from each other.
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