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Abstract

We study a compact family of totally elliptic representations of the fundamental group of

a punctured sphere into PSLp2,Rq discovered by Deroin and Tholozan and named after

them. We describe a polygonal model that parametrizes the relative character variety of

Deroin–Tholozan representations in terms of chains of triangles in the hyperbolic plane.

We extract action-angle coordinates from our polygonal model as geometric quantities

associated to chains of triangles. The coordinates give an explicit isomorphism between

the space of representations and the complex projective space. We prove that they are

almost global Darboux coordinates for the Goldman symplectic form.

This work also investigates the dynamics of the mapping class group action on the rela-

tive character variety of Deroin–Tholozan representations. We apply symplectic methods

developed by Goldman and Xia to prove that the action is ergodic.
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Zusammenfassung

Wir untersuchen eine kompakte Familie von total elliptischen Darstellungen der Fundamen-

talgruppe einer punktierten Sphäre in PSLp2,Rq, die von Deroin und Tholozan entdeckt

und nach ihnen benannt wurde. Wir beschreiben ein polygonales Modell, das die relative

Charaktervarietät der Deroin–Tholozan-Darstellungen in Form von Ketten von Dreiecken

in der hyperbolischen Ebene parametrisiert. Wir extrahieren Wirkungs-Winkelkoordinaten

aus unserem polygonalen Modell als geometrische Größen, die mit Dreiecksketten assoziiert

sind. Die Koordinaten ergeben einen expliziten Isomorphismus zwischen dem Raum der

Darstellungen und dem komplexen projektiven Raum. Wir beweisen, dass sie fast globale

Darboux-Koordinaten für die symplektische Goldman-Form sind.

In dieser Arbeit wird auch die Dynamik der Wirkung der Abbildungsklassengruppe auf der

relativen Charaktervarietät von Deroin–Tholozan-Darstellungen untersucht. Wir wenden

symplektische Methoden an, die von Goldman und Xia entwickelt wurden, um zu beweisen,

dass die Wirkung ergodisch ist.
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secrète et je bouffe plus d’épinards.

Merci, de rien, au revoir

messieurs-dames.

Kaamelott

Livre II, La Botte secrète II
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Je dédicace cette thèse à Alain qui a été un magnifique compagnon de route depuis un quart
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qui ont été d’une formidable compagnie sur Paris, et ce jusqu’au petit matin. Merci à toi,

xii
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B.7. Cap product and Poincaré duality . . . . . . . . . . . . . . . . . . . 147

B.8. Parabolic group cohomology . . . . . . . . . . . . . . . . . . . . . . . 150

Bibliography 153

xvii





1. Introduction

A character variety is, broadly speaking, a symplectic manifold constructed from a closed

oriented surface Σ and a quadrable1 Lie group G. It is defined as the space of conjugacy

classes of representations of the fundamental group of Σ into G. If the surface Σ is n

times punctured, the same construction gives a Poisson manifold whose symplectic leaves

are called relative character varieties. They are defined for a choice of n conjugacy classes

inside G and consist of representations whose holonomy around each puncture lies in the

prescribed conjugacy class. We elaborate on these concepts in Section 2.4.

This work focuses on the case where Σ is a sphere with at least three punctures and G

is PSLp2,Rq. The relative character varieties obtained by prescribing elliptic conjugacy

classes for the holonomy around each puncture of the sphere has been shown to contain

compact connected components [DT19]. We investigate the geometry and the mapping

class group dynamics on these compact components which we call Deroin–Tholozan relative

character varieties, see Chapter 3 for a precise definition. The representations themselves

are referred to as Deroin–Tholozan representations. Deroin–Tholozan representations have

the remarkable property of being totally elliptic. This means that the image of any homo-

topy class of loops containing a simple closed curve is an elliptic element of PSLp2,Rq, see

Proposition 3.1.10.

1.1. The results

The original content of the present work has been published by the author in two different

papers: [Mar21] and [Mar20].

1.1.1. Action-angle coordinates

The first result is a description of action-angle coordinates for the Deroin–Tholozan relative

character variety. The notion of action-angle coordinates refers to the canonical coordinates

1Quadrable Lie groups are defined in Definition 2.1.1. For now, it is sufficient to think about reductive or
semisimple Lie groups instead.
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1. Introduction

of an integrable system in the sense of the Arnold–Liouville Theorem, see e.g. [CdS01,

Thm. 18.12]. Our construction mimics the definition of Fenchel–Nielsen coordinates for

Teichmüller space. Let Σn denote a connected and oriented surface of genus zero with n ě 3

punctures and fundamental group π1pΣnq. The action-angle coordinates that we construct

depend on the choice of a pants decomposition of Σn. We fix a pants decomposition P and

consider a Deroin–Tholozan representation φ : π1pΣnq Ñ PSLp2,Rq. To each of the n ´ 2

pairs of pants P0, . . . , Pn´3 in P, we associate a geodesic triangle ∆i in the upper half-plane

whose vertices are the unique fixed points of the images of the three boundary curves of

Pi (we use that φ is totally elliptic). This produces a chain of n ´ 2 geodesic triangles

∆0, . . . ,∆n´3 in the upper half-plane as illustrated by Figure 1.1. The term “necklace”

was used in [DT19, §0.3] to hint at the construction; we will, however, stick to “chain of

triangles”.

The pn´ 3q-torus action given by rotation of a chain of triangles around one of the n´ 3

common vertices of two consecutive triangles in the chain defines a maximal Hamiltonian

torus action on the Deroin–Tholozan relative character variety. We describe this action

in greater details in Section 4.1.3. Let ai be twice the area of the triangle ∆i and γi be

the angle between the triangles ∆i´1 and ∆i measured at their common vertex, see Figure

1.1.

Theorem A. If we set σi :“ γ1 ` . . .` γi, then

 

a1, . . . , an´3, σ1, . . . , σn´3

(

are action-angle coordinates for the Deroin–Tholozan relative character variety.

Theorem A says that the dynamical system induced by rotating the triangles around their

common vertices is integrable with canonical coordinates
 

a1, . . . , an´3, σ1, . . . , σn´3

(

. In

fact, it corresponds to the maximal Hamiltonian torus action on the Deroin–Tholozan rel-

ative character variety described in [DT19, §3] by considering the twist flows à la Goldman

along the separating curves defining the pants decomposition P. This equips the Deroin–

Tholozan relative character variety with the structure of a symplectic toric manifold. We

deduce Theorem A from

Theorem B. The map from the Deroin–Tholozan relative character variety to CPn´3

defined in homogeneous coordinates by

“?
a0 :

?
a1e

iσ1 : . . . :
?
an´3e

iσn´3
‰

is an isomorphism of symplectic toric manifolds.

2



1.1. The results

Σ6

‚

γ1

‚ γ2

‚
γ3

∆0

∆1

∆2

∆3

Figure 1.1.: On top: a pants decomposition of a sphere with six punctures into four pairs
of pants. On bottom: a corresponding chain of geodesic triangles in the upper
half-plane. The angles between consecutive triangles in the chain are denoted
by γi.

Both spaces involved in the statement of Theorem B are equipped with a natural symplectic

structure: the Goldman symplectic form for the character variety and the Fubini-Study

form for the complex projective space. It was already proven in [DT19, Thm. 4] that

the two spaces are isomorphic using Delzant’s classification of symplectic toric manifolds.

Theorem B provides an explicit isomorphism.

The main difficulty in the proof of Theorem B lies in checking that the map is differentiable.

This requires a careful analysis of all the parameters involved. The primary source of

3



1. Introduction

trouble is the erratic behaviour of the parameters σi when a triangle in a chain degenerates

to a single point and the presence of square roots on the parameters ai. An immediate

consequence of Theorem B is

Theorem C. On an open and dense subset of the Deroin–Tholozan relative character

variety, it holds that

ωG “
1

2

n´3
ÿ

i“1

dai ^ dσi,

where ωG is the Goldman symplectic form. In particular, the 2-form
řn´3
i“1 dai^dσi is inde-

pendent of the pants decomposition used to define the coordinates
 

a1, . . . , an´3, σ1, . . . , σn´3

(

.

Theorem C is the analogue of a famous result of Wolpert known as Wolpert’s magic formula

in the context of Teichmüller space. We briefly explain the analogy. The Teichmüller space

of a closed hyperbolic surface of genus g can be identified with p0,8q3g´3 ˆ R3g´3 using

Fenchel–Nielsen coordinates, see e.g. [FM12, §10.6]. Fenchel–Nielsen coordinates consist

of length parameters l1, . . . , l3g´3 and twist parameters θ1, . . . , θ3g´3. They depend on a

choice of pants decomposition of the surface. Wolpert proved in [Wol83] that the length

and twist parameters are dual to each other and that the 2-form

1

2

3g´3
ÿ

i“1

dli ^ dθi (1.1.1)

is independent of the choice of the pants decomposition. He did so by proving that the

2-form (1.1.1) is equal to the Weil-Petersson form on Teichmüller space. This relation is

nowadays known as Wolpert’s magic formula. Goldman proved in [Gol84] that the Weil-

Petersson form is a multiple of the Goldman symplectic form if one sees Teichmüller space

as a component of the character variety of representations of the fundamental group of the

surface into PSLp2,Rq.

The cornerstone of the construction of the coordinates
 

a1, . . . , an´3, σ1, . . . , σn´3

(

is the

modelling of Deroin–Tholozan representations in terms of chains of geodesic triangles in

the upper half-plane. Formally, we introduce a moduli space of chains of geodesic triangles

in the upper half-plane and show that it is in one-to-one correspondence with the relative

character variety of Deroin–Tholozan representations. We refer to it as the polygonal model

for Deroin–Tholozan representations. Other character varieties arise as moduli spaces of

combinatorial structures. An example is the relation singled out by Kapovich–Millson in

[KM96] between the moduli space of polygons in the three-dimensional Euclidean space

E3 and the character variety of representations of the fundamental group of a punctured

sphere into the isometries of E3.
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1.1. The results

1.1.2. Mapping class group dynamics

The mapping class group of an oriented surface Σ is the group of isotopy classes of

orientation-preserving homeomorphisms Σ Ñ Σ. If Σ is punctured, then only homeo-

morphisms that fix each puncture individually are considered. The mapping class group

of Σ is denoted by ModpΣq and will be discussed in more details in Section 2.6.2.

There is a natural action of ModpΣq on any (relative) character variety of representations

of the fundamental group of Σ into a Lie group G. The action is by pre-composition, after

identifying ModpΣq with a subgroup of the group of outer automorphisms of the funda-

mental group of Σ. The action always preserves the symplectic structure of the character

variety. It is known to be ergodic if G is compact, whereas its dynamical nature remains

widely unknown if G is not compact, and specifically if G has higher dimension or rank.

It is nevertheless proven to be proper and discontinuous on the Teichmüller components

of the PSLp2,Rq-character variety of a closed surface and conjectured by Goldman to be

ergodic on the remaining components (see Subsection 1.1.3). Our results investigate the

mapping class group action on the Deroin–Tholozan relative character varieties.

Theorem D. The action of ModpΣnq on the Deroin–Tholozan relative character variety

is ergodic with respect to the Goldman symplectic measure.

Theorem D is the contribution of the author to a series of results about mapping class

group dynamics on character varieties. In Section 1.1.3, we briefly provide the reader with

an overview of this field which has been studied extensively in the past decades.

We prove Theorem D by applying methods developed in [GX11] and in [MW16]. The

argument has a strong symplectic geometry flavour. The cornerstone of the proof relates

the action of a Dehn twist in ModpΣnq to a certain Hamiltonian flow on the Deroin–

Tholozan relative character variety, see Proposition 5.1.1 for a precise statement. A coarse

sketch of the proof consists of the following steps:

1. Identify sufficiently many Dehn twists in ModpΣnq such that the associated Hamilto-

nian flows locally act transitively on the Deroin–Tholozan relative character variety.

2. Prove that this implies that any integrable ModpΣnq-invariant function of the Deroin–

Tholozan relative character variety must be constant almost everywhere.

Theorem D can be refined to a stronger statement. Namely, we also prove
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Theorem E. For n ě 5, there exists a proper subgroup H of ModpΣnq whose action

on the Deroin–Tholozan relative character variety is ergodic with respect to the Goldman

symplectic measure. Moreover, H can be chosen to be finitely generated by 2pn´ 3q Dehn

twists.

1.1.3. Some context about dynamics on character varieties

The list below is certainly non-exhaustive and reflects the taste of the author.

Goldman proved in [Gol97] that the mapping class group action is ergodic whenever Σg,n

has negative Euler characteristic and G is a Lie group whose simple factors are isomorphic

to SUp2q. In [GX11] Goldman–Xia provided a new proof of the ergodicity for SUp2q-

character varieties relying on the symplectic geometry of the character variety. Goldman

conjectured in [Gol97, Conj. 1.3] that the mapping class group action is ergodic for any

compact Lie group. The conjecture was proven by Pickrell–Xia in [PX02, PX03] for all

Σg,n with negative Euler characteristic except Σ1,1. Goldman–Lawton–Xia established

ergodicity for Σ1,1 and G “ SUp3q in [GLX21].

If G is not compact, the dynamics of the mapping class group action exhibit a different

behaviour. It is, for instance, long known that the mapping class group acts properly and

discontinuously on Teichmüller space which can be realized as a connected component of

the PSLp2,Rq-character variety of Σg,0. More generally, the action is proper on the spaces

of maximal and Hitchin representations [Wie06], [Lab08]. Ergodic actions contrast with

proper actions by producing chaotic dynamics. Goldman promotes the following dichotomy

in [Gol06]. Assume that G is noncompact and semisimple. The action is expected to be

“nice” on connected components of the character variety that have a “strong” geometrical

meaning (such as Teichmüller space). On the other hand, it is expected to give rise to

more “complicated” dynamics on the remaining components. He conjectured, for instance,

that the action is ergodic on the non-Teichmüller components of the PSLp2,Rq-character

variety of a closed surface [Gol06, Conj. 3.1]. Marché –Wolff proved in [MW16, MW19]

that the conjecture holds for Σ2,0 on the connected components of Euler class ˘1 and

disproved the conjecture for the component of Euler class zero. They also introduce the

subspace NHk
g of the character variety that consists of representations with Euler class

k which map a simple closed curve to a non-hyperbolic element of PSLp2,Rq and prove

that the action is ergodic on NHk
g for pg, kq ‰ p2, 0q, see [MW16, Thm. 1.6]. This shows

that Goldman’s conjecture is equivalent to NHk
g having full measure in the corresponding

connected component.

The counterpart of Goldman’s conjecture for non-closed surfaces was formulated recently

by Yang. He investigated in [Yan16] the mapping class group action on PSLp2,Rq-relative
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character varieties with parabolic holonomy around each puncture. In the case of a 4-

punctured sphere, he proved that the action is ergodic on every connected component of

non-extremal Euler class, generalizing a result known to Maloni–Palesi–Tan for the com-

ponents of Euler class ˘1 [MPT15]. He further conjectured that the analogous statement

holds for every punctured surface [Yan16, Conj. 1.4].

Several authors have also considered the action of remarkable subgroups of ModpΣg,nq on

character varieties. For instance, the Johnson group is the subgroup of ModpΣg,nq gener-

ated by Dehn twists along simple closed curves which are null-homologous in H1pΣg,n,Zq.
Goldman–Xia proved in [GX12] that the action of the Johnson group on the SUp2q-relative

character variety of Σ1,2 is ergodic for a generic choice of conjugacy classes for the holon-

omy around the punctures. This result was extended to all closed surfaces Σg,0 with g ě 2

by Funar–Marché in [FM13]. Another remarkable subgroup of ModpΣg,nq is the Torelli

group. If n ď 1, then the Torelli group is the subgroup of ModpΣg,nq acting trivially on

H1pΣg,n,Zq. The Johnson group is a subgroup of the Torelli group, see e.g. [FM12, §6] for

more details. Bouilly recently proved in [Bou20] that the action of the Torelli group on

each connected component of the character variety of Σg,0 is ergodic, for any g ě 2 and

for any compact connected semisimple Lie group G.

The mapping class group action remains of interest on character varieties on which the

Goldman symplectic form cannot be defined, for there are ways to define an alternative

natural invariant measure, see e.g. [Pal11] and references therein. The first kind of examples

are character varieties of non-orientable surfaces. Palesi proved in [Pal11] that the mapping

class group action is ergodic for every non-orientable surfaces with Euler characteristic at

most ´2, including punctured surfaces, and G “ SUp2q. Maloni–Palesi–Yang studied in

[MPY21] the mapping class group action on certain representations of the 3-punctured

projective plane into PGLp2,Rq that map peripheral loops to parabolic isometries. They

proved that the action is ergodic on most of the connected components of non-maximal

Euler characteristic. They expect ergodicity to hold on the remaining components as

well.

The existence of an invariant symplectic structure may also fail for certain Lie groups. An

example is the group AffpCq of affine transformations of the complex plane. Ghazouani

showed in [Gha16] that the mapping class group action on the AffpCq-character variety of

a closed surface does not preserve any symplectic form. There exists however an invariant

measure for which the mapping class group is ergodic [Gha16].
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1.2. Organisation of the work

Chapter 2 introduces the notions of representation and character varieties. We cover the

basic definitions and expend on the conjugacy action on representation varieties. This leads

to the notion of character variety on which we provide several perspectives. We introduce

the Goldman symplectic form for character varieties of surface group representations, along

with the notion of volume of a representation of a surface group into a Hermitian Lie group.

We conclude with an exposition of the mapping class group action on character varieties.

The recent results of Deroin–Tholozan [DT19] and Tholozan–Toulisse [TT21] on compact

components of relative character varieties for punctured spheres are recalled in Chapter 3.

The case of representations into PSLp2,Rq is treated in detail, whereas the generalization

to Hermitian Lie groups of higher rank is covered succinctly. We insist on the total elliptic

nature of these representations.

The material presented in Chapters 4 and 5 is the original work of the author. In Chapter

4, we explain the construction of the action-angle coordinates for the Deroin–Tholozan

relative character variety. Most of the chapter is dedicated to the proof of Theorem B (see

also Theorem 4.2.1), from which we deduce Theorems A and C. The mapping class group

dynamics is studied in Chapter 5 where we prove Theorems D and E.

We also provide the reader with two Appendices. Appendix A covers some useful facts

about the Lie groups SLp2,Rq and SLp2,Cq. These include the classification of the infi-

nite algebraic subgroups and irreducible subgroups of SLp2,Cq. We give several formulas

related to the action of SLp2,Rq on the upper half-plane. A brief introduction to group

(co)homology, focusing on all relevant results and formulae for this work, is provided in

Appendix B.
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The material presented is this chapter is classical. The aim is to introduce the notions

of representation and character varieties, taking into account various approaches found in

the literature. We cover both the analytic and algebraic perspectives and insist on the

symplectic geometry aspects of character varieties at the end of the notes. Most of it is

inspired from [Sik12], [Mon16, §2], [Lab13], and [BGPGW07].

2.1. Representation varieties

A representation variety is an analytic, sometimes algebraic, object associated to a finitely

generated group Γ and a Lie group G. It consists of the space of group homomorphisms

from Γ to G. We start by recalling some generalities about Lie groups, including algebraic

groups, and finitely generated groups. Most of the results later in this note require to

restrict the groups Γ and G to finer classes. The relevant notions are presented in the next

section.

2.1.1. Setting: Lie groups and finitely generated groups

Lie groups

A Lie group G is a real smooth manifold with a group structure for which the operations

of multiplication and inverse are smooth maps. Lie groups always admit an analytic atlas,

unique up to analytic diffeomorphism, such that multiplication and inverse are analytic

maps1. Lie groups are not necessarily connected. We denote by G˝ the identity component

of G. The centralizer of a subset S Ă G is denoted ZpSq :“ tg P G : gsg´1 “ s, @s P Su.

It is a closed subgroup of G and hence a Lie subgroup of G. The standard examples of Lie

groups are GLpn,Rq and GLpn,Cq, and all their closed subgroups, called linear Lie groups,

which include SLpn,Rq, SUpp, qq, Spp2n,Rq or SOpn,Rq.
1This is a consequence of the Campbell-Hausdorff formula, see e.g. [Ser06, Chap. IV, §7-8]
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2. A note on character varieties

The Lie algebra of a Lie group G is denoted g. Most of the time, we will think of g as the

tangent space to G at the identity. In various places we will make use of the Lie theoretic

exponential map exp: gÑ G, which, in the case that G is a linear Lie group, is the matrix

exponential map. The adjoint representation of G on g is denoted by Ad: G Ñ Autpgq

and is defined by

Adpgqpξq :“
d

dt

ˇ

ˇ

ˇ

ˇ

t“0

g expptξqg´1, g P G, ξ P g.

A Lie algebra g is

• simple if it is not abelian and if its only proper ideal is the zero ideal. Since ideals of

g are in one-to-one correspondence with sub-representations of its adjoint represen-

tation, g is simple if and only if its adjoint representation is irreducible and g is not

a one-dimensional abelian Lie algebra.

• semisimple if it has no nonzero abelian ideals. Equivalently, a Lie algebra is semisim-

ple if it is a direct sum of simple Lie algebras [Bou98, Chap. I, §6.2, Cor. 1]. By

Cartan’s criterion, g is semisimple if and only if its Killing form

K : gˆ gÑ R

pξ1, ξ2q ÞÑ Trpadpξ1q adpξ2qq

is nondegenerate [Bou98, Chap. I, §6.1, Thm. 1].

• reductive if it is the direct sum of an abelian and a semisimple Lie algebra. Equiva-

lently, g is reductive if and only if its adjoint representation is completely reducible2,

which is further equivalent to g admitting a faithful, completely reducible, finite-

dimensional representation [Bou98, Chap. I, §6.4, Prop. 5].

We call a connected Lie group simple, semisimple or reductive if its Lie algebra is simple,

semisimple or reductive, respectively. Simple Lie groups are semisimple and semisimple

Lie groups are reductive. The groups SLpn,Rq for n ě 2, Spp2n,Rq and SUpp, qq for

p ` q ě 2 are simple. The group SOpn,Rq˝ is simple for n ě 3, n ‰ 4 and semisimple for

n “ 4. In contrast, the group GLpn,Rq˝ is not semisimple for any n ě 1 (its Killing form

is degenerate). It is however reductive, because its Lie algebra is the direct sum of the

simple Lie algebra of traceless matrices and the abelian Lie algebra of diagonal matrices.

It is worth observing that a connected linear Lie group G Ă GLpn,Rq is reductive if and

2Recall that a completely reducible representation is a representation that decomposes as a direct sum of
irreducible representations. Such representations are sometimes called semisimple.
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only if the trace form

Tr: gˆ gÑ R

pξ1, ξ2q ÞÑ Trpξ1ξ2q

is nondegenerate. This can be seen as a consequence of the classification of semisimple

Lie algebras and [Bou98, Chap. I, §6.4, Prop. 5]. The previous statement also holds for

connected linear Lie groups G Ă GLpn,Cq. If the (in this case, complex-valued) trace form

is nondegegenrate, then so is its real part <pTrq : gˆ gÑ R which gives a nondegenerate,

symmetric, Ad-invariant, real-valued bilinear form.

A Lie group is called a complex Lie group if it has the structure of a complex manifold and

the group operations are holomorphic. Standard examples of complex Lie groups include

GLpn,Cq and SLpn,Cq.

Quadrable Lie groups

An important class of Lie groups for the purpose of this work are those that admit a

nondegenerate, symmetric and Ad-invariant pairing on their Lie algebra. Such Lie groups

carry different names throughout the literature, see [Ova16] for an overview. We opt for

the name quadrable.

Definition 2.1.1 (Quadrable Lie groups). A Lie group G is called quadrable if there exists

a bilinear form (also called pairing)

B : gˆ gÑ R

which is nondegenerate, symmetric and Ad-invariant.

Quadrable Lie groups are common among the standard Lie groups. For example, all

semisimple Lie groups, and more generally all reductive Lie groups, are quadrable. Indeed,

a nondegenerate, symmetric and Ad-invariant bilinear form on a reductive Lie algebra can

be taken to be the Killing form on the semisimple part and any nondegenerate, symmetric

bilinear form on the abelian part. Alternatively, one may consider the trace form associated

to a faithful, finite-dimensional representation3 of g. We point out that not all quadrable

Lie groups are reductive, see [Gol84, Footnote p. 204].

3The trace form of a representation ρ : g Ñ GLpn,Rq is the symmetric bilinear form gˆ g Ñ R given by
pξ1, ξ2q ÞÑ Trpρpξ1qρpξ2qq. For instance, the Killing form is the trace form of the adjoint representation.
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Example 2.1.2. For instance, G “ SLp2,Rq is quadrable. We usually chose to work with

the pairing given by the trace form: Tr: sl2R ˆ sl2R Ñ R, pξ1, ξ2q ÞÑ Trpξ1ξ2q. The trace

of a matrix is invariant under conjugation, so the trace form is Ad-invariant. In the basis

sl2R “

C˜

1 0

0 ´1

¸

,

˜

0 1

0 0

¸

,

˜

0 0

1 0

¸G

,

the trace form is given by the pairing 2x1x2 ` y1y2 ` z1z2. It is clearly symmetric and

nondegenerate. Actually, in this case, the pairing Tr: sl2Rˆ sl2R is also positive-definite.

Example 2.1.3. The Heisenberg group H is an example of a non-quadrable Lie group.

Recall that H is defined to be the group of strictly upper triangular 3ˆ 3 real matrices:

H “

$

’

&

’

%

¨

˚

˝

1 a b

0 1 c

0 0 1

˛

‹

‚

: a, b, c P R

,

/

.

/

-

.

The Lie algebra h of H is generated by the three matrices

X :“

¨

˚

˝

0 1 0

0 0 0

0 0 0

˛

‹

‚

, Y :“

¨

˚

˝

0 0 0

0 0 1

0 0 0

˛

‹

‚

, Z :“

¨

˚

˝

0 0 1

0 0 0

0 0 0

˛

‹

‚

.

A simple computation shows that Z commutes with any element of H. Further

Ad

¨

˚

˝

1 0 0

0 1 1

0 0 1

˛

‹

‚

pXq “ X ´ Z, Ad

¨

˚

˝

1 0 0

0 1 1

0 0 1

˛

‹

‚

pY q “ Y, (2.1.1)

and

Ad

¨

˚

˝

1 1 0

0 1 0

0 0 1

˛

‹

‚

pXq “ X, Ad

¨

˚

˝

1 1 0

0 1 0

0 0 1

˛

‹

‚

pY q “ Y ` Z. (2.1.2)

So, because of (2.1.1), any symmetric and Ad-invariant bilinear form B : hˆ hÑ R, must

satisfy

BpX,Zq “ BpX ´ Z,Zq and BpX,Y q “ BpX ´ Z, Y q

which implies BpZ,Zq “ 0 and BpY,Zq “ 0. Moreover, because of (2.1.2), it must also

satisfy

BpX,Y q “ BpX,Y ` Zq

and thus BpX,Zq “ 0. This shows that B is degenerate.
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Algebraic groups

A group G is called an algebraic group if it is an algebraic variety4 and if the operations are

regular maps. The Zariski closure of any subgroup of G is an algebraic subgroup [Mil17,

Lem. 1.40] and any algebraic subgroup of G is Zariski closed [Mil17, Prop. 1.41]. For

instance, the centralizer ZpSq of a subset S Ă G is Zariski closed and hence an algebraic

subgroup. All algebraic groups over the fields of real or complex numbers, respectively

called real or complex algebraic groups, are also Lie groups, see [Mil13, III, §2] and references

therein. Let K denote either R or C. The group GLpn,Kq, and all its Zariski closed

subgroups, such as SLpn,Kq, Spp2n,Kq or SOpn,Kq, are algebraic groups. They are called

linear algebraic groups. Algebraic groups, however, are not necessarily linear (for instance,

elliptic curves are non-linear algebraic groups). The group SUpp, qq is a real algebraic

group, but is not a complex algebraic variety, see e.g. [SKKT00, Exercise 1.1.2].

Any algebraic group contains a unique maximal normal connected solvable subgroup called

the radical, see [Mil17, Chap. 6, §h]. A reductive algebraic group is a connected algebraic

group whose radical over C is an algebraic torus, i.e. isomorphic to pC˚qn for some n ě 0.

A reductive algebraic group over the fields of real or complex numbers is a reductive Lie

group in the previous sense, hence quadrable [Mil13, II, §4].

Connected linear algebraic groups G Ă GLpn,Cq are reductive if and only if the trace

form g ˆ g Ñ C, pξ1, ξ2q ÞÑ Trpξ1ξ2q is nondegenerate. In particular, SLpn,Cq for n ě 2,

Spp2n,Cq and SOpn,Cq for n ě 3 are reductive algebraic groups.

Finitely generated groups

The second ingredient of a representation variety is a finitely generated group Γ. Finitely

generated groups are always equipped with the discrete topology. Our guiding example of

finitely generated groups are surface groups.

Definition 2.1.4 (Surface group). Let g ě 0 and n ě 0 be two integers. A group is called

a surface group if it can presented as

πg,n :“

C

a1, b1, . . . , ag, bg, c1, . . . , cn :

g
ź

i“1

rai, bis ¨
n
ź

j“1

cj “ 1

G

, (2.1.3)

4In the context of this work, an algebraic variety is understood to be the zero locus of a set of polynomial
equations over R or C (in other words, algebraic varieties are always affine). We make no assump-
tion about irreducibility and, in particular, we don’t distinguish algebraic varieties and algebraic sets.
Morphisms of algebraic varieties are restrictions of polynomial maps and are called regular maps.
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where rai, bis “ aibia
´1
i b´1

i denotes the commutator of ai and bi. If n “ 0, then it is called

a closed surface group.

The closed surface groups πg,0 are pairwise non-isomorphic (because their cohomology with

real coefficients differs in degree 1), non-free for g ě 1 and non-abelian for g ě 2. If n ě 1,

then the surface group πg,n is isomorphic to the free group on 2g ` n´ 1 generators. The

name “surface group” is explained by the following lemma.

Lemma 2.1.5. Let Σg,n denote a connected orientable topological surface of genus g ě 0,

with n ě 0 punctures. The fundamental group of Σg,n is isomorphic to πg,n.

Proof. The proof for the case n “ 0 is explained in [Lab13, Thm. 2.3.15]. Its generalization

to punctured surfaces can be understood in two steps. First, observe that a sphere with

n ě 1 punctures is homotopy equivalent to the wedge of n´1 circles. Hence, its fundamental

group is the free group on n´1 generators. Similarly, a surface of genus g with one puncture

is homotopy equivalent to the wedge of 2g circles. Thus, its fundamental group is the free

group on 2g generators. Now, note that Σg,n is the union of two sub-surfaces Σg,1 and

Σ0,n`1. The conclusion now follows from Van Kampen’s Theorem.

The generators ci in (2.1.3) will play a central role later in Section 2.4.2 in the context of

relative representation varieties. They should be thought of as homotopy classes of based

loops enclosing the ith puncture of Σg,n.

2.1.2. Definition

Definition 2.1.6 (Representation variety). The representation variety associated to a

finitely generated group Γ and a Lie group G is the set of group homomorphisms from Γ

to G and is denoted by

HompΓ, Gq.

The elements φ P HompΓ, Gq are called representations.

The topology on the representation variety HompΓ, Gq is defined to be the subspace topol-

ogy induced by the compact-open topology on the space GΓ of all (necessarily continuous)

functions Γ Ñ G.

Let pγ1, . . . , γnq be a set of generators of Γ. We introduce the subspace

XpΓ, Gq :“
 `

φpγ1q, . . . , φpγnq
˘

: φ P HompΓ, Gq
(

Ă Gn.
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Lemma 2.1.7. Let G be a Lie group equipped with an analytic atlas. The set XpΓ, Gq is an

analytic subvariety5 of Gn and is homeomorphic to HompΓ, Gq. In particular, HompΓ, Gq

has a natural structure of analytic variety and the structure does not depend on the choice

of generators of Γ.

Proof. Let R “ triu denote a (maybe infinite) set of relations for the generators γ1, . . . , γn.

Each relation ri defines an analytic map ri : G
n Ñ G because multiplication and inverse

are assumed to be analytic operations on G. The map ri is called a word map. The set

XpΓ, Gq is the analytic subset of Gn cut out by the relations ripg1, . . . , gnq “ 1 for every i.

Since a group homomorphism φ : Γ Ñ G is determined by the images of a set of generators

of Γ, the map

Π: HompΓ, Gq Ñ XpΓ, Gq

φ ÞÑ
`

φpγ1q, . . . , φpγnq
˘

is a bijection. We prove that Π is a homeomorphism. Recall that all the sets

V pK,Uq :“ tf : Γ Ñ G : K Ă Γ finite, U Ă G open, fpKq Ă Uu

form a sub-basis for the compact-open topology on HompΓ, Gq. To see that Π is a contin-

uous map, observe that, for a collection of open sets U1, . . . , Un Ă G,

Π´1 pXpΓ, Gq X U1 ˆ . . .ˆ Unq “ HompΓ, Gq X
n
č

i“1

V ptγiu, Uiq.

To prove that the inverse map Π´1 is also continuous, note that any element k P Γ, seen

as a word in the generators γ1, . . . , γn, determines an analytic function k : Gn Ñ G. Now,

given a finite set K Ă Γ and an open set U Ă G, we have

Π pHompΓ, Gq X V pK,Uqq “ XpΓ, Gq X
č

kPK

k´1pUq.

We conclude that both Π and its inverse are continuous. Hence, Π is a homeomorphism.

If pγ11, . . . , γ
1
n1q is another set of generators of Γ and X 1pΓ, Gq is the associated space, then

the map from XpΓ, Gq to X 1pΓ, Gq defined as the composition

XpΓ, Gq Ñ HompΓ, Gq Ñ X 1pΓ, Gq

5An analytic variety is understood to be the zero locus of a set of analytic functions over R or C.

15



2. A note on character varieties

is an isomorphism of analytic varieties. Indeed, the map sends
`

φpγ1q, . . . , φpγnq
˘

to
`

φpγ11q, . . . , φpγ
1
n1q

˘

. Now, since γ1i is a word in the generators γ1, . . . , γn, it follows that

φpγ1iq is a word in φpγ1q, . . . , φpγnq. This shows that the map is analytic because word

maps are analytic by assumption on G.

Lemma 2.1.8. Assume that G has the structure of a real or complex algebraic group, then

XpΓ, Gq is an algebraic subset of Gn. In particular, HompΓ, Gq has a natural structure

of real or complex algebraic variety and the structure does not depend on the choice of

generators of Γ.

Proof. The argument is analogous to the proof of Lemma 2.1.7. The key observation is

that the relations R “ triu give regular maps ri : G
n Ñ G by assumption on G.

Remark 2.1.9 (Finitely generated versus finitely presented). Since we assumed Γ to be

finitely generated, and not finitely presented, the set of equations that define XpΓ, Gq

might be infinite. However, Hilbert’s basis theorem implies that any algebraic variety over

a field can be described as the zero locus of finitely many polynomial equations, see e.g.

[SKKT00, §2.2].

Remark 2.1.10 (Standard topology versus Zariski topology). If G is a real or complex

algebraic group, then it is also a Lie group, as mentioned earlier. This means that the

representation variety HompΓ, Gq has both the structure of an analytic variety and of an

algebraic variety. The underlying topology of the analytic structure is called the standard

topology and that of the algebraic structure the Zariski topology. The standard topology on

an algebraic variety is always Hausdorff. The Zariski topology is coarser than the standard

topology. Indeed, Zariski open sets are open in the standard topology because polynomials

are continuous functions. A nonempty Zarsiki open set is also dense in both the standard

and the Zariski topology.

Example 2.1.11 (Surface groups). Representations πg,n Ñ G typically arise as holonomies

(or monodromies) of pG,Xq-structures on Σg,n, see [Gol21] for further details. Not all the

representations πg,n Ñ G are holonomies of pG,Xq-structures. However, if n “ 0, then the

set of holonomies is an open subset of Hompπg,0, Gq [Gol21, Cor. 7.2.2]. For instance, if

G “ PSLp2,Rq, then the holonomies of hyperbolic structures on the closed surface Σg,0,

g ě 2, are precisely the discrete and faithful representations in Hompπg,0,PSLp2,Rqq. They

form two connected components of the representation variety.
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2.1. Representation varieties

In the vocabulary of category theory, we can say that representation variety is a bifunc-

tor from the product of the category of finitely generated groups and the category of

Lie/algebraic groups to the category of analytic/algebraic varieties. This is a consequence

of Lemmata 2.1.7 and 2.1.8, and of the following.

Lemma 2.1.12. Let Γ be a finitely generated group and G be a Lie/algebraic group.

1. If τ : Γ1 Ñ Γ2 is a morphism of finitely generated groups, then the induced map

τ˚ : HompΓ2, Gq Ñ HompΓ1, Gq is an analytic/regular map.

2. If r : G1 Ñ G2 is a morphism of Lie groups or of algebraic groups, then the induced

map r˚ : HompΓ, G1q Ñ HompΓ, G2q is an analytic map or a regular map, respec-

tively.

Proof. The second assertion is immediate. To prove the first statement, note that if

pγ1
1 , . . . , γ

1
nq is a set of generators for Γ1 and pγ2

1 , . . . , γ
2
mq is a set of generators for Γ2,

then pτ˚φqpγ1
i q “ φpτpγ1

i qq is a word in φpγ2
1q, . . . , φpγ

2
mq. Word maps are analytic, respec-

tively regular, and thus so is τ˚.

2.1.3. Symmetries

The representation variety HompΓ, Gq has two natural symmetries given by the right action

of the group AutpΓq of automorphisms of Γ by pre-composition and the left action of AutpGq

by post-composition:

AutpGq ýHompΓ, Gq üAutpΓq.

An immediate consequence of Lemma 2.1.12 is

Corollary 2.1.13. The actions of the groups AutpΓq and AutpGq on HompΓ, Gq preserve

its analytic/algebraic structure.

There is a normal subgroup of AutpGq that is of particular interest: namely, the subgroup

of inner automorphisms of G, denoted InnpGq. Recall that an inner automorphism of G is

an automorphism given by conjugation by a fixed element of G. In particular, InnpGq –

G{ZpGq, where ZpGq denotes the centre of G (which is a closed and normal subgroup of G).

The action of InnpGq on HompΓ, Gq is relevant in many concrete cases. For instance, the

holonomy representations mentioned in Example 2.1.11 are really defined up to conjugation

by an element of G and so it makes sense to see them as elements of the quotient

HompΓ, Gq{ InnpGq. (2.1.4)
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2. A note on character varieties

The quotient (2.1.4) is the prototype of the notion of character variety introduced below.

The action of AutpΓq on the representation variety descends to an action of AutpΓq{ InnpΓq

on the quotient (2.1.4). The group AutpΓq{ InnpΓq is denoted OutpΓq and is called the group

of outer automorphisms of Γ.

Example 2.1.14 (Surface groups). The group of outer automorphisms of the surface

group πg,n has a particular significance. It contains the (pure) mapping class group of the

surface Σg,n as a subgroup. This is known as the Dehn–Nielsen Theorem. We develop this

observation further in Section 2.6.2.

2.1.4. Zariski tangent spaces

In this section, we would like to determine the Zariski tangent spaces to representation

varieties. We start by recalling the classical notion of Zariski tangent spaces for analytic

varieties in Rn.

Definition 2.1.15 (Zariski tangent spaces). Let X Ă Rn is an analytic variety defined as

the zero locus of some analytic functions f1, . . . , fm : Rn Ñ R. The Zariski tangent space

at x P X is the kernel of the mˆ n Jacobi matrix

ˆ

Bfi
Bxj

pxq

˙

i,j

. (2.1.5)

Equivalently, the Zariski tangent space at x consists of all tangent vectors x1p0q tangent to

a smooth path xptq inside Rn with xp0q “ x and that satisfies the relations fi “ 0 up to

first order by which we mean that fipxp0qq “ 0 and d
dt

ˇ

ˇ

t“0
fipxptqq “ 0.

To specialize to the case of representation varieties, we need a notion of Zariski tangent

spaces for analytic varieties in the infinite product GΓ. We follow the approach of [Kar92]

and refer the reader to that paper for more details. The relevant notion here is that of real

valued ringed space.

Definition 2.1.16 (Real valued ringed space). A real valued ringed space is a topological

space with a sheaf of real valued continuous functions.

Examples of real valued ringed spaces include smooth manifolds together with the sheaf

of smooth functions, analytic varieties together with the sheaf of analytic functions or

algebraic varieties together with the sheaf of rational maps. There is a notion of Zariski
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2.1. Representation varieties

tangent space for real valued ringed spaces that generalizes the notion of tangent spaces

for manifolds and that of Zariski tangent spaces for analytic and algebraic varieties.

On the space GΓ, one can define a notion of smooth functions. A function F : GΓ Ñ R is

called locally smooth if it is locally a smooth function of a finite number of coordinates.

The space GΓ, together with the sheaf of locally smooth real-valued functions on GΓ, is a

real valued ringed space. In the case of GΓ, the Zariski tangent space at any point can be

identified with gΓ via left translation.

The representation variety HompΓ, Gq is the subspace of the space GΓ cut out by the

equations

φpxyqφpyq´1φpxq´1 “ 1, @x, y P Γ.

As such, it has an induced ringed space structure. Previously, in the context of Lemma

2.1.7, we explained that HompΓ, Gq inherits its structure from the embedding inside Gn

that depends on a choice of generators for Γ. In contrast, the embedding HompΓ, Gq Ă GΓ

does not require to fix a set of generators for Γ. The disadvantage is that GΓ, unlike Gn,

is an infinite product.

Lemma 2.1.17 ([Kar92]). Fix a set of n generators of Γ and let Fn be the free group on n

generators. The following diagram is a commutative diagram of real valued ringed spaces:

Gn

HompΓ, Gq GFn

GΓ

In particular, the structures induced by Gn and GΓ on HompΓ, Gq coincide.

We refer the reader to [Kar92] for a proof of Lemma 2.1.17.

Working with the embedding HompΓ, Gq Ă GΓ, we can determine the Zariski tangent space

to the representation variety without referring to a presentation of Γ. Let Fx,y : GΓ Ñ G

be defined by Fx,ypfq :“ fpxyqfpyq´1fpxq´1. The Zariski tangent space to HompΓ, Gq at

φ is the intersection of the kernels of the linear forms DφFx,y : gΓ Ñ g for all x, y P Γ (each

tangent space to G is naturally identified to g via left translation).

Lemma 2.1.18. It holds that

DφFx,ypvq “ vpxyq ´ vpxq ´Adpφpxqqvpyq

for v P gΓ and φ P HompΓ, Gq.

19



2. A note on character varieties

Proof. By definition, we have that

DφFx,ypvq “
d

dt

ˇ

ˇ

ˇ

ˇ

t“0

Fx,ypexpptvqφq

“
d

dt

ˇ

ˇ

ˇ

ˇ

t“0

expptvpxyqqφpxyqφpyq´1 expp´tvpyqqφpxq´1 expp´tvpxqq

“ vpxyq ´ vpxq ´Adpφpxqqvpyq.

Here exp: gÑ G denotes the Lie theoretic exponential map.

We conclude

Corollary 2.1.19 ([Gol84], [Kar92]). The Zariski tangent space to HompΓ, Gq at φ is

Tφ HompΓ, Gq “
 

v P gΓ : vpxyq “ vpxq `Adpφpxqqvpyq, @x, y P Γ
(

.

Corollary 2.1.19 can be reformulated in terms of group cohomology6. A representation

φ P HompΓ, Gq equips g with the structure of a Γ-module by

Γ
φ
ÝÑ G

Ad
ÝÑ Autpgq.

The resulting Γ-module is denoted by gφ. The set of 1-cochains in the bar complex that

computes the cohomology of Γ with coefficients in gφ is gΓ, see Appendix B.2 for more

details on the bar complex. The space of 1-cocycles is

Z1pΓ, gφq :“
 

v P gΓ : vpxyq “ vpxq `Adpφpxqqvpyq, @x, y P Γ
(

and thus identifies with the Zariski tangent space to HompΓ, Gq at φ. The space of 1-

coboundaries, defined by

B1pΓ, gφq :“
 

v P gΓ : Dξ P g, vpxq “ ξ ´Adpφpxqqξ, @x P Γ
(

,

also plays a role in this context. They can be identified with the Zarisiki tangent space to

the InnpGq-orbit of φ P HompΓ, Gq at φ (recall from Section 2.1.3 that InnpGq acts on the

representation variety by post-composition). We denote this orbit by

Oφ Ă HompΓ, Gq.

6We provide an introduction to group (co)homology, containing all the relevant notions for this work, in
Appendix B.
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2.1. Representation varieties

Proposition 2.1.20 ([Gol84], [Kar92]). The Zariski tangent space to Oφ at φ is

TφOφ “
 

v P gΓ : Dξ P g, vpxq “ ξ ´Adpφpxqqξ, @x P Γ
(

.

Proof. The orbit Oφ is a smooth manifold isomorphic to the quotient of G by the stabilizer

of φ for the conjugation action. The stabilizer of φ is the centralizer Zpφq :“ ZpφpΓqq of

φpΓq inside G, which is a closed subgroup of G. In particular, the Zariski tangent space to

Oφ at φ coincides with the usual notion of tangent space.

A smooth deformation of φ inside Oφ is of the form φt “ gptqφgptq´1, where gptq is a

smooth 1-parameter family inside G with gp0q “ 1. The tangent vector to φt at t “ 0

is the coboundary vpxq “ ξ ´ Adpφpxqqξ where ξ P g is the tangent vector to gptq at

t “ 0. Conversely, for any ξ P g, the coboundary vpxq “ ξ ´ Adpφpxqqξ is tangent to

expptξqφ expp´tξq at t “ 0.

Observe that B1pΓ, gφq can be identified with the quotient g{zpφq, where zpφq is the Lie

algebra of Zpφq. In particular, it holds that

dimB1pΓ, gφq “ dimOφ “ dimG´ dimZpφq. (2.1.6)

We mention that the quotient

H1pΓ, gφq “ Z1pΓ, gφq{B
1pΓ, gφq

is known as the first cohomology group of the group Γ with coefficients in the Γ-module

gφ introduced in Definition B.2.

Example 2.1.21 (Surface groups). In the special case of a closed surface group, one can

obtain the conclusion of Corollary 2.1.19 from the embedding Hompπg,0, Gq Ă G2g. Let

φ P Hompπg,0, Gq and let Ai :“ φpaiq and Bi :“ φpbiq, where ai and bi are the generators

of πg,0 in the presentation (2.1.3). The Zariski tangent space to Hompπg,0, Gq at φ is

isomorphic to the kernel of the differential of the map

F : G2g Ñ G

pX1, . . . , Xg, Y1, . . . , Ygq ÞÑ

g
ź

i“1

rXi, Yis
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2. A note on character varieties

at pA1, . . . , Ag, B1, . . . , Bgq. A simple computation shows that the kernel of DpAi,BiqF

corresponds to the subset of g2g that consists of all those pα1, . . . , αg, β1, . . . , βgq such that

`

α1 `AdpA1qβ1

˘

´Ad
`

rA1, B1s
˘`

β1 `AdpB1qα1

˘

`Ad
`

rA1, B1s
˘`

α2 `AdpA2qβ2

˘

´Ad
`

rA1, B1srA2, B2s
˘`

β2 `AdpB2qα2

˘

` . . .

“

g
ÿ

i“1

Ad

˜

i´1
ź

j“1

rAj , Bjs

¸

`

αi `AdpAiqβi
˘

´Ad

˜

i
ź

j“1

rAj , Bjs

¸

`

βi `AdpBiqαi
˘

(2.1.7)

vanishes, compare [Lab13, Prop. 5.3.12]. Once again, we identified TAiG – g and TBiG – g

via left translation.

To see the correspondence between this description of the Zariski tangent space and

that of Corollary 2.1.19, we proceed as follows. First, if one defines v : πg,0 Ñ g by

vpaiq :“ αi and vpbiq :“ βi for pα1, . . . , αg, β1, . . . , βgq that satisfy (2.1.7), and extend

to πg,0 using vpxyq “ vpxq ` Adpφpxqqvpyq, then v defines an element of Z1pπg,0, gφq. In-

deed, it is sufficient to check that v
`
ś

rai, bis
˘

“ 0. If one develops v
`
ś

rai, bis
˘

using

vpxyq “ vpxq ` Adpφpxqqvpyq and vprx, ysq “ vpxyq ´ Adpφprx, ysqqvpyxq, then one gets

that v
`
ś

rai, bis
˘

“ 0 is equivalent to (2.1.7) vanishing. Conversely, given v P Z1pπg,0, gφq,

then pvpa1q, . . . , vpagq, vpb1q, . . . , vpbgqq satisfies 2.1.7 by the same argument as above.

2.1.5. Smooth points

Smooth points of analytic varieties in Rn are defined as follows.

Definition 2.1.22 (Smooth points). A point x of an analytic variety X Ă Rn is a smooth

point if there is an open neighbourhood U Ă X of x such that U is an embedded subman-

ifold of Rn.

Using the Implicit Function Theorem, we can reformulate the condition and say that x is

a smooth point of X if and only if the rank of the Jacobi matrix (2.1.5) at x is maximal.

By the Rank-Nullity Theorem, this happens if and only if the dimension of the Zariski

tangent space to X at x is minimal. If every point of an analytic variety is smooth, then

it is an analytic manifold.

In the context of representation varieties, we will use the characterization of smooth points

as the ones that minimize the dimension of the Zariski tangent space. For instance, if Γ is

a free group, then HompΓ, Gq is an analytic manifold because of the absence of relations

(recall from Lemma 2.1.7 that representation varieties are analytic varieties).
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2.1. Representation varieties

Lemma 2.1.23. The set of smooth points of HompΓ, Gq is invariant under the InnpGq-

action.

Proof. The action of G on itself by conjugation is analytic. Therefore, it preserves smooth

neighbourhoods of points inside HompΓ, Gq. We can give an alternative argument by

observing that the Zariski tangent spaces at φ and gφg´1 are isomorphic as Γ-modules,

and hence have the same dimension. The isomorphism is given by

Z1pΓ, gφq Ñ Z1pΓ, ggφg´1q

v ÞÑ Adpgqv.

In the case that Γ “ πg,0 is a closed surface group and G is quadrable, it is possible to

describe the smooth points of the representation variety explicitly.

Proposition 2.1.24 ([Gol84]). Let G be a quadrable Lie group. The smooth points of

Hompπg,0, Gq are those representations φ satisfying

dimZpGq “ dimZpφq,

where ZpGq denotes the centre of G and Zpφq is the centralizer of φpπg,0q inside G (the

dimensions are to be understood in terms of manifolds here).

Proof. We compute the dimension of the Zariski tangent space to Hompπg,0, Gq at φ. We

use the identification with Z1pπg,0, gφq provided by Corollary 2.1.19. Recall that the group

cohomology of πg,0 with coefficients in gφ is isomorphic to the de Rham cohomology of the

surface Σg,0 with coefficients in the flat vector bundle Eφ associated to gφ (i.e. the adjoint

bundle of the principal G-bundle prΣg,0ˆGq{πg,0 built from φ, see [Gol84] for more details):

H˚pπg,0, gφq – H˚dRpΣg,0, Eφq.

In particular, it vanishes in degrees larger than 2.

Goldman observed that the quantity

dimH0pπg,0, gφq ´ dimH1pπg,0, gφq ` dimH2pπg,0, gφq (2.1.8)

is independent of φ. Indeed, using that the space of cochains C˚pΣg,0, Eφq in the de Rham

complex is finite-dimensional in every degree, we conclude that (2.1.8) is equal to the

alternating sum of the dimensions of the spaces of cochains in the de Rham complex. The

latter is independent of φ, because the structure of πg,0-module of gφ only intervenes in the
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2. A note on character varieties

differential, see the definition of the bar resolution (B.2). If φ is the trivial representation,

then gφ is the trivial πg,0-module and (2.1.8) is equal to the Euler characteristic of Σg,0

times the dimension of G. We conclude

dimH1pπg,0, gφq “ p2g ´ 2qdimG` dimH0pπg,0, gφq ` dimH2pπg,0, gφq.

Poincaré duality (see Appendix B.7) implies H2pπg,0, gφq – H0pπg,0, g
˚
φq
˚. The existence of

a non-degenerate, Ad-invariant, symmetric, bilinear form on g implies that gφ – g˚φ as πg,0-

modules. Hence, dimH0pπg,0, gφq “ dimH2pπg,0, gφq. It is easy to see that H0pπg,0, gφq is

the space of Adpφq-invariant elements of g, namely zpφq. Hence

dimH1pπg,0, gφq “ p2g ´ 2qdimG` 2 dimZpφq.

Recall from (2.1.6) that the dimension of B1pπg,0, gφq is equal to dimG´dimZpφq. Finally,

we obtain

dimZ1pπg,0, gφq “ p2g ´ 1qdimG` dimZpφq.

Since ZpGq Ă Zpφq, it holds that dimZpGq ď dimZpφq, and we conclude that φ minimizes

the dimension of its Zariski tangent space if and only if dimZpGq “ dimZpφq.

Alternative proof. Instead of using group cohomology (and the embedding of the represen-

tation variety in GΓ), one can alternatively compute the dimension of the Zariski tangent

space at a representation φ from the embedding Hompπg,0, Gq Ă G2g, compare [Lab13,

Prop. 5.3.12]. The infinitesimal kernel of the unique relation of a closed surface group is

described by (2.1.7), where Ai “ φpaiq and Bi “ φpbiq.

Consider the orthogonal complement V in g, with respect to the Ad-invariant pairing B

coming from the quadrability of G, of the image of the map µ : g2g Ñ g defined by (2.1.7).

A simple computation leads to

µpα1, . . . , αg, β1, . . . , βgq “

g
ÿ

i“1

˜

ź

jăi

Ad
`

rAj , Bjs
˘

¸

pαi ´AdpAiBiA
´1
i qαiq

´

g
ÿ

i“1

˜

ź

jďi

Ad
`

rAj , Bjs
˘

¸

pβi ´AdpBiAiB
´1
i qβiq.

The orthogonal complement of the Lie algebra of the centralizer Zpgq of any element g P G

is equal to the image of the map g Ñ g given by ξ ÞÑ ξ ´ Adpgqξ. Therefore, using the

general fact that Zpghg´1q “ gZphqg´1 for any g, h P G, we obtain that V must contain
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2.2. The action by conjugation

the Lie algebra of

g
č

i“1

ź

jăi

Ad
`

rAj , Bjs
˘`

ZpAiBiA
´1
i q X ZpAiBiAiB

´1
i A´1

i q
˘

“

g
č

i“1

ź

jăi

Ad
`

rAj , Bjs
˘

AdpAiBiq
`

ZpBiq X ZpAiq
˘

“

g
č

i“1

ź

jăi

Ad
`

rAj , Bjs
˘`

ZpBiq X ZpAiq
˘

“

g
č

i“1

`

ZpAiq X ZpBiq
˘

.

Hence, Zpφq Ă V . The reverse inclusion is obvious. Using the Rank-Nullity Theorem, we

conclude, as before, that the dimension of the Zariski tangent space at the representation

φ is

dimZ1pπg,0, gφq “ dim Kerpµq “ p2g ´ 1qdimG` dimZpφq.

Proposition 2.1.24 applies to closed surface groups. In Proposition 2.4.9 below, we will

discuss an analogous description of smooth points for fundamental groups of punctured

surfaces.

2.2. The action by conjugation

In this section, we elaborate on the action of InnpGq on HompΓ, Gq by post-composition.

We sometimes refer to this action as the the conjugation action of G on the representation

variety.

2.2.1. Freeness

The action of InnpGq – G{ZpGq on HompΓ, Gq is never free, since the trivial representation

is always a global fixed point. It is easy to see that the stabilizer of a representation

φ P HompΓ, Gq is Zpφq{ZpGq. In particular

Lemma 2.2.1. The InnpGq-action is free on the InnpGq-invariant subset that consists of

all the representations φ such that

ZpGq “ Zpφq.
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2. A note on character varieties

There is a neat characterization of the points where the action is locally free. Recall that

the action of a topological group on a set X is locally free at x P X if the stabilizer of x is

discrete.

Proposition 2.2.2 ([Gol84]). The action of InnpGq on HompΓ, Gq is locally free at φ if

and only if

dimZpGq “ dimZpφq.

Proof. The action of InnpGq on HompΓ, Gq induces, for any representation φ, a surjective

linear map InnpGq Ñ TφOφ, where InnpGq denotes the Lie algebra of InnpGq and Oφ the

InnpGq-orbit of φ. The map is given by

ξ ÞÑ
d

dt

ˇ

ˇ

ˇ

ˇ

t“0

expptξqpφq.

Observe that the action of InnpGq on HompΓ, Gq is locally free at φ if and only if the induced

map InnpGq Ñ TφOφ is injective. Since the map is always surjective, this is equivalent to

asking that both spaces InnpGq and TφOφ have the same dimension. The dimension of

InnpGq is dimG´dimZpGq and the dimension of TφOφ is dimG´dimZpφq, as computed

in (2.1.6). Hence, the dimensions coincide if and only if dimZpGq “ dimZpφq.

Example 2.2.3 (Surface groups). It is striking that the condition of Proposition 2.2.2

coincides with that of Proposition 2.1.24. This means that if Γ “ πg,0 is a closed surface

group, then the smooth points of Hompπg,0, Gq are precisely those where the action of

InnpGq is locally free.

Proposition 2.2.2 motivates the following definition.

Definition 2.2.4 (Regular representations). A representation φ P HompΓ, Gq is called

regular if

dimZpGq “ dimZpφq.

We denote by HomregpΓ, Gq the InnpGq-invariant subspace of regular representations. If

it further holds that ZpGq “ Zpφq, we say that φ is very regular. The InnpGq-invariant

subspace of very regular representations is denoted by HomvRegpΓ, Gq.

We will see later that if G is a reductive algebraic group, then most representations are

regular, see Proposition 2.2.14.
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2.2. The action by conjugation

Example 2.2.5. In the case G “ PSLp2,Rq, the representations φ : Γ Ñ PSLp2,Rq that

are not regular are of a particular kind. We use the description of centralizers in PSLp2,Rq
provided by Lemma A.9. It tells us that a non-regular representation is of one of the

following kinds:

1. φ is the trivial representation.

2. The elements of φpΓq are rotations around the same point of H and Zpφq – PSOp2,Rq.

3. The elements of φpΓq fix a common geodesic in H and Zpφq – Rą0.

4. The elements of φpΓq fix the same point in the boundary of H and Zpφq – R.

As soon as the image of φpΓq contains, for instance, two elements of different nature

(elliptic, hyperbolic or parabolic) or two rotations around different points, then Zpφq “

ZpPSLp2,Rqq is trivial and φ is regular, actually very regular.

2.2.2. Properness

The conjugation action of G on HompΓ, Gq is in general not proper.

Example 2.2.6. Consider the case where Γ “ F2 “ xa, by is the free group on two gen-

erators and G “ PSLp2,Rq. Let φ1 : F2 Ñ PSLp2,Rq be the representation given by

φ1paq “ par` (see (A.6)) and φ1pbq is the identity. Let φ2 denote the trivial represen-

tation. Since the closure of the conjugacy class of any parabolic element of PSLp2,Rq
contains the identity, we observe that

φ2 P Oφ1 rOφ1 and tφ2u “ Oφ2 .

So, the orbits Oφ1 and Oφ2 cannot be separated by disjoint open sets in the (topological)

quotient HompF2,PSLp2,Rqq{ InnpPSLp2,Rqq. In particular, the quotient is not Hausdorff

and the conjugacy action of PSLp2,Rq on HompF2,PSLp2,Rqq is not proper.

Example 2.2.6 hints at the pathological behaviour of representations whose image lies in a

parabolic subgroup. This is essentially a worst case scenario, as we explain below.

Definition 2.2.7 (Borel and parabolic subgroups). Let G be an algebraic group. A Borel

subgroup of G is a maximal, Zariski closed, solvable connected subgroup of G. A Zariski

closed subgroup of G that contains a Borel subgroup is called a parabolic subgroup of G.
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By definition, a Borel subgroup of G is automatically a Borel subgroup of G˝. Similarly,

P is a parabolic subgroup of G if and only if P ˝ is a parabolic subgroup of G˝. If G is

connected, then all parabolic subgroups are connected [Mil17, Cor. 17.49].

Example 2.2.8. Let G “ GLpn,Cq. The subgroup of upper triangular matrices is a Borel

subgroup of G. More generally, the Borel subgroups of GLpn,Cq are the ones that preserve

a full flag in Cn and the parabolic subgroups are those that preserve a (partial) flag in Cn

[Bou05, Chap. VIII, §13].

Definition 2.2.9 (Irreducible representations). Let G be an algebraic group. A represen-

tation φ : Γ Ñ G is called irreducible if the image of φ does not lie in a proper parabolic

subgroup of G. We denote by HomirrpΓ, Gq the InnpGq-invariant subspace of irreducible

representations.

Observe that if G “ GLpn,Cq, then φ being irreducible in the sense of Definiton 2.2.9 is

equivalent to Cn being an irreducible Γ-module (i.e. φ is an irreducible representation in

the classical sense). This is a consequence of Example 2.2.8.

Example 2.2.10. Let G “ SLp2,Cq. The irreducible representations into SLp2,Cq can be

characterized in terms of traces:

Lemma 2.2.11. A representation φ : Γ Ñ G is irreducible if and only there exists an

element γ P rΓ,Γs Ă Γ of the commutator subgroup of Γ such that Trpφpγqq ‰ 2.

A proof of Lemma 2.2.11 can be found in [CS83, Lem. 1.2.1]. The argument relies on

the following observation: if A,B P SLp2,Cq are two upper-triangular matrices, then their

commutator rA,Bs is upper-triangular and has trace 2 (i.e. upper-triangular with ones on

the diagonal).

Definition 2.2.12 (Irreducible subgroups). A subgroup of an algebraic group G is called

irreducible if it is not contained in a proper parabolic subgroup of G.

In particular, a representation φ : Γ Ñ G is irreducible if and only if its image is an

irreducible subgroup of G. The centralizer of an irreducible subgroup in a reductive group

G is a finite extension of ZpGq [Sik12, Prop. 15] (see also [Sik12, Cor. 17]). Hence

Lemma 2.2.13. Let G be a reductive algebraic group. Irreducible representations into G

are regular:

HomirrpΓ, Gq Ă HomregpΓ, Gq.
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It is important to note the following

Proposition 2.2.14. Let G be a reductive algebraic group. The subspace of irreducible rep-

resentations HomirrpΓ, Gq is Zariski open in the representation variety HompΓ, Gq. More-

over, if Γ “ πg,n is a surface group, then Homirrpπg,n, Gq is dense in a nonempty set of

irreducible components of Hompπg,n, Gq.

We refer the reader to [Sik12, Prop. 27 & 29] for a proof. The main result of this section

says that if one restricts to irreducible representations, then the conjugation action of G

becomes proper.

Theorem 2.2.15 ([JM87]). Let G be a reductive algebraic group. The InnpGq-action on

HomirrpΓ, Gq is proper.

We refer the reader to [JM87, Prop. 1.1] and references therein for a proof of Theorem

2.2.15. Following [JM87], we introduce the notion of good representations.

Definition 2.2.16 (Good representations). Let G be an algebraic group. A representation

φ : Γ Ñ G is called good7 if it is irreducible and very regular. We denote by HomgoodpΓ, Gq

the InnpGq-invariant subspace of good representations.

Lemma 2.2.1 implies that the InnpGq-action on HomgoodpΓ, Gq is free and by Theorem

2.2.15 it is also proper. It is, however, not clear a priori whether good representations

exist. However, one can prove the following

Lemma 2.2.17 ([JM87]). Let G be a reductive algebraic group. The set of good represen-

tations HomgoodpΓ, Gq is Zariski open in the representation variety HompΓ, Gq.

Lemma 2.2.17 is proven in [JM87, Prop 1.3 & Lem. 1.3]. In general, HomgoodpΓ, Gq might

not be a smooth manifold. However, it is the case for closed surface groups by Proposition

2.1.24. We conclude from Theorem 2.2.15 and Lemma 2.2.1 that

Corollary 2.2.18. Let G be a reductive algebraic group. Let Γ “ πg,0 be a closed surface

group. The space of good representations Homgoodpπg,0, Gq is an analytic manifold of di-

mension p2g´1q dimG`dimZpGq. The InnpGq-action on Homgoodpπg,0, Gq is proper and

free, and the quotient

Homgoodpπg,0, Gq{ InnpGq

is an analytic manifold of dimension p2g ´ 2q dimG` 2 dimZpGq.

7In [JM87] and [Sik12] a good representation is defined to be a very regular reductive representation (see
Definition 2.2.21). If G is reductive, then their definition is equivalent to ours (see Lemma 2.2.23).
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Note that the dimension of the quotient in Corollary 2.2.18 is always even. This observation

will be relevant later in Section 2.4 when we discuss the symplectic nature of character

varieties.

The notion of irreducible representations can be generalized to the notion of reductive

representations.

Definition 2.2.19 (Linearly reductive groups). An algebraic group is called linearly re-

ductive if all its finite-dimensional representations are completely reducible.

Equivalently, over the fields of real or complex numbers, an algebraic group G is linearly

reductive if and only if the algebraic subgroup that consists of the identity component for

the Zariski topology is reductive [Mil17, Cor. 22.43].

Definition 2.2.20 (Completely reducible subgroups). A subgroup of an algebraic group

is called completely reducible if and only if its Zariski closure is linearly reductive.

Definition 2.2.21 (Reductive representations). Let G be an algebraic group. A repre-

sentation φ : Γ Ñ G is called reductive (or completely reducible) if φpΓq Ă G is completely

reducible. We denote by HomredpΓ, Gq the InnpGq-invariant subspace of reductive repre-

sentations.

In particular, a representation φ : Γ Ñ GLpn,Cq is reductive if and only if Cn is a completely

reducible Γ-module (i.e. a direct sum of irreducible Γ-modules).

Lemma 2.2.22. Let G be a reductive algebraic group. Irreducible representations φ : Γ Ñ

G are reductive:

HomirrpΓ, Gq Ă HomredpΓ, Gq.

Proof. The proof relies on the observation that irreducible subgroups of reductive algebraic

groups are completely reducible. This is proved in [Sik12, §3] using the notion of Levi

subgroups.

The converse of Lemma 2.2.22 is not true in general. However

Lemma 2.2.23. Let G be a reductive algebraic group. A reductive representation into G

is irreducible if and only if it is regular:

HomirrpΓ, Gq “ HomredpΓ, Gq XHomregpΓ, Gq.
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The reader is referred to [Sik12, Cor. 17] for a proof of Lemma 2.2.23. Reductive represen-

tations can be characterized as follows:

Proposition 2.2.24. Let G be a reductive algebraic group. A representation φ : Γ Ñ G is

reductive if and only if the the InnpGq-orbit Oφ of φ is closed in HompΓ, Gq.

A proof of Proposition 2.2.24 can be found in [Sik12, Thm. 30], based on an argument

of [JM87]. An immediate consequence of Proposition 2.2.24 is that the points of the

topological quotient HomredpΓ, Gq{ InnpGq are closed, i.e. it is a T1 space8.

Proposition 2.2.25 ([RS90]). Let G be a reductive algebraic group. The topological quo-

tient

HomredpΓ, Gq{ InnpGq

is Hausdorff.

The reader is referred to [RS90, §7.3] and references therein for a proof of Proposition

2.2.25. Some authors favour the notion of Zariski dense representations over irreducible

representations, see for instance [Lab13], [Mon16].

Definition 2.2.26 (Zariski dense representations). Let G be an algebraic Lie group. A

representation φ P HompΓ, Gq is called Zariski dense if φpΓq is a Zariski dense subgroup of

G. It is called almost Zariski dense if the Zariski closure of φpΓq contains G˝. The InnpGq-

invariant spaces of Zariski dense and almost Zariski dense representations are denoted

HomZdpΓ, Gq and HomaZdpΓ, Gq, respectively.

Recall that a subgroup H of an algebraic groups G is Zariski dense if and only if any

regular function that vanishes on H also vanishes on G.

Lemma 2.2.27. Let G be an algebraic Lie group. Almost Zariski dense representations

are irreducible:

HomaZdpΓ, Gq Ă HomirrpΓ, Gq.

Proof. Let φ : Γ Ñ G be almost Zariski dense. By definition, the Zariski closure of φpΓq

contains G˝. In particular, no proper parabolic subgroups of G˝ can contain the identity

component of the Zariski closure of φpΓq. Since parabolic subgroups are by definition

Zariski closed, no proper parabolic subgroup of G can contain φpΓq.

8See Section 2.3 for a reminder of some notions of separability.
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Example 2.2.28. Let α1, . . . , αn P p0, 2πq
n be angles such that α1 ` . . . ` αn “ 2kπ

for some integer k. Let Fn “ xa1, . . . , any denote the free group on n generators. We

consider the representation φ : Fn Ñ PSLp2,Rq defined by φpaiq “ rotαi (see (A.2)). The

representation φ is not Zariski dense because its image lies inside PSOp2,Rq which is Zariski

closed in PSLp2,Rq. However, φ is irreducible as one can check that φpΓq has no fixed point

in RP1 “ R2{Rˆ. Consider now the representation φ defined as the composition of φ with

the inclusion PSLp2,Rq Ă PSLp2,Cq. Observe that φ : Fn Ñ PSLp2,Cq is reducible since

it fixes r1 : is P CP1 “ C2{Cˆ, but it is still not Zariski dense because its image lies inside

PSOp2,Cq which is Zariski closed in PSLp2,Cq.

Lemma 2.2.29. Let G be an algebraic group such that ZpGq “ ZpG˝q. If φ P HomaZdpΓ, Gq,

then φ is very regular, i.e.

ZpGq “ Zpφq.

In particular, almost Zariski dense representations are good:

HomaZdpΓ, Gq Ă HomgoodpΓ, Gq.

Proof. The argument is taken from [Lab13, §5.3]. Denote by ZpZpφqq the centralizer of

Zpφq “ ZpφpΓqq in G. It is a Zariski closed subgroup of G that contains φpΓq. Hence, by

almost Zariski density of φpΓq, it holds G˝ Ă ZpZpφqq and thus Zpφq Ă ZpG˝q. Since we

assumed ZpG˝q “ ZpGq, we conclude that ZpGq “ Zpφq. It now follows from 2.2.27 that

almost Zarsiki dense representations are good.

It follows from Theorem 2.2.15 and Lemma 2.2.27 that, for a reductive algebraic group G

(hence connected) and Γ “ πg,0 a closed surface group, the InnpGq-action on the subspace of

Zariski dense representations is free and proper, compare [Lab13, Thm. 5.2.6] and [Mon16,

Lem. 2.10]. It is interesting to note that the resulting quotient, at least in the case when

ZpGq is finite, has the same dimension as the quotient from Corollary 2.2.18.

By way of conclusion, we provide the reader with a Venn diagram that illustrates the

different relations of inclusion between the various notions of representations introduced

in this section, see Figure 2.1.

2.2.3. Invariant functions

The real- or complex-valued functions of HompΓ, Gq that are invariant under the conjuga-

tion action of G are called invariant functions of the representation variety. We consider

the case where G is an algebraic group over C. The algebra of regular functions on the
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reductive

regular♥

irreducible♠,♥,♦

good♠,♥,♦ very regular♥

Zd♥,♦

♠ : Zariski open

♥ : locally free

♥ : free

♦ : proper

Figure 2.1.: We assume for simplicity that G is a reductive algebraic group (hence con-
nected). The two largest families of representations are the regular and the
reductive ones. Their intersection is the set of irreducible representations. A
representation that is irreducible and very regular is called good. Zariski dense
representations are good.

variety HompΓ, Gq, a.k.a. its coordinate ring, is denoted CrHompΓ, Gqs and the subalgebra

of invariant functions is denoted by

CrHompΓ, GqsG.

In this section, we will only consider the case of a linear algebraic group G Ă GLpm,Cq.
The main example of invariant functions are the so-called trace functions (recall that

Tr: GLpm,Cq Ñ C is a conjugacy invariant).

Definition 2.2.30 (Trace functions). Let γ P Γ. The function

Trγ : HompΓ, Gq Ñ C

φ ÞÑ Trpφpγqq.

is called the trace function of γ. We denote by T pΓ, Gq the subalgebra of CrHompΓ, GqsG

generated by trace functions.

In most cases, as for instance when G is one of the classical complex Lie groups, invariant

functions of the representation variety are generated by trace functions. In other words,
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T pΓ, Gq “ CrHompΓ, GqsG. This is a consequence of Procesi’s Theorem (see Theorem

2.2.32 below) on invariants of matrices.

Remark 2.2.31. Nagata’s Theorem implies that, if G is a reductive algebraic group, then

CrHompΓ, GqsG is finitely generated, see for instance [Dol03, Thm. 3.3].

Let K denote either the field of real or complex numbers. We denote by MmpKq the alge-

bra of mˆm matrices with coefficients in K. Let MmpKqn “MmpKq ˆ . . .ˆMmpKq and

KrMmpKqns be the algebra of polynomial functions in nmatrix variables ξk “ px
k
i,jqi,j“1,...,m.

The group GLpm,Kq acts diagonally on MmpKqn by conjugation. For any subgroup

G Ă GLpm,Kq, the subalgebra of KrMmpKqns that consists of G-invariant polynomials

is denoted KrMmpKqnsG.

Theorem 2.2.32 ([Pro76]). The following hold:

• If G P tGLpm,Kq,SLpm,Kqu, then KrMmpKqnsG is finitely generated by trace poly-

nomials TrpW q, where W is a reduced word in ξ1, . . . , ξn of length at most 2m ´ 1.

• If G P tOpm,Kq,SOpm,Kqu, then KrMmpKqnsG is finitely generated by trace polyno-

mials TrpW q, where W is a reduced word of length at most 2m ´ 1 in ξ1, . . . , ξn and

their orthogonal transposes9.

• If G “ Spp2m,Kq, then KrM2mpKqnsG is finitely generated by trace polynomials

TrpW q, where W is a reduced word of length at most 2m ´ 1 in ξ1, . . . , ξn and their

symplectic transposes10.

The reader is referred to [Pro76] for the proof of Theorem 2.2.32, see also [DCP17].

Back to the context of representation varieties: Assume that Γ admits a generating family

pγ1, . . . , γnq, then the embedding ı : HompΓ, Gq Ă Gn induces a surjective morphism

ı˚ : CrGns� CrHompΓ, Gqs. (2.2.1)

The morphism ı˚ maps invariant functions to invariant functions and thus restricts to a

morphism

pı˚qG : CrGnsG Ñ CrHompΓ, GqsG. (2.2.2)

9The orthogonal transpose of a matrix is the inverse of its transpose. The orthogonal group Opm,Kq
consists precisely of the matrices that are equal to their orthogonal transposes.

10The symplectic transpose of a matrix A PM2mpKq is the matrix JAtJ , where J “

ˆ

0 Im
´Im 0

˙

and Im

is the m ˆm identity matrix. The symplectic group Spp2m,Kq consists precisely of the matrices that
are equal to their symplectic transposes.
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If we further assume G to be reductive, then pı˚qG is surjective. This is a consequence

of the existence of Reynolds operators, see [Sik13, Rem. 25] or [Hos15, Cor. 4.23]. The

morphism pı˚qG maps trace functions to trace functions in the following sense.

Lemma 2.2.33. Let W be a reduced word in the matrices variables ξ1, . . . , ξn. It holds

that

pı˚qGpTrpW qq “ TrW pγ1,...,γnq .

Proof. The word W induces a word map W : Gn Ñ G. The trace function TrpW q : Gn Ñ C
sends pg1, . . . , gnq to TrpW pg1, . . . , gnqq. The image pı˚qGpTrpW qq is the invariant function

HompΓ, Gq Ñ C given by φ ÞÑ TrpW pφpγ1q, . . . , φpγnqqq. Because φ is a group homomor-

phism, it holds that TrpW pφpγ1q, . . . , φpγnqqq “ TrpφpW pγ1, . . . , γnqq, where we now think

of W as a function W : Γn Ñ Γ. We conclude that pı˚qGpTrpW qq “ TrW pγ1,...,γnq.

Lemma 2.2.34. Let G Ă GLpm,Cq be a reductive linear algebraic group. If the algebra

CrGnsG is generated by trace functions, then

CrHompΓ, GqsG “ T pΓ, Gq.

Proof. If G is reductive, then pı˚qG is surjective and so pı˚qGpCrGnsGq “ CrHompΓ, GqsG.

Moreover, pı˚qG maps trace functions to trace functions, thus, if CrGnsG is generated by

trace functions, then it holds pı˚qGpCrGnsGq “ T pΓ, Gq.

Lemma 2.2.35. Let G be one of the reductive groups GLpm,Cq or SLpm,Cq with m ě 2,

Opm,Cq˝ or SOpm,Cq with m ě 3, or Spp2m,Cq. Then CrGnsG is generated by trace

functions.

Proof. The inclusion G ĂMmpCq induces a surjective morphism CrMmpCqnsG � CrGnsG.

Theorem 2.2.32 says that CrMmpCqnsG is generated by trace of words of matrices and their

transposes. In particular, a similar argument as in the proof of Lemma 2.2.34 implies that

CrGnsG is generated by traces of words. We used here that the inverse transpose and the

symplectic transpose of any matrix in Opm,Cq and Spp2m,Cq, respectively, is the matrix

itself.

We conclude
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Corollary 2.2.36. Let G be one of the reductive groups GLpm,Cq or SLpm,Cq with m ě 2,

Opm,Cq˝ or SOpm,Cq with m ě 3, or Spp2m,Cq. Then

CrHompΓ, GqsG “ T pΓ, Gq.

Example 2.2.37. Let G “ SLp2,Cq. Corollary 2.2.36 says that the algebra of invariant

functions CrHompΓ, SLp2,CqqsSLp2,Cq is generated by Trγ for γ P Γ. The trace formula

TrpAqTrpBq “ TrpABq ` TrpAB´1q for 2ˆ 2 matrices gives the relation

Trγ1 Trγ2 “ Trγ1γ2 `Trγ1γ
´1
2
.

It is folklore knowledge (see [MS21, §1]) that the trace formula, together with the relation

Tr1 “ 2, is a complete set of relations. In other words, there is an isomorphism of C-

algebras

CrHompΓ,SLp2,CqqsSLp2,Cq – CrXγ : γ P Γs
N

´

X1 ´ 2, Xγ1Xγ2 ´Xγ1γ2 ´Xγ1γ
´1
2

¯

.

2.2.4. Characters

A character is the analogue of a trace function where a representation is now fixed and

γ P Γ is the variable. We assume again that G Ă GLpm,Cq is a linear algebraic group.

Definition 2.2.38 (Characters). The character of a representation φ P HompΓ, Gq is the

function

χφ : Γ Ñ C

γ ÞÑ Trpφpγqq.

In other words, χφpγq “ Trγpφq. We denote by χpΓ, Gq Ă CΓ the set of all characters

of representations in HompΓ, Gq equipped with the subspace topology inherited from the

compact-open topology on CΓ.

Note that χpΓ, Gq Ă CΓ is automatically a Hausdorff space because CΓ is a Hausdorff

space.

Theorem 2.2.39 ([CS83]). The space χpΓ, Gq Ă CΓ is a closed algebraic variety for

G “ SLp2,Cq.
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We refer the reader to [CS83, Cor. 1.4.5] for a proof of Theorem 2.2.39. The natural

projection

HompΓ, Gq Ñ χpΓ, Gq

factors through the quotient HompΓ, Gq{ InnpGq. A character does not necessarily deter-

mine a unique conjugacy class of representations. For instance, the two representations of

Example 2.2.6 are not conjugate but determine the same character. However, the following

is true.

Proposition 2.2.40. Let G Ă GLpm,Cq be a linear algebraic group. Conjugacy classes of

irreducible representations are determined by their characters.

Culler–Shalen provide a proof of Proposition 2.2.40 in [CS83, Prop. 1.5.2] for the case

G “ SLp2,Cq and claim that the result still holds when SLp2,Cq is replaced by GLpm,Cq.
The analogous result for almost Zariski dense representations can be found in [Lab13, Cor.

5.3.7].

2.3. Character varieties

The previous sections highlighted the relevance of the quotient space HompΓ, Gq{ InnpGq.

However, it was also explained that there is no reason to expect that this quotient has

any nice structure, since the action of G by conjugation on the representation variety is

non-free and non-proper in general. The goal of this section is to construct an alternative

space, with a nicer structure than the topological quotient HompΓ, Gq{ InnpGq and with a

projection from HompΓ, Gq that factors through HompΓ, Gq{ InnpGq. The specification is to

construct the largest possible space, while ensuring some regularity such as being Hausdorff

or being a variety or manifold. The resulting space will be called a character variety of

the finitely generated group Γ and the Lie group G. Several constructions explained below

lead to richer structures but require more assumptions on the Lie group G.

We start by recalling the definitions of two separability properties. A topological space X

is said to be

• T1 if for any pair of distinct points in X, each point lies in an open set that does not

contain the other, or, equivalently, X is T1 if the points of X are closed,

• T2 or Hausdorff if for any pair of distinct points in X, there are two disjoint open

sets such that each contains one of the two points.
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Note that the quotient HompF2,PSLp2,Rqq{ InnpPSLp2,Rqq of Example 2.2.6 is not only

non-Hausdorff, but is also not T1. Indeed, the closure of the orbit of φ1 always contains

the orbit of φ2.

2.3.1. Hausdorff quotient

The first approach consists in considering the Hausdorffization the topological quotient.

The Hausdorffization of a topological space X is basically the largest Hausdorff quotient

of X.

Definition 2.3.1 (Hausdorffization). Consider the equivalence relation on X given by

x „ y if and only if x « y for all equivalence relations « on X such that X{« is Hausdorff

(such a relation « always exists, as one can identify all the points of X). The quotient

HauspXq :“ X{„

is the Hausdorffization of X.

Lemma 2.3.2. The space HauspXq is a Hausdorff topological space. Moreover, the space

HauspXq has the following universal property: If Y is a Hausdorff topological space, then

any continuous surjective map X Ñ Y factors uniquely through the projection X Ñ

HauspXq.

Proof. First we prove that HauspXq is a Hausdorff space. Let x, y P X be two points with

x  y. By definition, there exists an equivalence relation « on X with Hausdorff quotient

such that x ff y. Since the projections of x and y in X{ « are separable and the map

X{„Ñ X{« is continuous, the projections of x and y are also separable in X{„.

Let now Y be a Hausdorff space and f : X Ñ Y be a continuous surjection. Define an

equivalence relation on X by x « y if and only if fpxq “ fpyq. The quotient X{ «

is homeomorphic to the Hausdorff space Y . This implies the existence of a continuous

surjective map HauspXq Ñ Y such that f is the composition X Ñ HauspXq Ñ Y . The

factoring map is uniquely determined by f .

Corollary 2.3.3. If x and y are two points of X such that {x}X {y} ‰ H, then x „ y.

Proof. Since HauspXq is Hausdorff, its points are closed. In particular, the conjugacy

classes for the relation „ are closed subsets of X. If we assume that x  y, then the
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conjugacy classes of x and y are disjoint closed subsets of X. This implies that the closures

of txu and tyu are disjoint.

Definition 2.3.4 (Hausdorff character variety). The Hausdorff character variety of a

finitely generated group Γ and a Lie group G is the Hausdorffization of the topological

quotient HompΓ, Gq{ InnpGq and is denoted

RepT2pΓ, Gq :“ Haus
´

HompΓ, Gq
M

InnpGq

¯

.

The construction of character varieties by Hausdorff quotients has the advantage to work

in a broad sense (it could even be defined for topological groups G). It is the approach

favoured in [Mon16], for instance.

2.3.2. T1 quotient

An alternative to the Hausdorff quotient is the T1 quotient used in [RS90, §7]. Let G be a

topological group acting on a space X. For any x P X, we denote the G-orbit of x by Ox.

We make the following crucial assumption:

@x P X, Ox Ă X contains a unique closed G-orbit. (2.3.1)

Let X {{G denote the set of closed orbits for the action of G on X and define

π : X Ñ X {{G

to be the map that sends x to the unique closed orbit contained in Ox. A topology on

X {{G is defined by declaring π to be a quotient map, i.e Z Ă X {{G is closed if and only

if π´1pZq Ă X is closed. Define a relation on X by

x « y ô Ox XOy ‰ H.

Lemma 2.3.5. Under the assumption (2.3.1), the relation « is an equivalence relation

and X {{G is homeomorphic to the quotient X{«.

Proof. The relation « is obviously symmetric and reflexive. We prove that it is also

transitive. Assume that x « y and y « z. In particular, Ox X Oy is nonempty and thus

contains an element w. Since Ox XOy is closed and G-invariant, it holds Ow Ă Ox XOy.

We conclude that Ox X Oy contains a unique closed orbit which is the one contained in

Ow. Similarly, Oy XOz contains a unique closed orbit. By uniqueness of the closed orbit
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contained in Oy, the two must coincide. Hence, OxXOyXOz contains Ow and is therefore

nonempty. This shows that x « z.

To see that X {{G – X{«, observe that, by the above argument, πpxq “ πpyq if and only

if x « y. Both are quotients of X and therefore homeomorphic.

Lemma 2.3.6. The space X {{G has the following universal property: For every T1 space

Y , any continuous map X Ñ Y that is constant on G-orbits factors uniquely through

π : X Ñ X {{G.

Proof. Let Y be T1 with a continuous map f : X Ñ Y that is constant on G-orbits. Let

x P X. We want to prove that f is constant on Ox. Let y “ fpxq. Since Y is T1, the

singleton tyu Ă Y is closed and so is f´1pyq. Therefore, Ox Ă f´1pyq and f is constant on

Ox. This shows that f : X Ñ Y factors through X {{G. The factoring map f : X {{GÑ Y

is continuous and uniquely determined by f .

In the case that X {{G is a T1 space says that X {{G is the largest T1 quotient of X. There

is a relation between X {{ G and the Hausdorffization of the topological quotient X{G.

Namely

Lemma 2.3.7. There is a natural surjective continuous map

X X{G

X {{G HauspX{Gq

π

D

Proof. Let x and y be two points of X. Lemma 2.3.5 says that if πpxq “ πpyq, then

Ox XOy ‰ H. This means the closures of Ox and Oy, seen as singletons in X{G, have a

nonempty intersection. By Corollary 2.3.3, we conclude that x and y project to the same

point in HauspX{Gq.

Corollary 2.3.8. If X {{G is Hausdorff, then it is homeomorphic to the Hausdorffization

of X{G.

Definition 2.3.9 (T1 character variety). If the conjugation action of G on the represen-

tation variety HompΓ, Gq satisfies property (2.3.1), we define the T1 character variety of Γ

and G to be

RepT1pΓ, Gq :“ HompΓ, Gq {{ InnpGq.
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2.3. Character varieties

Note that the T1 character variety of Γ and G might not be a T1 space, but always lies over

any T1 quotient of HompΓ, Gq by Lemma 2.3.6. In particular, by Lemma 2.3.7, there is a

surjection

RepT1pΓ, Gq� RepT2pΓ, Gq

which is a homeomorphism when RepT1pΓ, Gq is Hausdorff.

2.3.3. GIT quotient

In this section, we sketch a construction of character variety in the case that G is a complex

reductive algebraic group. It is based on geometric invariant theory (GIT). The reader may

consult [Sik12], [Dre04, §2] or [Lou15, §B.5] for more details.

If G is a complex algebraic group then the representation variety HompΓ, Gq is an algebraic

variety by Lemma 2.1.8. Recall that the algebra of regular functions of HompΓ, Gq is de-

noted CrHompΓ, Gqs and the subalgebra ofG-invariant functions is denoted CrHompΓ, GqsG.

Nagata’s theorem implies that CrHompΓ, GqsG is finitely generated, see Remark 2.2.31. In

particular, there is an algebraic variety denoted SpecpCrHompΓ, GqsGq whose algebra of

polynomial functions is CrHompΓ, GqsG. This variety is also known as the GIT quotient of

HompΓ, Gq.

Definition 2.3.10 (GIT character variety). The GIT character variety of a finitely gen-

erated group Γ and a complex reductive algebraic group G is defined to be

RepGITpΓ, Gq :“ SpecpCrHompΓ, GqsGq.

The GIT character variety has by definition the structure of an algebraic variety and is,

in particular, a Hausdorff topological space with the standard topology. The inclusion

CrHompΓ, GqsG Ă CrHompΓ, Gqs induces a surjective morphism of algebraic varieties

p : HompΓ, Gq� SpecpCrHompΓ, GqsGq.

We recall here some general properties of GIT quotients and refer the reader to [Dre04, §2]

and [Lou15, §B.5], and references therein for proofs.

Lemma 2.3.11. The GIT quotient SpecpCrHompΓ, GqsGq has the following universal prop-

erty: for every algebraic variety Y , any morphism HompΓ, Gq Ñ Y that is constant on

G-orbits factors uniquely through p : HompΓ, Gq Ñ SpecpCrHompΓ, GqsGq.

Lemma 2.3.12. The GIT quotient SpecpCrHompΓ, GqsGq satisfies the following properties:
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2. A note on character varieties

1. For two representations φ1, φ2 P HompΓ, Gq, it holds that

ppφ1q “ ppφ2q ô Oφ1 XOφ2 ‰ H.

2. Any fibre of p contains a unique closed orbit (compare (2.3.1)).

Lemma 2.3.12, combined with Lemma 2.3.5, implies that the underlying topological struc-

ture of the GIT character variety of Γ and G coincides with the T1 character variety. Since

the GIT character variety is a Hausdorff space, it further coincides with the Hausdorff

character variety by Corollary 2.3.8:

RepGITpΓ, Gq – RepT1pΓ, Gq – RepT2pΓ, Gq.

2.3.4. Analytic quotient

If one is interested in constructing a character variety that is an analytic manifold, one

can restrict to good representations defined in Definition 2.2.16. If HomgoodpΓ, Gq is

a nonempty analytic manifold (recall from Corollary 2.2.18 that it is the case if Γ “

πg,0 is a closed surface group and G is a reductive algebraic group), then the quotient

HomgoodpΓ, Gq{ InnpGq is an analytic manifold.

Definition 2.3.13 (Analytic character variety). The analytic character variety of a closed

surface group Γ “ πg,0 and a reductive algebraic group G is defined to be

Rep8pπg,0, Gq :“ Homgoodpπg,0, Gq{G.

The topology of an analytic character variety is a Hausdorff. Hence, by Lemma 2.3.2,

there is a projection from the Hausdorff character variety (which does not need to be a

homeomorphism)

RepT2pπg,0, Gq� Rep8pπg,0, Gq.

2.3.5. Variant of the GIT and analytic quotients

The GIT character variety can be described more concretely as follows.

Definition 2.3.14 (Stability of representations). Let G be an algebraic group. A repre-

sentation φ : Γ Ñ G is
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• polystable if Oφ is closed.

• stable if φ is polystable and regular.

The InnpGq-invariant subspace of polystable representations is denoted HompspΓ, Gq and

the subspace of stable representations is denoted HomspΓ, Gq.

These notions are redundant if G is a reductive complex algebraic group because of the

following.

Proposition 2.3.15. Let G be a reductive complex algebraic group. Let φ P HompΓ, Gq be

a representation. Then

1. φ is reductive if and only if φ is polystable,

2. φ is irreducible if and only if φ is stable.

The first assertion of Proposition 2.3.15 was already stated in Proposition 2.2.24. The

second assertion is a consequence of Lemma 2.2.23.

Theorem 2.3.16. Let G be a reductive complex algebraic group. The topological quotient

HompspΓ, Gq{ InnpGq “ HomredpΓ, Gq{ InnpGq

is homeomorphic to RepGITpΓ, Gq. It contains, as an open subset, the topological quotient

HomspΓ, Gq{ InnpGq “ HomirrpΓ, Gq{ InnpGq

which is an orbifold whenever ZpGq is finite.

Proof. Polystable representations have a closed orbit under the InnpGq-action by definition.

So, the first statement of Lemma 2.3.12 implies that the projection p : HompΓ, Gq Ñ

SpecpCrHompΓ, GqsGq factors through an injective map

HompspΓ, Gq{ InnpGq Ñ RepGITpΓ, Gq.

We can use the second statement of Lemma 2.3.12 to see that this map is also surjective.

Recall now from Proposition 2.2.14 that HomirrpΓ, Gq “ HomspΓ, Gq is open in HompΓ, Gq.

To prove the orbifold statement, we use that an algebraic variety over the real or the

complex numbers has a finite number of connected components in the usual topology, see

e.g. [DK81, Thm. 4.1]. So, if ZpGq is finite, then a polystable representation φ : Γ Ñ G is
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2. A note on character varieties

stable if and only if Zpφq is finite. Equivalently, φ is stable if and only if it has a finite

stabilizer for the InnpGq-action. This shows that the quotient is an orbifold since the

InnpGq-action on HomspΓ, Gq is proper by Theorem 2.2.15.

Theorem 2.3.16 says that there is a natural structure of algebraic variety on the quotient

of the space of reductive representations by the InnpGq-action, given that G is a reduc-

tive complex algebraic group. In the case that G is a real algebraic group, we have the

following

Theorem 2.3.17 ([RS90]). Let G be a real algebraic group. The quotient

HomredpΓ, Gq{ InnpGq

is a real semialgebraic11 variety.

Theorem 2.3.17 is proved in [RS90, Thm. 7.6].

2.4. Symplectic structure of character varieties

Throughout this section we assume that G is a quadrable Lie group. We also fix a non-

degenerate, symmetric, Ad-invariant bilinear form B : g ˆ g Ñ R. Goldman described

in [Gol84] a natural symplectic structure on the character variety of representations of a

closed surface group into a quadrable group. We remind the reader of the construction.

Assume for now that Γ is any finitely generated group. We explained in Corollary 2.1.19

that the Zariski tangent space to HompΓ, Gq at a representation φ can be identified with

Z1pΓ, gφq Ă gΓ. To define a 2-form on the representation variety HompΓ, Gq we use the cup

product in group cohomology (B.11). Combined with the pairing B, this gives a map

ω : Z1pΓ, gφq ˆ Z
1pΓ, gφq

!
ÝÑ Z2pΓ, gφ b gφq

B˚
ÝÑ Z2pΓ,Rq. (2.4.1)

The map ω is bilinear and anti-symmetric because the cup product is anti-symmetric in

degree 1 (Lemma B.11) and B is symmetric.

Theorem 2.4.1 ([Kar92]). Let ϕ : Z2pΓ,Rq Ñ R be any continuous linear function that

vanishes on B2pΓ,Rq. Then, ϕ ˝ ω is a closed 2-form on HompΓ, Gq.

11A semialgebraic variety is defined to be a set of points satisfying polynomial equalities and inequalities.
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2.4. Symplectic structure of character varieties

The main conclusion of Theorem 2.4.1 is the statement that the form ϕ ˝ ω is closed.

Karshon gives an elementary proof of the closeness via direct computations in group coho-

mology.

The cup product of coboundaries in B1pΓ, gφq is itself a coboundary inside B2pΓ, gφb gφq.

This shows that the 2-form ϕ ˝ ω is degenerate. Recall from Proposition 2.1.20 that

the tangent space at φ to the G-orbit Oφ Ă HompΓ, Gq can be identified with the 1-

coboundaries B1pΓ, gφq Ă gΓ. So, ϕ ˝ ω is degenerate at least along the tangent directions

to the G-orbit of φ. In general, the kernel of ϕ˝ω might contain more degenerate directions

than those which arise from Oφ.

Definition 2.4.2 (Goldman symplectic form). In the case that the G-orbits are the only

directions of degeneracy of ϕ ˝ ω, we denote by ωG the induced nondegenrate closed form

on cohomology:

pωGqφ : H1pΓ, gφq ˆH
1pΓ, gφq Ñ R.

We say that ωG is the the Goldman symplectic form on HompΓ, Gq{ InnpGq.

The index G refers to Goldman. We are abusing the terminology “symplectic form” here.

The topological quotient HompΓ, Gq{ InnpGq does not need to be a variety in general and it

is abusive to say that the “Zariski tangent space” at rφs P HompΓ, Gq{ InnpGq is the quotient

space H1pΓ, gφq “ Z1pΓ, gφq{B
1pΓ, gφq. What ωG really is, is a 2-form on HompΓ, Gq that

is degenerate precisely along the orbits of the InnpGq-action.

2.4.1. Closed surface groups

Let Γ “ πg,0 be a closed surface group. Let rπg,0s be a generator of H2pπg,0,Zq – Z (where

Z is the trivial πg,0-module). In other words, rπg,0s corresponds to an orientation of the

surface Σg,0 under the isomorphism H2pπg,0,Zq – H2pΣg,0,Zq of Theorem B.8. Integration

against rπg,0s gives an isomorphism

rπg,0s " : H2pπg,0,Rq Ñ R.

Let ϕ : Z2pπg,0,Rq Ñ R be given by the composition of the quotient map Z2pπg,0,Rq Ñ
H2pπg,0,Rq and the integration against rπg,0s. Clearly, ϕ vanishes on B2pπg,0,Rq.

Lemma 2.4.3. Let Γ “ πg,0 be a closed surface group. The composition of ϕ : Z2pπg,0,Rq Ñ
R with the form ω of (2.4.1) defines a 2-form on Hompπg,0, Gq whose kernel is B1pπg,0,Rq.
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2. A note on character varieties

Proof. The proof relies on Poincaré duality in group cohomology for the group πg,0. It

implies that the cup product

H1pπg,0,Rq ˆH1pπg,0,Rq
!
ÝÑ H2pπg,0,Rq

is a nondegenerate pairing. This means that the form ϕ ˝ ω is degenerate on B1pπg,0,Rq
only.

The induced nondegenerate closed form pωGqφ : H1pπg,0, gφq ˆ H1pπg,0, gφq Ñ R is the

celebrated Goldman symplectic form for character varieties of closed surface groups rep-

resentations. The original argument of Goldman in [Gol84] to prove that the ωG is closed

is inspired by the treatment of the case when G is compact in [AB83]. The proof involves

an infinite dimensional symplectic reduction from the affine space of connections on some

vector bundle, see [Gol84] and [Lab13, §6] for more details.

Remark 2.4.4. The Goldman symplectic form depends on the pairing B on the Lie algebra

of G. Different choices of pairing for the same Lie group G may lead to different symplec-

tic structures. Abusing once again of the term “symplectic manifold”, one can say that

Goldman’s construction is a functor form the product category of the category of closed

connected oriented surfaces Σg,0 with the category of quadrable Lie groups G with a choice

of a form pairing B to the category of “symplectic manifold”

`

Σg,0, pG,Bq
˘

ù
`

Hompπ1pΣg,0q, Gq{ InnpGq, ωG
˘

.

We point out that the quotients Hompπ1pΣg,0q, Gq{ InnpGq obtained for different choices

of basepoints in Σg,0 are naturally isomorphic (the isomorphism does not depend on the

choice of path connecting different basepoints).

2.4.2. General surface groups

Let Γ “ πg,n be a surface group. We will assume in this section that n ą 0. As mentioned

earlier, in that case πg,n is a free group and the representation variety Hompπg,n, Gq is

isomorphic to the product G2g`n´1. It can be written as the disjoint union of so-called

relative representation varieties.

Definition 2.4.5 (Relative representation variety). Let C “ pC1, . . . , Cnq be an ordered

collection of n conjugacy classes in G. The relative representation variety associated to

pπg,n, G, Cq is the subspace of Hompπg,n, Gq given by

HomCpπg,n, Gq :“ tφ P Hompπg,n, Gq : φpciq P Ci, @i “ 1, . . . , nu ,
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2.4. Symplectic structure of character varieties

where c1, . . . , cn refer to the generators of πg,n in the presentation (2.1.3).

If G{G denotes the set of conjugacy classes in G, then

Hompπg,n, Gq “
ğ

CPpG{Gqn
HomCpπg,n, Gq.

Relative character varieties are really associated to the particular presentation of πg,n that

we fixed in (2.1.3). The conjugation action ofG on Hompπg,n, Gq restricts to HomCpπg,n, Gq.

Lemma 2.4.6. Let G be a Lie group equipped with an analytic atlas. The relative represen-

tation variety HomCpπg,n, Gq is naturally an analytic subvariety of G2g`n. If G is a complex

algebraic group, then HomCpπg,n, Gq is an algebraic subvariety of Hompπg,n, Gq. If G is a

real algebraic group, then HomCpπg,n, Gq is a semialgebraic subvariety of Hompπg,n, Gq.

Proof. The proof is analogous to the proof of Lemma 2.1.7. A conjugacy class C P G{G is

a smooth submanifold of G isomorphic to G{Zpcq, where c is any element of C (recall that

Zpcq is a closed subgroup of G). It has a unique structure of real analytic manifold that

makes the projection mapGÑ G{Zpcq an analytic submersion. The relative representation

variety HomCpπg,n, Gq is naturally identified with the subspace of G2g ˆ C1 ˆ . . . ˆ Cn

cut out by the single relation of the surface group πg,n (see (2.1.3)). This shows that

HomCpπg,n, Gq is an analytic subvariety of G2g`n. Observe now that, if G is a complex

algebraic group, then conjugacy classes in G are algebraic subvarieties of G. This can be

seen as a consequence of Chevalley’s Theorem. Moreover, if G is a real algebraic group,

then conjugacy classes in G are semialgebraic subvarieties of G12. This, in turn, is a

consequence of Tarski–Seidenberg Theorem.

We would like to determine the Zariski tangent space to relative character varieties. We

follow the approach of [GHJW97, §4]. Let φ P HomCpπg,n, Gq. The Zariski tangent space to

HomCpπg,n, Gq at φ is the space of all tangent vectors in Z1pπg,n, gφq tangent to a smooth

deformation φt of φ inside Hompπg,n, Gq that satisfies φtpciq P Ci up to first order. Observe

that the condition φtpciq P Ci is equivalent to the existence of a smooth 1-parameter family

giptq P G, with gip0q “ 1, and

φtpciq “ giptqφpciqgiptq
´1. (2.4.2)

12An example of conjugacy classes that are a semialgebraic subvarieties, but not algebraic subvarieties, are
parabolic conjugacy classes inside SLp2,Rq.
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Lemma 2.4.7. A vector v P Z1pπg,n, gφq tangent to φt at t “ 0 satisfies (2.4.2) up to first

order if and only if

vpciq “ 9gi ´Adpφpciqq 9gi,

where 9gi P g is the tangent vector to giptq at t “ 0.

Proof. We use d
dt

ˇ

ˇ

t“0
φtpciqφpciq

´1 “ vpciq and derive the relation (2.4.2).

Corollary 2.4.8 ([GHJW97]). The Zariski tangent space to HomCpΓ, Gq at φ is

Tφ HomCpΓ, Gq “
 

v P Z1pπg,n, gφq : @i “ 1, . . . , n, Dξi P g, vpciq “ ξi ´Adpφpciqqξi
(

.

The cocycles v P Z1pπg,n, gφq that satisfy the property stated in the conclusion of Corollary

2.4.8 are called parabolic 1-cocycles, see Appendix B.8. The subspace of parabolic cocycles

is denoted

Z1
parpπg,n, gφq Ă Z1pπg,n, gφq.

The tangent space to the G-orbit Oφ of φ P HomCpΓ, Gq still identifies with B1pπg,n, gφq.

The quotient of parabolic 1-cocycles by 1-coboundaries is the first parabolic group coho-

mology group of πg,n with coefficients in the πg,n-module gφ:

H1
parpπg,n, gφq “ Z1

parpπg,n, gφq{B
1pπg,n, gφq.

Proposition 2.4.9. Let G be a quadrable Lie group. The dimension of the Zariski tangent

space to HomCpπg,n, Gq at φ is

p2g ´ 1qdimG`
n
ÿ

i“1

dimCi ` dimZpφq.

In particular, the smooth points of HomCpπg,n, Gq are the representations φ such that

dimZpGq “ dimZpφq.

Proof. We proceed as in the alternative proof of Proposition 2.1.24. Let Ai “ φpaiq,

Bi “ φpbiq and Ri “ φpciq, where ai, bi, ci refer to the presentation (2.1.3). Consider the
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map µ : g2g`n Ñ g obtained by differentiating the unique surface group relation:

µpα1, . . . , αg, β1, . . . , βg, γ1, . . . , γnq “

g
ÿ

i“1

˜

ź

jăi

Ad
`

rAj , Bjs
˘

¸

pαi ´AdpAiBiA
´1
i qαiq

´

g
ÿ

i“1

˜

ź

jďi

Ad
`

rAj , Bjs
˘

¸

pβi ´AdpBiAiB
´1
i qβiq

`

g
ź

k“1

Ad
`

rAk, Bks
˘

n
ÿ

i“1

˜

i´1
ź

j“1

Ad
`

Rj
˘

¸

pγi ´AdpRiqγiq.

Let V be the orthogonal complement of the image of µ with respect to the pairing B.

Similarly as in the alternative proof of Proposition 2.1.24, we conclude that V “ Zpφq.

The Rank-Nullity Theorem gives

dimTφ HomCpΓ, Gq “ dim Kerpµq “ p2g ´ 1q dimG`
n
ÿ

i“1

dimCi ` dimZpφq.

Remark 2.4.10. We make a little digression on the dimension of conjugacy orbits inside

Lie groups. Recall that any conjugacy class C P G{G is a smooth submanifold of G

diffeomorphic to the quotient G{Zpgq. If G is quadrable, the pairing B on g can be used

to identify coadjoint orbits in g˚ to adjoint orbits in g. Coadjoint orbits are naturally

symplectic, see e.g. [CdS01, Homework 17]. The exponential map maps the adjoint orbit

of ξ P g to the conjugacy orbit of exppξq in G. Recall however that the Lie theoretic

exponential map needs not be a local diffeomorphism at ξ. If it were, it would imply that

the conjugacy orbit of exppξq in G has even dimension. M. Riestenberg pointed out to the

author a class of examples of Lie groups that contain conjugacy classes of odd dimension.

They consist of the group of all isometries of an odd-dimensional symmetric space X. In

that case, the conjugacy class of the orientation-reversing isometry sp that reflects through

a point p is the set of all the orientation-reversing isometries sq for q P X and is therefore

isomorphic to X.

Question 2.4.11. When does a conjugacy orbit in a quadrable Lie group G have even

dimension? Is it necessarily the case if it lies in the image of the exponential map?

We close the digression and go back to relative representation varieties. We would like

to obtain an analogue of the Goldman symplectic form for general surface groups. We

denote by Biπg,n the subgroup of πg,n generated by ci. We write Bπg,n for the collection

of subgroups tBiπg,nu. Observe that the cup product in group cohomology restricts to the
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product (B.15) in parabolic group cohomology. It gives an anti-symmetric bilinear form

ω : Z1
parpπg,n, gφq ˆ Z

1
parpπg,n, gφq

!
ÝÑ Z2pπg,n, Bπg,n, gφ b gφq

B˚
ÝÑ Z2pπg,n, Bπg,n,Rq.

Let rπg,ns be a generator of H2pπg,n, Bπg,n,Zq – Z, that corresponds to a choice of ori-

entation for the surface Σg,n. Integrating against the fundamental class rπg,ns gives an

isomorphism H2pπg,n, Bπg,n,Rq
–
ÝÑ R. Let ϕ : Z2pπg,n, Bπg,n,Rq Ñ R be the composition

of the quotient map Z2pπg,n, Bπg,n,Rq Ñ H2pπg,n, Bπg,n,Rq with the integration against

rπg,ns. Similarly as in the closed case, it was proven in [GHJW97, §3] that the 2-form ϕ˝ω

is degenerate precisely on B1pπg,n, gφq and is furthermore closed [GHJW97, Thm. 7.1] (see

also [Law09]). We obtain

Theorem 2.4.12 ([GHJW97]). Let Γ “ πg,n be a surface group. The composition of

ω : Z1
parpπg,n, gφq ˆ Z

1
parpπg,n, gφq Ñ Z2pπg,n, Bπg,n,Rq

with ϕ : Z2pπg,n, Bπg,n,Rq Ñ R gives a nondegenerate closed 2-form

pωGqφ : H1
parpπg,n, gφq ˆH

1
parpπg,n, gφq Ñ R

Definition 2.4.13 (Relative character varieties). The Hausdorffization of the topological

quotient

HomCpπg,n, Gq{ InnpGq

is called the relative character variety associated to pπg,n, G, Cq. The nondegenerate closed

2-form ωG is the the Goldman symplectic form on HomCpπg,n, Gq{ InnpGq.

Depending on the properties of the group G, the definition of relative character variety can

be refined in order to get a better control of its structure similarly as in Section 2.3.

Remark 2.4.14 (Poisson structure). The representation variety Hompπg,n, Gq is the disjoint

union of all the relative representation varieties HomCpπg,n, Gq over all possible choices for

C P pG{Gqn. The quotient of each relative representation variety by the InnpGq-action has

a symplectic structure in the sense of Theorem 2.4.12. It turns out that these quotients are

the symplectic leaves of a Poisson structure on the quotient of the representation variety

by the InnpGq-action. The reader is referred to [BJ21] for a precise statement, a proof, and

references to prior proofs.

Definition 2.4.15 (Goldman symplectic measure). Both in the case of character varieties

for closed surfaces and in the case of relative character varieties for punctured surfaces,
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the measure obtained from the Goldman symplectic form is denoted νG and called the

Goldman symplectic measure.

The Goldman symplectic measure is a strictly positive Borel measure. It means that open

sets are measurable and always have positive measure if they are nonempty.

Case of a punctured sphere

In the case that Γ “ π0,n is the fundamental group of a punctured sphere, then one can

obtain fairly explicit formulae for the Goldman symplectic form on HomCpπ0,n, Gq. We

abbreviate πn :“ π0,n in this section. We first need to compute a fundamental class rπns

explicitly. All computations are lead in the bar complex for group cohomology introduced

in Appendix B.2.

Lemma 2.4.16. Let e P Zrπn ˆ πns be given by

e :“ pc1, c2q ` pc1c2, c3q ` . . .` pc1c2 ¨ . . . ¨ cn´1, cnq ` p1, 1q. (2.4.3)

Then pe, c1, . . . , cnq P Z
2pπn, Bπn,Zq, i.e. the 2-chain pe, c1, . . . , cnq is closed. Moreover,

rpe, c1, . . . , cnqs is a generator of H2pπn, Bπn,Zq.

Proof. Let ıi : Biπn ãÑ πn denote the inclusion of the subgroup Biπn (generated by ci) into

πn. The long exact sequence (B.9) in group homology for the pair pπn, Bπnq contains

. . .Ñ H2pπn,Zq ÝÑ H2pπn, Bπn,Zq
δ
ÝÑ H1pBπn,Zq

‘ıi
ÝÑ H1pπn,Zq Ñ . . . .

Since H2pπn,Zq “ 0, the connecting morphism δ is an isomorphism onto its image. Hence

H2pπn, Bπn,Zq – Kerp‘ıiq. Recall that H2pπn, Bπn,Zq – Z, and so Kerp‘ıiq – Z. The

strategy to find a fundamental class is to first find an isomorphism ψ : Kerp‘ıiq Ñ Z, then

compute ψ´1p1q P H1pBπn,Zq and finally compute its preimage under δ.

Recall that the bar chain complex that computes the homology of the group πn with

coefficients in the trivial πn-module Z is defined by Ckpπn,Zq “ Z bZ Zrπkns – Zrπkns,
where πkn “ πn ˆ . . .ˆ πn. The differentials in degrees 1 and 2 are

C2pπnZq C1pπn,Zq C0pπn,Zq

g 0

pg, hq g ` h´ gh.

B B
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In particular, the first homology group is

H1pπn,Zq “ Zrπns{pg ` h´ ghq, (2.4.4)

Since cn “
śn´1
i“1 c

´1
i by construction, it holds that cn “

řn´1
i“1 ´ci and cki “ k ¨ ci inside

Zrπns{pg` h´ ghq. This gives an isomorphism Zrπns{pg` h´ ghq – Z ¨ c1‘ . . .‘Z ¨ cn´1.

For the same reason,

H1pBiπn,Zq “ ZrBiπns{pg ` h´ ghq – Z ¨ ci.

We are interested in the morphism ϕ : Zn Ñ Zn´1 induced by ‘ıi in the following diagram

H1pBπn,Zq Z ¨ c1 ‘ . . .‘ Z ¨ cn Zn

H1pπn,Zq Z ¨ c1 ‘ . . .‘ Z ¨ cn´1 Zn´1

‘ıi

– –

ϕ

– –

The previous identifications implies that ϕ is the morphism

ϕpm1, . . . ,mnq “ pm1 ´mn, . . . ,mn´1 ´mnq.

Therefore, the kernel of ϕ consists of vectors having identical entries and thus Kerp‘ıiq is

generated by rpc1, . . . , cnqs P H1pBπn,Zq.

It remains to compute δ´1prpc1, . . . , cnqsq. Since δ is induced from the projection Zrπ2
ns ‘

ZrBπns Ñ ZrBπns, it is enough to find a chain e P Zrπ2
ns such that pe, c1, . . . , cnq is

closed. This is the case for e given by (2.4.3) because B2e “ ´c1 ´ . . . ´ cn and hence

B2pe, c1, . . . , cnq “ 0.

The fundamental class rπns was already computed in [GHJW97, Section 2] using different

methods. We now give explicit formulae for the Goldman symplectic form.

Let u, v P Z1
parpπn, gφq. By definition of parabolic cocycles, there exist ξi, ζi P g such that

upciq “ ξi ´Adpφpciqqξi, vpciq “ ζi ´Adpφpciqqζi, i “ 1, . . . , n.

The first step consists in computing a preimage of u inside Z1pπn, Bπn, gφq. Note that

Bξipciq “ Adpφpciqqξi ´ ξi “ ´upciq.

Hence, the 1-cochain pu,´ξ1, . . . ,´ξnq is closed and is a preimage of u.
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To compute ωGpu, vq, we proceed as follows:

1. Apply the cup product to pu,´ξ1, . . . ,´ξnq and v.

2. Apply the pairing B-

3. Take the cap product with the fundamental form rπns computed in Lemma 2.4.16

(here we use Lemma B.15).

This gives

ωGpu, vq “ B˚pu ! vqpeq `
n
ÿ

i“1

B˚pξi ! vqpciq. (2.4.5)

We develop each cup product according to (B.11) and plug in the value of e computed in

Lemma 2.4.16. The right-hand side of (2.4.5) becomes

n
ÿ

i“2

Bpupc1 ¨ . . . ¨ ci´1q ¨Adpφpc1 ¨ . . . ¨ ci´1qqvpciqq `
n
ÿ

i“1

Bpξi ¨ vpciqq. (2.4.6)

We can further simplify (2.4.6) using to the Ad-invariance of B and the formula upx´1q “

´Adpφpx´1qqupxq. It is useful to introduce the notation bi´2 :“ c´1
i´1 ¨ ¨ ¨ c

´1
1 . In particular,

b0 “ c´1
1 and bn´1 “ 1. We obtain

ωGpu, vq “ ´
n
ÿ

i“2

Bpupbi´2q ¨ vpciqq `
n
ÿ

i“1

Bpξi ¨ vpciqq. (2.4.7)

Using that ωG and the cup product are anti-symmetric, we get the following equivalent

form of (2.4.7)

ωGpu, vq “ ´
n
ÿ

i“2

Bpupbi´2q ¨ vpciqq ´
n
ÿ

i“1

Bpζi ¨ upciqq. (2.4.8)

Formulae (2.4.5), (2.4.8), and (2.4.7), were already obtained in the proof of [GHJW97, Key

Lemma 8.4]. We go one step further.

Lemma 2.4.17. It holds that

ωGpu, vq “
n´2
ÿ

i“1

Bppζi`1 ´ ζi`2q ¨ upbiqq. (2.4.9)
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Proof. Using vpciq “ ζi ´Adpφpciqqζi and the Ad-invariance of B, we get

Bpupbi´2q ¨ vpciqq “ Bpζi ¨ upbi´2qq ´BpAdpφpc´1
i qqupbi´2q ¨ ζiq

By construction, bi´1 “ c´1
i bi´2 and thus upbi´1q “ upc´1

i q `Adpφpc´1
i qqupbi´2q. So,

Bpupbi´2q ¨ vpciqq “ Bpζi ¨ upbi´2qq ´Bpζi ¨ upbi´1qq `Bpζi ¨ upc
´1
i qq.

Therefore, (2.4.8) becomes

ωGpu, vq “
n
ÿ

i“2

Bpζi ¨ upbi´1qq ´Bpζi ¨ upbi´2qq

´Bpζ1 ¨ upc1qq ´

n
ÿ

i“2

Bpζi ¨ pupc
´1
i q ` upciqq

“Bpζ2 ¨ upb1qq `
n
ÿ

i“3

Bpζi ¨ upbi´1qq ´Bpζi ¨ upbi´2qq

´

n
ÿ

i“1

B
`

ζi ¨ pupc
´1
i q ` upciqq

˘

“

n´2
ÿ

i“1

B
`

pζi`1 ´ ζi`2q ¨ upbiq
˘

´

n
ÿ

i“1

B
`

ζi ¨ pupc
´1
i q ` upciqq

˘

loooooooooooooooomoooooooooooooooon

“:Ω

,

where in the second equality we used b0 “ c´1
1 and in the third equality that upbn´1q “

up1q “ 0. It remains to prove that Ω “ 0. Using upx´1q “ ´Adpφpx´1qqupxq, we get

Bpζi ¨ upc
´1
i qq “ ´BpAdpφpciqqζi ¨ upciqq.

Therefore, using vpciq “ ζi ´Adpφpciqqζi, we conclude

Ω “
n
ÿ

i“1

Bpupciq ¨ vpciqq.

By construction, Bpup¨q ¨ vp¨qq defines a 1-cocycle in Z1pπn,Rq. Closeness can also be com-

puted directly using (B.2), similarly as in the proof of Lemma B.11. Therefore, Ω is equal

to the evaluation of the 1-cocycle Bpup¨q¨vp¨qq on the 1-cycle c1`. . .`cn. The identification

(2.4.4) shows that the 1-cycle
řn
i“1 ci vanishes in homology (this is a consequence of the

fact that
śn
i“1 ci “ 1). Hence, Ω “ Bpup1q ¨ vp1qq “ 0 as desired.
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2.5. Volume of a representation

2.5. Volume of a representation

The topology of a representation variety is notably known to be complicated. The enu-

meration of its connected components is a non-trivial task. The volume of a representation

is an invariant that lets us approach this problem. We recall its definition below and

recommend [BIW10] for more details.

2.5.1. Definition

The volume is defined in [BIW10] for representations of surface groups Γ “ πg,n into

Hermitian Lie groups G. Recall that a Hermitian Lie group G is a semisimple Lie group,

with finite center and no compact factors, such that its associated symmetric space X is

a Hermitian manifold. The Kähler form obtained from the unique G-invariant Hermitian

metric of constant sectional curvature ´1 on X is denoted ωX . The classical examples of

Hermitian Lie groups include SUpp, qq and Spp2n,Rq.

Example 2.5.1. The guiding example in this section is the group G “ SLp2,Rq – SUp1, 1q.

It is a simple Lie group, without compact factor and with center ZpSLp2,Rqq “ t˘Iu. It

is of Hermitian type. It is sometimes more convenient to consider the center-free quo-

tient PSLp2,Rq :“ SLp2,Rq{t˘Iu instead, which is also of Hermitian type. The associated

symmetric space is the upper half-plane X “ H on which SLp2,Rq acts by Möbius trans-

formations, see Appendix A for more considerations on the groups SLp2,Rq and PSLp2,Rq.
The group of orientation-preserving isometries of H is PSLp2,Rq. The associated Kähler

form is ωH “ pdx^ dyq{y
2.

Let G be a Hermitian Lie group with symmetric space X. Given three points z1, z2, z3 in

X, we denote by ∆pz1, z2, z3q the oriented geodesic triangle in X with vertices z1, z2, z3.

Its signed area, computed with the area form associated to ωX , is denoted by

r∆pz1, z2, z3qs :“

ż

∆pz1,z2,z3q
ωX .

Fix a basepoint z P X and consider the function

c : GˆGÑ R (2.5.1)

pg1, g2q Ñ
“

∆
`

z, g1z, g1g2z
˘‰

.
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2. A note on character varieties

Lemma 2.5.2. The function c satisfies the cocycle condition

cpg2, g3q ´ cpg1g2, g3q ` cpg1, g2g3q ´ cpg1, g2q “ 0 (2.5.2)

for every g1, g2, g3 P G, compare (B.2).

Proof. We need the following identity: if z1, z2, z3 are any three points in X, then, for any

fourth point w P X,

r∆pz1, z2, z3qs “ r∆pz1, z2, wqs ` r∆pz2, z3, wqs ` r∆pz3, z1, wqs. (2.5.3)

The following picture should convince the reader of (2.5.3).

z2

z1

z3

w

z2

z1

z3

w

In terms of triangle areas, the cocycle condition (2.5.2) is equivalent to

r∆pz, g2z, g2g3zqs ` r∆pz, g1z, g1g2g3zqs

being equal to

r∆pz, g1g2z, g1g2g3zqs ` r∆pz, g1z, g1g2zqs.

Since g1 P G acts by isometry on X and preserves the orientation, the latter is equivalent

to

r∆pg1z, g1g2z, g1g2g3zqs ` r∆pz, g1z, g1g2g3zqs

being equal to

r∆pz, g1g2z, g1g2g3zqs ` r∆pz, g1z, g1g2zqs.

This is precisely formula (2.5.3) applied to z1 “ z, z2 “ g1z, z3 “ g1g2z and w “ g1g2g3z.

Lemma 2.5.2 implies that c defines a cohomology class κ :“ rcs inside H2pG,Rq. The

function c is bounded because the area of a geodesic triangle in X is bounded. This means

that the cohomology class κ gives a class κ P H2
b pG,Rq in the second bounded cohomology

group of G. We recommend [Löh10] for an introduction to bounded group cohomology.
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2.5. Volume of a representation

Lemma 2.5.3. The cohomology class κ is independent of the choice of the basepoint z

involved in the definition of c (whereas c does depend on the point z).

Proof. For the purpose of this proof, we will write cz instead of c for the cocycle (2.5.1) to

emphasize the dependence on the basepoint z. Given another basepoint x P X, we prove

that cz ´ cx is a coboundary.

First, we develop czpg1, g2q “ r∆pz, g1z, g1g2zqs using (2.5.3) with w “ g1x. We obtain

czpg1, g2q “ r∆pz, g1z, g1xqs ` r∆pg1z, g1g2z, g1xqs ` r∆pg1g2z, z, g1xqs

“ ´r∆px, z, g´1
1 zqs ` r∆px, z, g2zqs ` r∆pg1g2z, z, g1xqs.

Now, we develop r∆pg1g2z, z, g1xqs using (2.5.3) with w “ x. This gives

r∆pg1g2z, z, g1xqs “ r∆pg1g2z, z, xqs ` r∆pz, g1x, xqs ` r∆pg1x, g1g2z, xqs

“ ´r∆px, z, g1g2zqs ´ r∆pz, x, g1xqs ` r∆pg1x, g1g2z, xqs.

Finally, we develop r∆pg1x, g1g2z, xqs using (2.5.3) with w “ g1g2x. We have

r∆pg1x, g1g2z, xqs “ r∆pg1x, g1g2z, g1g2xqs ` r∆pg1g2z, x, g1g2xqs ` r∆px, g1x, g1g2xqs

“ r∆pz, x, g´1
2 xqs ´ r∆pz, x, g´1

2 g´1
1 xqs ` cxpg1, g2q.

Consider the 1-cochain vx,zpgq :“ r∆px, z, gzqs. It holds that

Bvx,zpg1, g2q “ r∆px, z, g1zqs ` r∆px, z, g2zqs ´ r∆px, z, g1g2zqs.

In particular, Bvx,zpg, g
´1q “ r∆px, z, gzqs ` r∆px, z, g´1zqs. The previous computations

show that

czpg1, g2q ´ cxpg1, g2q “ Bvx,zpg1, g2q ´ Bvx,zpg1, g
´1
1 q ` Bvz,xpg

´1
2 , g´1

1 q ´ Bvz,xpg1, g
´1
1 q.

We conclude as predicted that cz ´ cx is a coboundary.

Given a representation φ : πg,n Ñ G, we can pull back κ to the class φ˚κ inside H2
b pπg,n,Rq.

An important property of the bounded cohomology of the group πg,n is that the map

j : H2
b pπg,n, Bπg,n,Rq Ñ H2

b pπg,n,Rq (2.5.4)

from the long exact sequence in cohomology for the pair
`

πg,n, Bπg,n
˘

is an isomorphism,

see [Löh10, Thm. 2.6.14]. Recall finally that integrating along a fundamental class rπg,ns

gives an isomorphism H2pπg,n, Bπg,n,Rq – R.
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2. A note on character varieties

Definition 2.5.4 (Volume of a representation, [BIW10]). Let G be a Hermitian Lie group.

The volume of a representation13 φ : πg,n Ñ G is the real number defined by

volpφq :“ j´1pφ˚κq " rπg,ns.

The volume is a generalization of the Euler number of a representation of a closed surface

group into PSLp2,Rq. The latter is equal to the Euler number of the flat RP1-bundle

prΣg,0 ˆ RP1q{πg,0 Ñ Σg,0 associated to a representation πg,0 Ñ PSLp2,Rq.

2.5.2. Properties

Lemma 2.5.5. The volume is invariant under the conjugation action of G on Hompπg,n, Gq

and thus descends to a function

vol : Hompπg,n, Gq{ InnpGq Ñ R.

Proof. Consider the cocycle c defined in (2.5.1). The diagonal conjugation action of an

element g P G on G ˆ G amounts to a change of basepoint in the definition of c. Indeed,

if cz denotes the cocycle (2.5.1) defined using the basepoint z P X, then it holds that

czpgg1g
´1, gg2g

´1q “ cg´1zpg1, g2q. Since, by Lemma 2.5.3, the cohomology class κ is

independent of the choice of the basepoint defining c, we conclude that the volume is an

invariant of conjugation.

The main properties of the volume are the following. We denote by χpΣg,nq the Euler

characteristic of Σg,n.

Theorem 2.5.6 ([BIW10]). The volume, seen as a function vol : Hompπg,n, Gq Ñ R, has

the following properties:

1. vol is a continuous function.

2. vol is locally constant on each relative representation variety.

3. (Milnor–Wood inequality) vol is bounded:

| vol | ď 2π ¨ |χpΣg,nq| ¨ rankpGq,

13Up to a constant, the volume of a representation φ is sometimes called the Toledo number of the
representation and is, in that case, denoted Tolpφq. The two notions are related by the identity
volpφq “ 2πTolpφq.
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2.5. Volume of a representation

moreover, if n ą 0, then vol is a surjective function onto the interval

r´2π ¨ |χpΣg,nq| ¨ rankpGq, 2π ¨ |χpΣg,nq| ¨ rankpGqs .

4. vol is additive: if Σg,n is separated by a simple closed curve into two surfaces S1 and

S2, then, for every φ P Hompπg,n, Gq,

volpφq “ volpφæπ1pS1q
q ` volpφæπ1pS2q

q.

The first and second statement in Theorem 2.5.6 imply that the set of representations of a

given volume forms a collection of connected components of each relative character variety.

Recall that in the case of a closed surface group and G “ PSLp2,Rq, the Euler number

completely distinguishes the connected components of the character variety [Gol88].

The volume has an interesting symmetry that comes from reversing the orientation of X.

By definition, for each z P X, there exists an orientation-reversing isometry sz of X that

fixes z. This gives an involutive automorphism σ : G Ñ G defined by σpgq :“ sz ˝ g ˝ sz.

Indeed, if g P G is an orientation-preserving isometry of X, then sz ˝ g ˝ sz is again an

orientation-preserving isometry of X, and hence belongs to G. Using the functoriality

of representation varieties (see Lemma 2.1.12), the involution σ descends to an analytic

involution

σ : Hompπg,n, Gq Ñ Hompπg,n, Gq.

Lemma 2.5.7. The involution σ satisfies the following properties:

1. σ preserves conjugacy classes of representations, and therefore descends to an invo-

lution

σ : Hompπg,n, Gq{ InnpGq Ñ Hompπg,n, Gq{ InnpGq.

2. σ depends on the choice of z P X only up to conjugation, in particular, σ is indepen-

dent of the choice of z P X.

3. For any representation φ P Hompπg,n, Gq it holds that

volpσpφqq “ ´ volpφq.

Proof. The first assertion follows from σpgφg´1q “ psz ˝ g ˝ szqσpφqpsz ˝ g
´1 ˝ szq and the

observation that sz˝g˝sz is orientation-preserving. If z1 P X is a second point, then it holds

that sz1 ˝ g ˝ sz1 “ psz1 ˝ szqpsz ˝ g ˝ szqpsz ˝ sz1q, which proves the second assertion because
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sz1 ˝ sz is orientation-preserving. Finally, note that pσpφqq˚κ “ φ˚pσ˚κq and σ˚κ “ ´κ

because sz reverses the orientation of X.

Example 2.5.8. Consider the case G “ SLp2,Rq. An example of orientation-reversing

isometry of the upper half-plane is given by z ÞÑ ´z. It fixes the imaginary axis. The

associated involutive automorphism σ of SLp2,Rq is given by conjugation by the matrix
˜

1 0

0 ´1

¸

of determinant ´1.

The involution σ : Hompπg,n, Gq Ñ Hompπg,n, Gq maps the relative representation variety

HomCpπg,n, Gq to the relative representation variety HomσpCqpπg,n, Gq. Since G is of Her-

mitian type, it is by definition semisimple and hence quadrable. The Goldman symplectic

form built from the Killing form on g is invariant under σ. This is a consequence of the fact

that the Killing form is invariant under automorphisms of g. In this case, the involution

σ : GÑ G induces an automorphism Dσ : gÑ g.

2.5.3. Alternative definition

A downside of Definition 2.5.4 is the lack of computability. Given a representation φ : πg,n Ñ

G, computing j´1pφ˚κq means finding a primitive in H1pBiπg,n,Rq for each restriction

φ˚κæBiπg,n . This is a non-trivial task in general. There is an alternative definition of the

volume of a representation that makes it easier to compute. It is based on a notion of rota-

tion number that generalizes the classical notion of rotation number for homeomorphisms

of the circle, see [Ghy01] for an exposition of the classical theory of rotation numbers.

The rotation number in our context is a function ρ : GÑ R{2πZ that lifts to a quasimor-

phism rρ : rG Ñ R of the universal cover of G. We explain the construction in the case

G “ PSLp2,Rq and refer the reader to [BIW10, §7] for the general case. The main result

is

Theorem 2.5.9 ([BIW10]). Let rφ : πg,n Ñ rG be a group homomorphism that covers φ.

Then

volpφq “ ´
n
ÿ

i“1

rρ
´

rφpciq
¯

,

where ci are the generators of πg,n of presentation (2.1.3).

Example 2.5.10. Let’s study the case G “ PSLp2,Rq. We fix a topological group struc-

ture on ČPSLp2,Rq by fixing a unit e in the fibre over the identity. The action of PSLp2,Rq
on the circle R{2πZ (see Lemma A.4) gives a group homomorphism f : PSLp2,Rq Ñ
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Homeo`pR{2πZq. This action lifts to a faithful action of ČPSLp2,Rq on the universal

cover R{2πZ. The classical rotation number is a function rot : Homeo`pR{2πZq Ñ R,

see [Ghy01]. The quasimorphism rρ : ČPSLp2,Rq Ñ R is the unique lift of ρ :“ rot ˝f satis-

fying rρpeq “ 0.

We can describe ρ more explicitly by considering conjugacy classes in PSLp2,Rq. Recall

that, if E denotes the set of elliptic conjugacy classes in PSLp2,Rq, then there is a well-

defined angle function ϑ : E Ñ p0, 2πq, see Lemma A.7. It extends to an upper semi-

continuous function ϑ : PSLp2,Rq Ñ r0, 2πs by

ϑpAq :“

$

’

&

’

%

ϑpAq, if A is elliptic,

0, if A is hyperbolic or positively parabolic,

2π, if A is the identity or negatively parabolic.

(2.5.5)

The notions of positively and negatively parabolic refer to the two conjugacy classes of

parabolic elements in PSLp2,Rq represented by (A.6). The definition of the function ϑ is

ad hoc, however it satisfies ϑ “ ρ modulo 2π. In particular, the correction term

kpφq :“
1

2π

˜

n
ÿ

i“1

ϑpφpciqq ´
n
ÿ

i“1

rρ
´

rφpciq
¯

¸

(2.5.6)

is an integer called the relative Euler class of φ. The definition of the relative Euler class

very much depends on the choice of the extension ϑ of ϑ. Theorem 2.5.9 implies

kpφq “
1

2π

˜

volpφq `
n
ÿ

i“1

ϑpφpciqq

¸

.

The range of the relative Euler class over Hompπg,n, Gq was studied in [DT19]. The authors

proved that

Proposition 2.5.11 ([DT19]). Let φ : πg,n Ñ PSLp2,Rq be a representation. Then

kpφq ď max

#

|χpΣg,nq|,
1

2π

n
ÿ

i“1

ϑpφpciqq

+

.

Remark 2.5.12. Observe that, as soon as g ě 1, then |χpΣg,nq| ě n ě 1
2π

řn
i“1 ϑpφpciqq and

thus the inequality kpφq ď |χpΣg,nq| prevails. In the case g “ 0, it is however possible that
1

2π

řn
i“1 ϑpφpciqq ą |χpΣ0,nq|.
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2.6. Mapping class group dynamics

We expand on some results and remarks from Section 2.1.3. Let G be a Lie group and Γ

be a finitely generated group. Recall that the AutpΓq-action on the representation variety

HompΓ, Gq descends to an action of the outer automorphisms group OutpΓq on the quotient

HompΓ, Gq{ InnpGq. This action preserves the analytic/algebraic structure of HompΓ, Gq by

Corollary 2.1.13. When Γ “ πg,n is a surface group, then Outpπg,nq contains the mapping

class group of the surface Σg,n as a subgroup, compare Example 2.1.14. The induced action

is the so-called mapping class group action on character varieties.

We start with some general considerations on the AutpΓq-action on HompΓ, Gq and then

specialize to the case of a surface group.

2.6.1. Remarks on the AutpΓq-action

Lemma 2.6.1. The AutpΓq-action on HompΓ, Gq preserves the subspaces of (very) regular,

reductive, irreducible, good and (almost) Zariski dense representations.

Proof. All these particular notions of representations are defined in terms of the image

of the representation. However, for any τ P AutpΓq and φ P HompΓ, Gq, it holds that

φpΓq “ pφ ˝ τqpΓq.

A consequence of Lemma 2.6.1 is that the OutpΓq-action on HompΓ, Gq{ InnpGq restricts

to an action of OutpΓq on the GIT character variety RepGITpΓ, Gq (by Theorem 2.3.16,

assuming G is a reductive complex algebraic group) and on the analytic character variety

Rep8pπg,0, Gq.

Lemma 2.6.2. The AutpΓq-action on HompΓ, Gq preserves closed orbits.

Proof. This is an immediate consequence of Corollary 2.1.13.

In particular, Lemma 2.6.2 implies that the AutpΓq-action on HompΓ, Gq induces an

OutpΓq-action on the T1 character variety RepT1pπg,0, Gq. It is not clear to the author

whether there is an induced action of OutpΓq on the Hausdorff character variety in gen-

eral.

62



2.6. Mapping class group dynamics

2.6.2. Generalities about mapping class groups

The mapping class group of a closed and oriented surface Σg,0 is the group of isotopy

classes of orientation-preserving homeomorphisms of Σg,0. In the case of a punctured ori-

ented surface Σg,n, the mapping class group is defined to be the group of isotopy classes

of orientation-preserving homeomorphisms of Σg,n that fix each puncture individually14.

The mapping class group is denoted by ModpΣg,nq and the isotopy class of an orientation-

preserving homeomorphism f : Σg,n Ñ Σg,n is denoted rf s P ModpΣg,nq. The group law

is given by composition and the identity element correspond to the identity homeomor-

phism.

Theorem 2.6.3. The mapping class group is finitely presented. Generators can be chosen

to be Dehn twists along simple closed curves on Σg,n.

More details about Theorem 2.6.3, including proof and explicit generating family, can be

found in [FM12, §4]. In [GW17], the question of the minimal number of generators of

ModpΣ0,nq is treated, see also Remark 5.2.9.

A homeomorphism f of Σg,n induces a group isomorphism π1pΣg,n, xq Ñ π1pΣg,n, fpxqq.

After choosing a continuous path from x to fpxq, we get an induced automorphism of the

fundamental group of Σg,n (that depends up to conjugation on the choice of the path).

This gives a group homomorphism

ModpΣg,nq Ñ Outpπg,nq.

The Dehn–Nielsen Theorem says that it is injective and provides a description of its im-

age.

Theorem 2.6.4 (Dehn–Nielsen Theorem). The mapping class group ModpΣg,0q is an index

two subgroup of Outpπg,0q for g ě 1 (and is trivial for g “ 0). Moreover, if Σg,n has negative

Euler characteristic, then the mapping class group ModpΣg,nq is an index two subgroup

of Out‹pπg,nq, where Out‹pπg,nq is the subgroup of Outpπg,nq that consists of the outer

automorphisms that act by conjugation on the generators ci of πg,n (in the presentation

(2.1.3)).

We refer the reader to [FM12, §8] for more considerations on the Dehn–Nielsen Theorem.

Theorem 2.6.4 implies that the Autpπg,0q-action on the representation variety Hompπg,0, Gq

14In the terminology of [FM12], if punctures are fixed individually, then the group is called the pure mapping
class group. It contrasts with the mapping class group where punctures can be permuted.
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induces an action

ModpΣg,0q ýHompπg,0, Gq{ InnpGq.

The action is analytic/algebraic on the regular part of the quotient by Corollary 2.1.13.

In the case of a punctured surface, the action of Autpπg,nq on Hompπg,n, Gq restricts to an

action of Aut‹pπg,nq on any relative representation variety HomCpπg,n, Gq. This gives, by

Theorem 2.6.4, an action

ModpΣg,nq ýHomCpπg,n, Gq{ InnpGq,

for any choice of conjugacy classes C P pG{Gqn. These two actions are what we call the

mapping class group action on character varieties.

2.6.3. Properties of the mapping class group action

The first property is that the mapping class group action preserves the Goldman symplectic

form. We start with the case of a closed surface. Let rf s P ModpΣg,0q and take any

τ P Autpπg,0q that lies over the image of rf s inside Outpπg,0q. We choose the generator

rπg,0s of H2pπg,0,Zq that corresponds to the orientation of the surface Σg,0. Since f is

orientation-preserving, it holds that τ˚rπg,0s “ rπg,0s. For any φ P Hompπg,0, Gq, the

automorphism τ induces a map pdτqφ : Z1pπg,0, gφq Ñ Z1pπg,0, gφ˝τ q, v ÞÑ v ˝ τ , on the

Zariski tangent spaces to the representation variety.

Lemma 2.6.5. If ωG denotes the Goldman symplectic form from Definition 2.4.2, then,

for any φ P Hompπg,0, Gq, the following diagram commutes

Z1pπg,0, gφq ˆ Z
1pπg,0, gφq R

Z1pπg,0, gφ˝τ q ˆ Z
1pπg,0, gφ˝τ q

pdτqφˆpdτqφ

pωGqφ

pωGqφ˝τ

In other words, it holds that

τ˚ωG “ ωG .

Proof. Let B : g ˆ g Ñ R be the pairing used in the definition of ωG . For any v, w P

Z1pπg,0, gφq, we have

pωGqφ˝τ pv ˝ τ, w ˝ τq “ Bpv ˝ τ, w ˝ τq " rπg,0s

“ Bpv, wq " τ˚rπg,0s.
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2.6. Mapping class group dynamics

Since τ˚rπg,0s “ rπg,0s, we conclude pωGqφ˝τ pv ˝ τ, w ˝ τq “ pωGqφpv, wq.

As a consequence of Lemma 2.6.5, we obtain that the ModpΣg,0q-action on the quo-

tient Hompπg,0, Gq{ InnpGq preserves the Goldman symplectic measure νG from Definition

2.4.15.

The situation is similar for punctured surfaces. Let rf s P ModpΣg,nq and take any τ P

Aut‹pπg,nq that lies over the image of rf s inside Out‹pπg,nq. The generator rπg,ns of

H2pπg,n, Bπg,n,Zq is again chosen to correspond to the orientation of the surface Σg,n.

Similarly as before, τ˚rπg,ns “ rπg,ns. Moreover, the map pdτqφ restricts to to a map

pdτqφ : Z1
parpπg,n, gφq Ñ Z1

parpπg,n, gφ˝τ q. Indeed, note that if vpciq “ ξi ´ Adpφpciqqξi and

τpciq “ gicig
´1
i , then

pv ˝ τqpciq “
`

vpgiq `Adpφpgiqqξi
˘

´Ad
`

pφ ˝ τqpciq
˘`

vpgiq `Adpφpgiqqξi
˘

.

Lemma 2.6.6. If ωG denotes the Goldman symplectic form from Definition 2.4.13, then,

for any φ P HomCpπg,n, Gq, the following diagram commutes

Z1
parpπg,n, gφq ˆ Z

1
parpπg,n, gφq R

Z1
parpπg,n, gφ˝τ q ˆ Z

1
parpπg,n, gφ˝τ q

pdτqφˆpdτqφ

pωGqφ

pωGqφ˝τ

In other words, it holds that

τ˚ωG “ ωG .

The proof is analogous to the proof of Lemma 2.6.5.

The second property is that the mapping class group action also preserves the volume of a

representation. As before, let rf s P ModpΣg,nq and take any τ P Aut‹pπg,nq that lies over

the image of rf s inside Out‹pπg,nq. Again, τ˚rπg,ns “ rπg,ns.

Lemma 2.6.7. Let G be a Hermitian Lie group. For any φ P HomCpπg,n, Gq, it holds that

volpφ ˝ τq “ volpφq.
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2. A note on character varieties

Proof. We compute directly from Definition 2.5.4 that

volpφ ˝ τq “ j´1
`

pφ ˝ τq˚κq " rπg,ns

“ j´1
`

τ˚φ˚κq " rπg,ns

“ j´1
`

φ˚κq " τ˚rπg,ns.

We conclude by using τ˚rπg,ns “ rπg,ns.
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3. Compact components in genus zero

In a series of recent work, compact components of relative character varieties of represen-

tations of the fundamental group of a punctured sphere into Hermitian Lie groups have

been identified, see [DT19] and [TT21]. These constructions generalize an older result of

[BG99] in the case of a 4-punctured sphere. See also [Gol22] for a recent survey.

3.1. Deroin–Tholozan representations

Let Γ “ πn be the group

πn :“ xc1, . . . , cn :
n
ź

i“1

ci “ 1y.

Recall from Example 2.1.11 that πn “ π0,n is isomorphic to the fundamental group of an

oriented and connected surface Σn of genus 0 with n ě 3 labelled punctures. We consider,

for now, the case G “ PSLp2,Rq. Let φ : πn Ñ PSLp2,Rq be a representation and kpφq be

its relative Euler class, as defined in (2.5.6). Proposition 2.5.11 says

kpφq ď max

#

n´ 2,
1

2π

n
ÿ

i“1

ϑpφpciqq

+

.

From the definition of the function ϑ : PSLp2,Rq Ñ R provided in (2.5.5), it is immediate

that 1
2π

řn
i“1 ϑpφpciqq ď n and 1

2π

řn
i“1 ϑpφpciqq “ n if and only if φ is the trivial represen-

tation. Moreover, if φpciq is elliptic for every i, and if ϑpφpc1qq` . . .`ϑpφpcnqq ą 2πpn´1q,

then Proposition 2.5.11 becomes

kpφq ď n´ 1.

Definition 3.1.1 (Deroin–Tholozan representations). A representation φ : πn Ñ PSLp2,Rq
for which φpciq is elliptic for every i and such that kpφq “ n ´ 1 is said to be a Deroin–

Tholozan representation.

It is proved in [DT19] that Deroin–Tholozan representations exist and that they form a

compact connected component of the corresponding relative character variety, see Theorem

3.1.6 below. To state a precise result, we first need to introduce some notation.

67



3. Compact components in genus zero

Let α “ pα1, . . . , αnq P p0, 2πq
n be angles such that

α1 ` . . .` αn ą 2πpn´ 1q. (3.1.1)

Each angle αi determines a unique elliptic conjugacy class in PSLp2,Rq that consists of all

the elements g P PSLp2,Rq such that ϑpgq “ αi. We consider the relative representation

variety (see Definition 2.4.5)

Homαpπn,PSLp2,Rqq :“ tφ : πn Ñ PSLp2,Rq : ϑpφpciqq “ αiu.

Lemma 3.1.2. Assuming α1 ` . . . ` αn ą 2πpn ´ 1q, the relative representation variety

Homαpπn,PSLp2,Rqq is a smooth manifold of dimension 2n´ 3.

Proof. We prove that any φ P Homαpπn,PSLp2,Rqq is a smooth point of the relative

representation variety. Since α1 ` . . . ` αn is not an integer multiple of 2π, the elliptic

elements φpc1q, . . . , φpcnq cannot have the same fixed point in the upper half-plane. So, by

Example 2.2.5, we deduce that φ is regular (actually Zpφq is trivial). In particular, it is

a smooth point of Homαpπn,PSLp2,Rqq by Proposition 2.4.9. Moreover, since PSLp2,Rq
is 3-dimensional and any elliptic conjugacy class in PSLp2,Rq is 2-dimensional, we use

Proposition 2.4.9 again to deduce that dim Homαpπn,PSLp2,Rqq “ 2n´ 3.

Remark 3.1.3. Deroin–Tholozan representations were originally called supra-maximal be-

cause they maximize the relative Euler class. However, these representations do not have

maximal volume and are thus not maximal in the sense of [BIW10]. They even tend to

minimize the volume in absolute value. Indeed, by (2.5.6), if φ P Homαpπn,PSLp2,Rqq
satisfies kpφq “ n´ 1, then

volpφq “ 2πpn´ 1q ´ α1 ´ . . .´ αn P p´2π, 0q.

The range of the volume over Hompπn,PSLp2,Rqq, according to the Milnor–Wood inequal-

ity stated in Theorem 2.5.6, is r´2πpn ´ 2q, 2πpn ´ 2qs. To avoid any further confusion

we prefer the terminology of Deroin–Tholozan representations instead of that of supra-

maximal representations.

Definition 3.1.4 (Scaling factor). The real number

λ :“ α1 ` . . .` αn ´ 2πpn´ 1q

is called the scaling factor. Note that λ ă 2π. The condition (3.1.1), or equivalently the

condition λ ą 0, is referred to as the angles condition on α.
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Observe that φ P Hompπn,PSLp2,Rqq satisfies kpφq “ n ´ 1 if and only if it satisfies

volpφq “ ´λ because of (2.5.6). The Deroin–Tholozan relative representation variety is

defined to be the set of Deroin–Tholozan representations inside the relative character va-

riety Homαpπn,PSLp2,Rqq:

HomDT
α pπn,PSLp2,Rqq :“ Homαpπn,PSLp2,Rqq X vol´1p´λq.

We know from Theorem 2.5.6 that the volume is locally constant on relative representation

varieties. This implies that HomDT
α pπn,PSLp2,Rqq is a collection of connected components

of Homαpπn,PSLp2,Rqq and, thus, also a smooth manifold.

Lemma 3.1.5. The InnpPSLp2,Rqq-action on Homαpπn,PSLp2,Rqq is free and proper. In

particular, the topological quotient

Repαpπn,PSLp2,Rqq :“ Homαpπn,PSLp2,Rqq{ InnpPSLp2,Rqq

is naturally a smooth symplectic manifold of dimension 2pn´ 3q.

Proof. It was already explained in the proof of Lemma 3.1.2 that Zpφq is trivial for any

φ P Homαpπn,PSLp2,Rqq. This shows that the action is free on Homαpπn,PSLp2,Rqq
by Lemma 2.2.1. Using the criterion of Lemma 2.2.11, for instance, we see that any

φ P Homαpπn,PSLp2,Rqq is irreducible. So, by Theorem 2.2.15, the InnpPSLp2,Rqq-action

on Homαpπn,PSLp2,Rqq is also proper. We conclude that the relative character variety

Repαpπn,PSLp2,Rqq is a smooth manifold of dimension 2pn ´ 3q. We equip it with the

Goldman symplectic form ωG built from the trace form:

Tr: slp2,Rq ˆ slp2,Rq Ñ R

pξ1, ξ2q ÞÑ Trpξ1ξ2q.

The Deroin–Tholozan character variety is the submanifold of Repαpπn,PSLp2,Rqq obtained

by restricting to Deroin–Tholozan representations

RepDT
α :“ RepDT

α pπn,PSLp2,Rqq :“ HomDT
α pπn,PSLp2,Rqq{ InnpPSLp2,Rqq.

As usual, the conjugacy class of a representation φ P Homαpπn,PSLp2,Rqq is denoted by

rφs P Repαpπn,PSLp2,Rqq.

Theorem 3.1.6 ([DT19]). The Deroin–Tholozan relative character variety is a nonempty

and compact connected component of the relative character variety. It is moreover sym-
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3. Compact components in genus zero

plectomorphic to the complex projective space of complex dimension n´ 3:

`

RepDT
α , ωG

˘

–
`

CPn´3, λ ¨ ωFS
˘

,

where ωFS is the Fubini-Study symplectic form on CPn´3 with volume πn´3{pn´ 3q!.

Remark 3.1.7. These compact connected components were already discovered by Benedetto–

Goldman in the case n “ 4 [BG99].

Remark 3.1.8. The involution σ of Lemma 2.5.7, specified in Example 2.5.8 for G “

PSLp2,Rq, maps Repαpπn,PSLp2,Rqq to Rep2π´αpπn,PSLp2,Rqq. It maps the connected

component of Deroin–Tholozan representations in Repαpπn,PSLp2,Rqq to a compact con-

nected component inside Rep2π´αpπn,PSLp2,Rqq. It consists of representations φ for which

volpφq “ λ P p0, 2πq and kpφq “ 1. In the terminology of [DT19], these representations

could be called infra-minimal.

Deroin–Tholozan representations have an important property called total ellipticity.

Definition 3.1.9 (Totally elliptic). A representation φ : πn Ñ PSLp2,Rq is called totally

elliptic if it maps any simple closed curve on Σn to an elliptic element.

Total ellipticity for Deroin–Tholozan representations was originally proved in [DT19] for

a particular collection of simple closed curves. The argument generalizes immediately to

any simple closed curve.

Proposition 3.1.10. Let a P π1pΣnq – πn denote the homotopy class of a simple closed

curve on Σn. Then φpaq P PSLp2,Rq is elliptic for any φ P HomDT
α pπn,PSLp2,Rqq.

Proof. In a slight abuse of notation we denote by a both the homotopy class and the

associated simple closed curve on Σn that represents the class a (which is unique up to free

homotopy).

If a is homotopic to a puncture, then φpaq is elliptic by definition of the relative character

variety. Otherwise, a separates Σn into two surfaces S1 \a S2 “ Σn of negative Euler

characteristic. Let φ1 and φ2 denote the restrictions of φ to π1pS1q and π1pS2q. The curve

a also determines a partition of the set t1, . . . , nu into two subsets J1 and J2 of respective

cardinality m1 and m2. Theorem 2.5.6 implies

volpφiq “ 2πkpφiq ´
ÿ

jPJi

αj ´ ϑpφipaqq, i “ 1, 2.
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Since φ is Deroin–Tholozan,

volpφq “ 2πpn´ 1q ´
n
ÿ

i“1

αi.

By additivity of the volume (Theorem 2.5.6), volpφq “ volpφ1q ` volpφ2q and thus

2πpn´ 1q ` ϑpφ1paqq ` ϑpφ2paqq “ 2π
`

kpφ1q ` kpφ2q
˘

. (3.1.2)

Because of Proposition 2.5.11, it holds kpφiq ď mi for i “ 1, 2. So, recalling that m1`m2 “

n, we deduce from (3.1.2) that

ϑpφ1paqq ` ϑpφ2paqq ď 2π.

By construction φ1paq “ φ2paq
´1. Thus, the sum ϑpφ1paqq ` ϑpφ2paqq, being at most 2π,

is either 0 or 2π.

Assume first that ϑpφ1paqq`ϑpφ2paqq “ 0. Then both ϑpφ1paqq and ϑpφ2paqq vanish. With

this extra information, our application of Proposition 2.5.11 to φi can be refined and now

gives kpφiq ď mi ´ 1 for i “ 1, 2. This contradicts (3.1.2).

Assume now that ϑpφ1paqq ` ϑpφ2paqq “ 2π. Then (3.1.2), together with the inequalities

kpφiq ď mi for i “ 1, 2, imply that kpφiq “ mi for i “ 1, 2. For Proposition 2.5.11 to

hold for φ1 and φ2, one must necessarily have ϑpφ1paqq ą 0 and ϑpφ2paqq ą 0. Therefore,

ϑpφipaqq P p0, 2πq for i “ 1, 2 and we conclude that φpaq is elliptic.

Remark 3.1.11 (Totally elliptic versus discrete and faithful). There is an active domain

of research called Higher Teichmüller Theory that studies discrete and faithful represen-

tations of finitely generated groups into Lie groups, see [Wie18] for an overview. Totally

elliptic representations into PSLp2,Rq are, in nature, the opposite of a discrete and faithful

representation. Indeed, if the image of a representation into PSLp2,Rq contains an elliptic

element, then either the angle of rotation is rational and the representation is not faithful,

or the angle of rotation is irrational and the representation is not discrete.

Question 3.1.12. Does the converse of Proposition 3.1.10 hold? Namely, if α satisfies the

angles condition (3.1.1) and φ P Homαpπn,PSLp2,Rqq is totally elliptic, is φ necessarily a

Deroin–Tholozan representation, i.e. does it hold volpφq “ ´λ?

If n “ 3 or n “ 4, then the answer to Question 3.1.12 is yes. This relies on the trichotomy

for the case n “ 3 provided in Lemma 4.1.2. If n “ 3 and φ P Homαpπn,PSLp2,Rqq, then

one of the following holds:
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• α1 ` α2 ` α3 P p0, 2πs and kpφq “ 1, or

• α1 ` α2 ` α3 P r4π, 6πq and kpφq “ 2.

In particular, if we assume α1 ` α2 ` α3 ą 4π, then kpφq “ 2 and hence φ is Deroin–

Tholozan. If n “ 4, consider the pants decomposition Σ4 “ S1 \b1 S2, where b1 is

a simple closed curve in the free homotopy class of c´1
2 c´1

1 (see Figure 5.2). Let φ P

Homαpπn,PSLp2,Rqq and denote by φi the restriction of φ to π1pSiq. Because of the above

dichotomy, it must hold kpφiq “ 2 for i “ 1, 2, otherwise α1 ` α2 ` α3 ` α4 ă 6π, con-

tradicting the angles conditions. Hence φ is Deroin–Tholozan. The same argument does

not apply if n ě 5 and the question whether totally elliptic representations are Deroin–

Tholozan remains open.

The Deroin–Tholozan relative character variety admits a natural maximal and effective

Hamiltonian torus action1. Recall that a torus action on a symplectic manifold is called

maximal if the dimension of the torus is half the dimension of the manifold and it is called

effective if only the identity element acts trivially. The action is constructed following the

work of Goldman in [Gol86] on invariant functions. By Proposition 3.1.10, any simple

closed curve a on Σn gives a Hamiltonian function

ϑa : RepDT
α Ñ p0, 2πq

rφs ÞÑ ϑpφpaqq.

The associated Hamiltonian flow Φa has period π for any curve a, see [DT19]. We refer

to this flow as the twist flow along the curve a. Goldman proved in [Gol86] that two twist

flows Φa1 and Φa2 commute if the curves a1 and a2 are disjoint. Recall that a maximal

collection of disjoint and non-homotopic simple closed curves on Σn has cardinality n´ 3.

Each such collection of curves therefore defines a Hamiltonian action of the torus pR{πZqn´3

on RepDT
α pΣn, Gq via the associated twist flows. Since RepDT

α pΣn, Gq has dimension 2pn´3q,

this action is maximal and equips RepDT
α pΣn, Gq with the structure of a symplectic toric

manifold.

Theorem 3.1.6 is proved in [DT19] using Delzant’s classification of symplectic toric mani-

folds, see e.g. [CdS01] for a neat presentation of Delzant’s classification. To any symplectic

toric manifold you can associate a polytope called the moment polytope. Delzant’s clas-

sification says that the moment polytopes of two symplectic toric manifolds agree if and

only if the two symplectic toric manifolds are isomorphic. Here isomorphism means an

equivariant symplectomorphism. It was observed in [DT19] that the moment polytope for

1The reader can find in [CdS01] the definition of all relevant concepts from symplectic geometry needed
for this work.
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pRepDT
α , ωGq and the torus action above is the standard simplex in Rn´3, which coincides

with the moment polytope of pCPn´3, λ ¨ ωFSq for the standard torus action.

An interesting open question is whether there exist other kind of compact connected com-

ponents inside Repαpπn,PSLp2,Rqq in addition to the Deroin–Tholozan one.

Question 3.1.13. Is the Deroin–Tholozan relative character variety the only compact

connected component of Repαpπn,PSLp2,Rqq?

The numeric simulations conducted in [BG99] seem to indicate a positive answer, at least

in the case of a 4-punctured sphere, see Figure 3.1. One must also mention the results of

[Mon16] on the topology of relative character varieties of representations of general surface

groups into PSLp2,Rq, and especially the characterization of compactness given in [Mon16,

Cor. 4.17].

Figure 3.1.: Illustration of Repαpπ4,PSLp2,Rqq for α1 “ α2 “ α3 “ α4 “ 7π{4. The
relative character variety is the algebraic variety inside R3 cut out by the
equation x2`y2`z2´xyz´s “ 0, where s “ 4´4a2`a4 and a “ 2 cosp7π{8q,
see [Gol21, §3]. The figure indicates five connected components among which
one is compact and corresponds to the Deroin–Tholozan relative character
variety. The image was produced with Wolfram Mathematica.
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3.2. Generalization to Hermitian Lie groups

The treatment of the topology of relative character varieties of representations into PSLp2,Rq
for punctured surfaces provided in [Mon16] inspired the generalization of the results of

[DT19] in [TT21]. The construction uses the non-abelian Hodge correspondence that re-

lates relative character varieties to moduli spaces of parabolic Higgs bundles. These meth-

ods were successfully used in [TT21] to identify compact components of relative character

varieties of representations into Hermitian Lie groups. We explain now the main results of

[TT21].

Let again Γ “ πn and consider the case G “ SUpp, qq. This is a generalization of the

previous case in the sense that SLp2,Rq – SUp1, 1q. An SUpp, qq-multiweight is an ordered

collection of real numbers pα, βq P pRpqn ˆ pRqqn such that for all i “ 1, . . . , n

0 ď αi1 ď . . . ď αip ă 4π, 0 ď βi1 ď . . . ď βiq ă 4π,

p
ÿ

j“1

αij `

q
ÿ

j“1

βij P 4πZ.

The set of all SUpp, qq-multiweights is denoted

W pn, p, qq Ă pRpqn ˆ pRqqn.

For any pα, βq PW pn, p, qq, we denote by Hompα,βqpπn,SUpp, qqq the relative representation

variety of all representations φ : πn Ñ SUpp, qq such that φpciq is conjugate to the diagonal

matrix in SUpp, qq with entries eiα
i
1 , . . . , eiα

i
p , eiβ

i
1 , . . . , eiβ

i
q . We denote by

Reppα,βqpπn, SUpp, qqq

the corresponding Hausdorff relative character variety, see Definition 2.3.4. For pα, βq P

pRpqn ˆ pRqqn, we write }α} :“
řn
i“1

řp
j“1 α

i
j and }β} :“

řn
i“1

řq
j“1 β

i
j . We also introduce

the quantity

εpα, βq :“
n
ÿ

i“1

βiq ´ α
i
1.

We say that pα, βq PW pn, p, qq satisfies the compactness criterion if

αip ă βi1, @i “ 1, . . . , n and 0 ă εpα, βq ă 8π. (3.2.1)

In that, case we write Jpα,βq for the open interval of R defined by

Jpα,βq :“
`

}β} ´ }α}, }β} ´ }α} ` 8π ´ εpα, βq
˘

.
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3.2. Generalization to Hermitian Lie groups

Proposition 3.2.1 ([TT21]). If pα, βq P W pn, p, qq satisfies the compactness criterion

(3.2.1) and d P Jpα,βq X 4πZ, then the subspace of Reppα,βqpπn, SUpp, qqq consisting of all

rφs with

volpφq “
1

2
p}β} ´ }α} ´ dq

is compact.

We denote by

Repdpα,βqpπn,SUpp, qqq

the compact subspace of Reppα,βqpπn,SUpp, qqq defined by volpφq “ 1
2p}β} ´ }α} ´ dq. We

emphasize that Repd
pα,βqpπn,SUpp, qqq might well be empty at this stage. Theorem 2.5.6 im-

plies that Repd
pα,βqpπn,SUpp, qqq is a union of connected components of Reppα,βqpπn,SUpp, qqq.

Note that for any rφs P Repd
pα,βqpπn,SUpp, qqq it holds that

volpφq P p´4π, 0q,

compare Remark 3.1.3.

An SUpp, qq-mutliweight pα, βq P W pn, p, qq is said to be a constant SUpp, qq-multiweight

if αi :“ αi1 “ . . . “ αip and βi :“ βi1 “ . . . “ βiq for every i “ 1, . . . , n. In particular, it

holds that pαi ` qβi P 4πZ for every i. It is proved in [TT21] that there exists a constant

SUpp, qq-multiweight pα, βq such that

αi ă βi, @i “ 1, . . . , n and 0 ă εpα, βq ă 4π. (3.2.2)

The condition (3.2.2) is called the nonemptiness criterion. A constant SUpp, qq-mutliweight

that satisfies the nonemptiness criterion also satisfies the compactness criterion (3.2.1), but

the converse is not true.

Theorem 3.2.2 ([TT21]). Assume that n ą 2` p{q` q{p and that pα, βq PW pn, p, qq is a

constant SUpp, qq-multiweight that satisfies the nonemptiness criterion (3.2.2). There exists

an open neighbourhood W pα, βq of pα, βq inside W pn, p, qq, such that for every pα1, β1q P

W pα, βq and d1 P Jpα1,β1q X 4πZ,

Repd
1

pα1,β1qpπn,SUpp, qqq

is compact and nonempty.

It is explained in [TT21, §6.2] that an analogue of Theorem 3.2.2 is true if SUpp, qq is

replaced by Spp2n,Rq or SO˚p2nq. We point out that the representations inside these
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3. Compact components in genus zero

components satisfy, like any Deroin–Tholozan representation, a property of total ellipticity.

Namely, the image of any simple closed curve on Σn has only complex eigenvalues of

modulus 1, see [TT21, Thm. 2].

Example 3.2.3. We explain how Theorem 3.2.2 generalizes the notion of Deroin–Tholozan

relative character variety. Assume that p “ q “ 1. Any SUp1, 1q-multiweight pα, βq is

constant. If pα, βq satisfies the nonemptiness criterion (3.2.2), then it holds βi “ 4π ´ αi.

This is because αi ` βi P 4πZ and, by assumption, 0 ď αi ă βi ă 4π. In particular, since

αi ă βi, it holds that αi P p0, 2πq. It is interesting to observe that

εpα, βq ă 4π ô α1 ` . . .` αn ą 2πpn´ 1q.

We recognize here the angles condition (3.1.1) that is part of the hypotheses of The-

orem 3.1.6. Moreover, Jpα,βq “ pεpα, βq, 8πq and so Jpα,βq X 4πZ “ t4πu. We con-

clude that the compact relative character variety Rep4π
pα,βqpπn,SUp1, 1qq is mapped to

RepDT
α pπn,PSLp2,Rqq under the projection induced by the quotient map SUp1, 1q – SLp2,Rq Ñ

PSLp2,Rq.
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4. Action-angle coordinates for

Deroin–Tholozan representations

4.1. A polygonal model

The coordinates for the Deroin–Tholozan relative character variety we are about to con-

struct depend on the choice of a pants decomposition of Σn. Each choice of pants decom-

position of Σn leads to action-angle coordinates by the same construction.

We fix a maximal collection of disjoint and non-homotopic simple closed curves b1, . . . , bn´3

on Σn. It is convenient to work with the curves

bi :“ c´1
i`1c

´1
i ¨ . . . ¨ c´1

1 P πn

for i “ 1, . . . , n´3, where the curves ci refer to the presentation of πn fixed in (2.1.3). The

curves bi are illustrated on Figure 4.1. We set b0 :“ c´1
1 and bn´2 :“ cn for convenience.

Below, we fix a maximal Hamiltonian torus action on the Deroin–Tholozan relative char-

acter variety RepDT
α “ RepDT

α pπn,PSLp2,Rqq using a combination of the twist flows along

the disjoint curves b1, . . . , bn´3, see Section 4.1.3. To describe angle coordinates for this

torus action, we introduce a polygonal model for Deroin–Tholozan representations.

c1

c2 c3 c4

b1 b2 b3

Σn

Figure 4.1.: The simple closed curves b1, . . . , bn´3 and the peripheral curves c1, . . . , cn. This
illustration is modelled on [DT19, Fig. 2].

Let rφs denote the conjugacy class of a Deroin–Tholozan representation φ : πn Ñ PSLp2,Rq.
By definition of the Deroin–Tholozan relative character variety, φpciq is elliptic and satisfies
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4. Action-angle coordinates for Deroin–Tholozan representations

ϑpφpciqq “ αi for every i “ 1, . . . , n. Let

C1pφq, . . . , Cnpφq P H

be the fixed points of φpc1q, . . . , φpcnq, respectively. Proposition 3.1.10 says that φpbiq is

elliptic for all i “ 1, . . . , n´ 3. Let

B1pφq, . . . , Bn´3pφq P H

be the fixed points of φpb1q, . . . , φpbn´3q, respectively. We emphasize that those fixed

points are associated to the representation φ and not to its conjugacy class rφs. A dif-

ferent representative of the class rφs leads to a different set of fixed points. However, for

A P PSLp2,Rq, it holds that CipAφA
´1q “ A ¨ Cipφq and BipAφA

´1q “ A ¨ Bipφq. This

observation motivates the following. Let Hn “ Hˆ . . .ˆH. We introduce the topological

quotient pHnˆHn´3q{PSLp2,Rq where PSLp2,Rq acts diagonally on HnˆHn´3. We refer

to it as the moduli space of point configurations in H. It allows for the definition of a map

P : RepDT
α ÝÑ pHn ˆHn´3q{PSLp2,Rq

that sends rφs to the equivalence class of the points pC1pφq, . . . , Cnpφq, B1pφq, . . . , Bn´3pφqq

in the moduli space of point configurations. The map P is injective because a Deroin–

Tholozan representation φ is entirely determined by the fixed points of φpc1q, . . . , φpcnq

(recall that the angles of rotation α1, . . . , αn are fixed parameters). Let

ChTriα Ă pHn ˆHn´3q{PSLp2,Rq

denote the image of the map P. The inverse map

P´1 : ChTriα ÝÑ RepDT
α

maps an equivalence class of points pC1, . . . , Cn, B1, . . . , Bn´3q to the conjugacy class of

the representation φ : πn Ñ PSLp2,Rq that sends each generator ci of πn to the rotation of

angle αi around Ci.

The notation ChTriα for the image of P is an abbreviation of chain of triangles and is

motivated by the following construction. Let pC1, . . . , Cn, B1, . . . , Bn´3q be a configuration

of points in Hn ˆ Hn´3 whose isometry class lies in ChTriα. For convenience, we let

B0 :“ C1 and Bn´2 :“ Cn. For every i “ 0, . . . , n ´ 3, we consider the oriented geodesic

triangle

∆i :“ ∆pBi, Ci`2, Bi`1q
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4.1. A polygonal model

in the upper half-plane, see Figure 4.2. The triangles ∆i and ∆i`1 share the common

vertex Bi. The geometric quantities associated to the triangles ∆i, such as their area or

interior angles, are invariant of the isometry class of pC1, . . . , Cn, B1, . . . , Bn´3q. We refer

to p∆0, . . . ,∆n´3q as a chain of triangles. Chain of triangles constitute the polygonal model

for the Deroin–Tholozan relative character variety.

C2
‚

C1 “ B0

‚ B1

‚

‚
C3

B2

‚

B3

‚

C4
‚

C5
‚

C6 “ B4‚
∆0

∆1 ∆2

∆3

H

Figure 4.2.: Example of a configuration of the fixed points and the associated chain of
triangles in the case n “ 6.

We advertise two results to convince the reader about the pertinence of the polygonal

model for RepDT
α . The first concerns angle coordinates which can be read directly from

the chain of triangles. We prove below in Section 4.3 that the angles between the geodesic

rays
ÝÝÝÝÑ
BiCi`2 and

ÝÝÝÝÑ
BiCi`1 are angle coordinates for the Hamiltonian torus action on RepDT

α ,

see Figure 4.6.

The second example concerns the action coordinates which also appear as geometric quan-

tities in the chain of triangles. For i “ 1, . . . , n´ 3, we write

βipφq :“ ϑbipφq “ ϑpφpbiqq (4.1.1)

for the angle of rotation of the elliptic element φpbiq P G. Let further, in accordance to

our previous conventions, β0pφq :“ 2π ´ α1 and βn´2pφq :“ αn. The functions βi are the

components of the moment map for the torus action defined by the twist flows along the

curves bi. We prove the following below in Subsection 4.1.2, see Figure 4.4.

Lemma 4.1.1. Let ∆i be a non-degenerate triangle in the chain built from Pprφsq for

some rφs P RepDT
α . The following holds: The triangle ∆i is clockwise oriented and the

interior angle of ∆i at Bi equals βipφq{2, the interior angle at Ci`2 equals π´ αi`2{2 and

the interior angle at Bi`1 equals π ´ βi`1pφq{2.

The remainder of this section is dedicated to the study of the possible configurations of

points inside ChTriα. We want to find sufficient geometrical conditions for a chain of trian-
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4. Action-angle coordinates for Deroin–Tholozan representations

gles to be a configuration of fixed points associated to a Deroin–Tholozan representation.

We start with the case n “ 3 and then explain how the cases n ě 4 are built from the case

n “ 3.

4.1.1. The case of the thrice-punctured sphere

Assume that n “ 3 and let Σ3 be an oriented and connected sphere with three labelled punc-

tures. Let α “ pα1, α2, α3q P p0, 2πq
3 be a triple of angles. At this stage, we make no partic-

ular assumption concerning a lower bound for α1`α2`α3. Let rφs P Repαpπ3,PSLp2,Rqq.
The following lemma describes the possible configurations of the fixed points C1, C2, C3

of φpc1q, φpc2q, φpc3q. The lemma is transcribed from [DT19] and the proof is included for

completeness.

Lemma 4.1.2 ([DT19]). The points C1, C2, C3 P H are arranged in one of the following

three configurations:

1. All three points coincide and α1 ` α2 ` α3 P t2π, 4πu.

2. The points form a non-degenerate triangle ∆pC1, C2, C3q which is oriented clockwise

and has interior angles π ´ αi{2 at Ci for i “ 1, 2, 3. Moreover, α1 ` α2 ` α3 ą 4π.

3. The points form a non-degenerate triangle ∆pC1, C2, C3q which is oriented anti-

clockwise and has interior angles αi{2 at Ci for i “ 1, 2, 3. Moreover, α1`α2`α3 ă

2π.

Proof. Assume that Ci “ Cj for some i ‰ j. Let k P t1, 2, 3u be the third index. Up

to permutation of i and j, it holds that φpckq “ φpciq
´1φpcjq

´1 because c1c2c3 “ 1 by

assumption. So, φpckq fixes both Ck and Ci “ Cj . Therefore, all three points must

coincide because φpckq is elliptic. It means that φpc1q, φpc2q and φpc3q are rotations about

the same point. Since their product is the identity, α1 ` α2 ` α3 is an integer multiple of

2π.

Assume now that C1, C2 and C3 are distinct. Let ζ3 be the geodesic through C1 and C2.

Let ζ2 be the image of ζ3 by a clockwise rotation of π ´ α1{2 around C1. Let ζ1 be the

image of ζ3 by an anti-clockwise rotation of π´α2{2 around C2, see Figure 4.3. We denote

by τi : H Ñ H the reflection through the geodesic ζi. By construction, φpc1q “ τ2τ3 and

φpc2q “ τ3τ1. Hence, φpc3q “ φpc1q
´1φpc2q

´1 “ τ1τ2. Since φpc3q fixes C3, the geodesics ζ1

and ζ2 must intersect at C3.

We distinguish two cases according to the orientation of ∆pC1, C2, C3q.
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4.1. A polygonal model

C3‚

ζ2

C1‚

ζ3

C2

‚

ζ1

π ´ α1{2

π ´ α2{2

H C3‚

ζ2

C1‚ζ3

C2

‚

ζ1

π ´ α1{2

π ´ α2{2

Figure 4.3.: The two non-degenerate configurations of fixed points. Above: the configu-
ration where ∆pC1, C2, C3q is clockwise oriented and the interior angles are
π ´ αi{2. Below: the configuration where ∆pC1, C2, C3q is anti-clockwise ori-
ented and the interior angles are αi{2.

• First, assume that the triangle is clockwise oriented. It that case, τ2τ3 is a clockwise

rotation around C1 of twice the interior angle at C1. Since φpc1q is by definition an

anti-clockwise rotation of angle α1 around C1 and φpc1q “ τ2τ3, the interior angle

at C1 must be π ´ α1{2. For the same reason, the interior angles at C2 and C3 are

π ´ α2{2 and π ´ α3{2, respectively. The positive area of the triangle ∆pC1, C2, C3q

is equal to the angle defect:

π ´
3
ÿ

i“1

pπ ´ αi{2q “
1

2
pα1 ` α2 ` α3 ´ 4πq.

We conclude that α1 ` α2 ` α3 ą 4π.

• Conversely, if the triangle is anti-clockwise oriented, then the same argument shows

that the interior angle at Ci is αi{2. In this case, the positive area of the triangle

∆pC1, C2, C3q is equal to

π ´
3
ÿ

i“1

αi{2 “
1

2
p2π ´ α1 ´ α2 ´ α3q.

We conclude that α1 ` α2 ` α3 ă 2π.

A consequence of Lemma 4.1.2 is that Repαpπ3,PSLp2,Rqq is empty whenever α1`α2`α3 P

p2π, 4πq. The next lemma shows that the volume of rφs is directly proportional to the signed

area of the triangle ∆pC1, C2, C3q.

Lemma 4.1.3. Let rφs P Repαpπ3,PSLp2,Rqq. Then

volpφq “ ´2 ¨ r∆pC1, C2, C3qs.
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4. Action-angle coordinates for Deroin–Tholozan representations

Proof. The proof is an explicit computation of volpφq using Definition 2.5.4. The compu-

tations are conducted in the bar resolution for group cohomology and use the explicit form

of the fundamental class rπ3s computed in Lemma 2.4.16.

Let z be a base point in H. We start by computing the preimage of the cocycle φ˚κ P

H2
b pπ3;Rq under the isomorphism j : H2

b pπ3, Bπ3;Rq Ñ H2
b pπ3;Rq, see (2.5.4). This means

finding primitives for φ˚c : π3 ˆ π3 Ñ R restricted to the subgroup xciy of π3, where c is

the cocycle defined in (2.5.1). For i “ 1, 2, 3, consider the functions ki : xciy Ñ R defined

by

kipciq :“ r∆pCi, z, φpciqzqs.

We claim that the functions ki are the desired primitives. By definiton of the bar complex,

ki is a primitive for φ˚c restricted to xciy if for any two integers a and b, it holds that

kipc
a
i q ` kipc

b
iq ´ kipc

a`b
i q “ cpφpciq

a, φpciq
bq. We compute kipc

a
i q ` kipc

b
iq ´ kipc

a`b
i q. This

is, by definition of ki, equal to

r∆pCi, z, φpciq
azqs ` r∆pCi, z, φpciq

bzqs ´ r∆pCi, z, φpciq
a`bzqs.

Since φpciq
a is an orientation-preserving isometry of the upper half-plane that fixes Ci, it

holds that

r∆pCi, z, φpciq
bzqs “ r∆pCi, φpciq

az, φpciq
a`bzqs.

Recall from (2.5.3) that for any A,B,C,D in H, it holds that

r∆pA,B,Cqs ` r∆pC,D,Aqs “ r∆pB,C,Dqs ` r∆pB,D,Aqs. (4.1.2)

Thus, with A “ Ci, B “ z, C “ φpciq
az and D “ φpciq

a`bz, we deduce

kipc
a
i q ` kipc

b
iq ´ kipc

a`b
i q “ r∆pz, φpciq

az, φpciq
a`bzqs

“ cpφpciq
a, φpciq

bq.

This proves the claim. Hence

j´1pφ˚κq “ rpφ˚c, k1, k2, k3qs.

Definition 2.5.4 says that

volpφq “ rpφ˚c, k1, k2, k3qs " rπ3s.

The fundamental class rπ3s is the homology class of the 2-chain pe, c1, c2, c3q where e is

given by (2.4.3). Using the explicit expression of the cap product in the bar complex
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4.1. A polygonal model

provided by Lemma B.15, we obtain

volprφsq “ pφ˚cqpeq ´ k1pc1q ´ k2pc2q ´ k3pc3q

“ r∆pz, φpc1qz, φpc1c2qzqs ` r∆pz, φpc1c2qz, φpc1c2c3qzqs ` r∆pz, z, zqs

´ r∆pC1, z, φpc1qzqs ´ r∆pC2, z, φpc2qzqs ´ r∆pC3, z, φpc3qzqs

“ r∆pz, φpc1qz, φpc1c2qzqs ´
3
ÿ

i“1

r∆pCi, z, φpciqzqs. (4.1.3)

The volume is independent of the choice of the base point z, so we may as well assume

z “ C1. After obvious cancellations, (4.1.3) becomes

volpφq “ r∆pC1, C2, φpc2qC1qs ` r∆pC1, C3, φpc3qC1qs.

Using φpc3qC1 “ φpc2q
´1C1, we further compute

volprφsq “ r∆pC1, C2, φpc2qC1qs ` r∆pφpc2qC1, φpc2qC3, C1qs. (4.1.4)

We make use of (4.1.2) again. Letting A “ C1, B “ C2, C “ φpc2qC1 and D “ φpc2qC3,

the relation (4.1.4) becomes

volpφq “ r∆pC2, φpc2qC1, φpc2qC3qs ` r∆pC2, φpc2qC3, C1qs

“ ´r∆pC1, C2, C3qs ` r∆pC1, C2, φpc2qC3qs. (4.1.5)

If C1 “ C2 “ C3 then volpφq “ 0 by (4.1.5), and so volpφq “ ´2r∆pC1, C2, C3qs as desired.

Otherwise, we know from the proof of Lemma 4.1.2 that all three points are distinct

and φpc2q “ τ3τ1. Observe that the triangle ∆pC1, C2, φpc2qC3q is the image under τ3 of

the triangle ∆pC1, C2, C3q because τ3 fixes C1 and C2 and τ1 fixes C3. Hence, for τ3 is

orientation-reversing,

r∆pC1, C2, φpc2qC3qs “ ´r∆pC1, C2, C3qs.

and (4.1.5) becomes volpφq “ ´2r∆pC1, C2, C3qs. This finishes the proof of the lemma.

We can compile the conclusions of Lemma 4.1.2 and Lemma 4.1.3 into the following sum-

mary table, see Table 4.1.

So far, we discussed the properties of the elements of Repαpπ3,PSLp2,Rqq. Now, we address

the question of existence and uniqueness of such elements. If α1 ` α2 ` α3 ą 4π, then

there exists a unique clockwise oriented triangle ∆α in H, up to orientation-preserving

isometries, with interior angles π ´ αi{2. The composition of the reflections through the
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4. Action-angle coordinates for Deroin–Tholozan representations

angles volume relative Euler class
configuration

of ∆pC1, C2, C3q

ř

αi P t2π, 4πu 0
k “ 1 if

ř

αi “ 2π,
k “ 2 if

ř

αi “ 4π
C1 “ C2 “ C3

ř

αi ą 4π 4π ´
ř

αi k “ 2
clockwise oriented,

interior angles π ´ αi{2
ř

αi ă 2π 2π ´
ř

αi k “ 1
anti-clockwise oriented,

interior angles αi{2

Table 4.1.: Summary of the different configurations of fixed points in the case n “ 3.

sides of ∆α, as in the proof of Lemma 4.1.2, defines an element of Repαpπ3,PSLp2,Rqq.
This element is unique because ∆α is unique up to isometry. If α1 ` α2 ` α3 “ 4π, then

∆α is degenerate to a point. The rotations of angle αi around that point define an element

of Repαpπ3,PSLp2,Rqq. This element is unique because G acts transitively on the upper

half-plane. The case α1 ` α2 ` α3 ď 2π is similar. In conclusion, we obtain

Lemma 4.1.4. If α1`α2`α3 P p0, 2πsYr4π, 6πq, then Repαpπ3,PSLp2,Rqq is a singleton

and ChTriα consists of only the isometry class of ∆α. If α1 ` α2 ` α3 P p2π, 4πq, then

Repαpπ3,PSLp2,Rqq and ChTriα are empty.

4.1.2. The general case

Let us first prove that the chain of triangles associated to a Deroin–Tholozan representation

has the geometric properties stated in Lemma 4.1.1. The curves b1, . . . , bn´3 illustrated

in Figure 4.1 define a pants decomposition of Σn into n ´ 2 pair of pants P0, . . . , Pn´3.

The pair of pants Pi has boundary curves b´1
i , ci`2 and bi`1 (with the convention that

b0 “ c´1
1 and bn´2 “ cn). Let rφs P RepDT

α . The conjugacy class rφæPis of the restriction

of φ to Pi lies in the relative character variety Rep$ipPi, Gq where $i is the vector of

angles p2π ´ βipφq, αi`2, βi`1pφqq. Indeed, the functions βi, introduced in (4.1.1), measure

the angle of rotation of the evaluation on the curve bi. Deroin–Tholozan observed in

[DT19] that the relative Euler classes of all the φæPi are automatically maximal. The

argument is simple. Since the volume of a representation is additive, it holds that volpφq “

volpφæP0
q ` . . .` volpφæPn´3

q or equivalently

2πpn´ 1q ´
n
ÿ

i“1

αi “
n´3
ÿ

i“0

`

2πkpφæPiq ´ p2π ´ βipφq ` αi`2 ` βi`1pφqq
˘

(4.1.6)

“ 2π
n´3
ÿ

i“0

kpφæPiq ´ 2πpn´ 3q ´
n
ÿ

i“1

αi.
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4.1. A polygonal model

So, we conclude kpφæP0
q ` . . .` kpφæPn´3

q “ 2pn´ 2q. Table 4.1 says that kpφæPiq P t1, 2u

for every i. Therefore, it must hold kpφæPiq “ 2 for every i “ 0, . . . , n´ 3 and the relative

Euler class of each φæPi is indeed maximal.

We can apply the case distinction of Table 4.1 to the triangles ∆0, . . . ,∆n´3 built from

Pprφsq. Let ∆i be any of these triangles. For kpφæPiq “ 2, we have 2π ´ βipφq ` αi`2 `

βi`1pφq ě 4π or equivalently

αi`2 ` βi`1pφq ´ βipφq ě 2π.

If αi`2 ` βi`1pφq ´ βipφq ą 2π, then ∆i is a non-degenerate, clockwise oriented, triangle

with interior angles βipφq{2, π´αi`1{2 and π´ βi`1pφq{2, such as stated in Lemma 4.1.1.

If αi`2 ` βi`1pφq ´ βipφq “ 2π, then ∆i is degenerate to a point. In both cases,

volpφæPiq “ ´2r∆is “ ´pαi`2 ` βi`1pφq ´ βipφq ´ 2πq.

Observe that, thanks to the clockwise orientation of ∆i, its area is always nonnegative.

Table 4.2 summarizes the above discussion.

angles volpφæPiq
configuration of

∆i “ ∆pBi, Ci`2, Bi`1q

αi`2 ` βi`1 ´ βi ą 2π ´pαi`2 ` βi`1 ´ βi ´ 2πq
clockwise oriented,

interior angles βi{2,

π ´ αi`1{2 and π ´ βi`1{2

αi`2 ` βi`1 ´ βi “ 2π 0
degenerate,

Bi “ Ci`2 “ Bi`1.

Table 4.2.: The two different natures of rφæPis.

It turns out that Lemma 4.1.1 completely determines ChTriα in the case the triangles are

non-degenerate. This allows for a purely geometric description of the subset ChTriα of the

moduli space of point configurations in H. This is the purpose of Lemma 4.1.5. In the

case none of the triangles are degenerate, there is a cleaner formulation of the sufficient

conditions for a chain of triangles to lie in ChTriα. We state it as Corollary 4.1.6.

Lemma 4.1.5. Let pC1, . . . , Cn, B1, . . . , Bn´3q be a configuration of points in the upper

half-plane and let p∆0, . . . ,∆n´3q be the chain of triangles defined by ∆i “ ∆pBi, Ci`2, Bi`1q,

with the usual convention that B0 “ C1 and Bn´2 “ Cn. Further, for i “ 0, . . . , n´ 4, let

βi`1 :“
i
ÿ

j“0

2r∆js ´

i`2
ÿ

j“1

αj ` 2pi` 2qπ.
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4. Action-angle coordinates for Deroin–Tholozan representations

The isometry class of pC1, . . . , Cn, B1, . . . , Bn´3q lies in ChTriα if and only if the following

conditions on ∆0, . . . ,∆n´3 are fulfilled.

1. If r∆is ą 0, then ∆i is clockwise oriented and has interior angle βi{2 at Bi, π´αi`2{2

at Ci`2 and π´βi`1{2 at Bi`1. Moreover, if i “ 0, then ∆0 has interior angle π´α1{2

at C1 and if i “ n´ 3, then ∆n´3 has interior angle π ´ αn{2 at Cn.

2. If r∆is “ 0, then Bi “ Ci`2 “ Bi`1.

Proof. The forward implication follows from the discussion that lead to Table 4.2. To prove

the backward implication, start with a configuration of points pC1, . . . , Cn, B1, . . . , Bn´3q

in the upper half-plane that satisfy the properties (1) and (2). We construct a Deroin–

Tholozan representation rφs such that Pprφsq is the isometry class of pC1, . . . , Cn, B1, . . . , Bn´3q.

Define φpciq to be the rotation of angle αi with fixed point Ci. We first claim that φ is a

representation πn into PSLp2,Rq, i.e. φpc1q ¨ . . . ¨φpcnq “ 1. Indeed, arguing as in the proof

of Lemma 4.1.2, we observe that φpc2q
´1φpc1q

´1 is a rotation of angle

2r∆0s ´ α1 ´ α2 ` 4π

around B1. This angle is by definition equal to β1. Similarly, φpcn´2q
´1 ¨ . . . ¨ φpc1q

´1 is a

rotation of angle

2r∆n´4s ´ αn´2 ´ p2π ´ βn´4q ` 4π

around Bn´3. Again, observe that this angle is by definition equal to βn´3. Moreover,

the same argument shows that φpcn´1qφpcnq is also a rotation of angle βn´3 around Bn´3.

Hence φpcn´2q
´1 ¨ . . . ¨ φpc1q

´1 “ φpcn´1qφpcnq. This proves that φ is a representation of

πn into G. It is immediate from the definition of φ that rφs P RepαpΣn, Gq. We now prove

that volpφq “ ´λ. In fact, using both the additivity of the volume and Lemma 4.1.3, we

obtain

volpφq “ ´2
n´3
ÿ

i“0

r∆is.

We express r∆n´3s in therms of the interior angles of ∆n´3:

´2r∆n´3s “ ´2π ` p2π ´ αnq ` p2π ´ αn´1q ` βn´3

“ 2π ´ αn ´ αn´1 ` βn´3.

By definition of βn´3 it holds

´2
n´4
ÿ

i“0

r∆is “ ´βn´3 ´

n´2
ÿ

i“1

αi ` 2pn´ 2qπ.
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4.1. A polygonal model

We conclude that volpφq “ 2πpn ´ 1q ´
řn
i“1 αi “ ´λ and thus rφs P RepDT

α . By con-

struction, the chain of triangles built from Pprφsq is p∆0, . . . ,∆n´3q. We conclude that the

isometry class of pC1, . . . , Cn, B1, . . . , Bn´3q lies in ChTriα as desired.

If all the triangles are non-degenerate, then Lemma 4.1.5 admits a cleaner formulation

which we state as a corollary.

Corollary 4.1.6. Let pC1, . . . , Cn, B1, . . . , Bn´3q be a configuration of points in the upper

half-plane and let p∆0, . . . ,∆n´3q be the chain of triangles it defines. Assume that none of

the triangles ∆i are degenerate. The isometry class of pC1, . . . , Cn, B1, . . . , Bn´3q lies in

ChTriα if and only if the following conditions on ∆0, . . . ,∆n´3 are fulfilled.

1. The triangle ∆i is clockwise oriented and has interior angle π ´ αi`2{2 at Ci`2.

Moreover, if i “ 0, then ∆0 has interior angle π ´ α1{2 at C1 and if i “ n´ 3, then

∆n´3 has interior angle π ´ αn{2 at Cn.

2. The interior angles of ∆i and ∆i`1 at their common vertex Bi`1 are supplementary.

The conditions of Corollary 4.1.6 are illustrated on Figure 4.4.

C2
‚

C1

‚ B1

‚

‚
C3

B2

‚

B3

‚

C4
‚

C5
‚

C6‚π ´ α1{2

π ´ α2{2

π ´ β1{2

β1{2

π ´ α3{2

π ´ β2{2 β2{2

π ´ α4{2

π ´ β3{2

β2{2

π ´ α4{2

π ´ α5{2

Figure 4.4.: Example of a configuration of points whose isometry class lies in ChTriα in the
case n “ 6.

4.1.3. The torus action revisited

We explained how to use Proposition 3.1.10 to associate to a maximal collection of simple

closed curves on Σn a maximal torus action on the Deroin–Tholozan relative character

variety. In this section we first fix a parametrization of the maximal torus action asso-

ciated to the curves b1, . . . , bn´3 we intend to work with. We should emphasize that our

choice of parametrization is different from that of Deroin–Tholozan in [DT19]. Deroin–

Tholozan work with the torus action given by the Hamiltonian flows of the functions
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4. Action-angle coordinates for Deroin–Tholozan representations

β1, . . . , βn´3 : RepDT
α Ñ p0, 2πq defined in (4.1.1). We choose to consider the Hamiltonian

flows of the functions 1{2pβi`1 ´ βiq instead. They define an effective action

Tn´3 :“ pR{2πZqn´3 ýRepDT
α . (4.1.7)

The reason for considering 1{2pβi`1´βiq instead of βi is that the expression 1{2pβi`1´βiq

is up to constant equal to the area of the triangle ∆i, see Table 4.2.

Following [Gol86] we can write down explicitly how the Hamiltonian flows of the functions

1{2pβi`1 ´ βiq act on representations. For θ “ pθ1, . . . , θn´3q P Tn´3 we introduce the

notation

θi :“ θi ´ θi´1, i “ 1, . . . , n´ 3,

where it is understood that θ0 “ 0. The unique elliptic element of PSLp2,Rq that fixes

z P H with angle of rotation ϑ P p0, 2πq is denoted

rotϑpzq.

Let rφs P RepDT
α and let Bi P H be the fixed point of φpbiq, with the convention that

Bn´2 “ Cn is the fixed point of φpcnq. Under the action (4.1.7) the image of θ P Tn´3

acting on rφs P RepDT
α is the conjugacy class of the representation θ ¨ φ given by

pθ ¨ φqpciq “

˜

i´2
ź

j“1

rotθj pBjq

¸

¨ φpciq ¨

˜

i´2
ź

j“1

rotθj pBjq

¸´1

.

Or more explicitly

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

pθ ¨ φqpc1q “ φpc1q,

pθ ¨ φqpc2q “ φpc2q,

pθ ¨ φqpc3q “ rotθ1
pB1q ¨ φpc3q ¨ rotθ1

pB1q
´1,

pθ ¨ φqpc4q “ rotθ1
pB1q rotθ2

pB2q ¨ φpc4q ¨ rotθ2
pB2q

´1 rotθ1
pB1q

´1,

...

pθ ¨ φqpcn´1q “

´

śn´3
i“1 rotθipBiq

¯

¨ φpcn´1q ¨

´

śn´3
i“1 rotθipBiq

¯´1
,

pθ ¨ φqpcnq “
´

śn´3
i“1 rotθipBiq

¯

¨ φpcnq ¨
´

śn´3
i“1 rotθipBiq

¯´1
.

(4.1.8)

Observe that both φpcn´1q and φpcnq are conjugated by the same element because they

correspond to the same triangle in the chain built from Pprφsq. The reader is referred to
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4.1. A polygonal model

[Gol86] for explanations on how the explicit action (4.1.8) corresponds to the torus action

(4.1.7) given by the Hamiltonian flows of the functions 1{2pβi`1 ´ βiq.

The action (4.1.7) is a Hamiltonian torus action on RepDT
α equipped with the symplectic

form 1{λ ¨ ωG with moment map µ : RepDT
α Ñ Rn´3 defined by

µiprφsq :“
1

2λ
pαi`2 ` βi`1pφq ´ βipφq ´ 2πq. (4.1.9)

Recall that λ is the scaling factor introduced in Definition 3.1.4. Comparing Table 4.2 one

observes that

µiprφsq “
1

λ
r∆is.

The image of µ inside Rn´3 is the moment polytope for the action of Tn´3 on RepDT
α .

The area of the triangles in a chain corresponding to an element of RepDT
α are nonnegative

numbers that sum up to λ{2:

r∆is P r0, λ{2s Ă r0, πq, r∆0s ` . . .` r∆n´3s “ λ{2.

This is a consequence of the additivity of the volume and Lemma 4.1.3; the computation

is similar to (4.1.6). Hence

µi P r0, 1{2s, µ1 ` . . .` µn´3 ď 1{2. (4.1.10)

This shows that the moment polytope is the pn´ 3q-simplex in Rn´3 with side length 1{2.

If we compare Lemma 4.1.5 and the range of r∆is we deduce

βi P

«

2pi` 1qπ ´
i`1
ÿ

j“1

αj ,
n
ÿ

j“i`2

αj ´ 2πpn´ i´ 2q

ff

Ă p0, 2πq. (4.1.11)

Observe that the length of the range of the function βi is equal to λ and that the range of

the function βi`1 is obtained from that of βi by a translation of 2π ´ αi`2. The moment

polytope equations (4.1.10) translated in terms of βi read

$

’

&

’

%

β1 ě 4π ´ α1 ´ α2,

βi ´ βi`1 ď αi`2 ´ 2π, i “ 1, . . . , n´ 4

βn´3 ď αn´1 ` αn ´ 2π.

Lemma 4.1.7. The fibre of the moment map µ over a point of the moment polytope is an

embedded torus of dimension k P t0, . . . , n´ 3u in RepDT
α , where pn´ 3q ´ k is the number

of degenerate triangles in the chain associated to any element of the fibre.
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4. Action-angle coordinates for Deroin–Tholozan representations

Lemma 4.1.7 is a standard fact about symplectic toric manifolds. The toric fibres of

maximal dimension n ´ 3 form an open dense subset of RepDT
α . They are called regular

fibres of the moment map. Their union is the preimage under µ of the interior of the

moment polytope. We denote this subspace by

˚RepDT
α pπn,PSLp2,Rqq Ă RepDT

α pπn,PSLp2,Rqq.

We will abbreviate ˚RepDT
α :“ ˚RepDT

α pπn,PSLp2,Rqq. It is a full measure subset that consists

exactly of the points where Tn´3 acts freely.

The torus action (4.1.7) explicitly described by (4.1.8) may look, in the words of a retired

analyst, baroque. It can be easily visualized if we translate it to our polygon model. This

is yet another pleasant feature of the polygonal model for the Deroin–Tholozan relative

character variety. For this purpose, we declare the bijection P : RepDT
α Ñ ChTriα to be

equivariant and define therewith an action of Tn´3 on ChTriα. Let θ P Tn´3. We denote

the fixed points of pθ ¨ φqpciq and pθ ¨ φqpbiq by Cθi and Bθ
i , respectively. From (4.1.8), we

obtain that

Cθ1 “ C1, Cθ2 “ C2, Cθ3 “ rotθ1
pB1q ¨ C3, . . . , Cθn “

n´3
ź

i“1

rotθipBiq ¨ Cn, (4.1.12)

and

Bθ
1 “ B1, Bθ

2 “ rotθ1
pB1q ¨B2, . . . , Bθ

n´3 “

n´4
ź

i“1

rotθipBiq ¨Bn´3. (4.1.13)

This means that θ P Tn´3 acts on a chain of triangles in ChTriα by successive rotations of

the sub-chain of triangles ∆i, . . . ,∆n´3 by an angle θi around Bi, see Figure 4.5.

4.2. Complex projective coordinates

In this section, we construct an explicit equivariant symplectomorphism from RepDT
α to

CPn´3. It is based on the polygonal model developed in the previous section.

4.2.1. Definition of the map

Let rφs P RepDT
α . We associate to rφs a collection of parameters defined using the chain

of triangles ∆0, . . . ,∆n´3 built from Pprφsq P ChTriα. The first collection of parameters
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4.2. Complex projective coordinates

C2
‚

C1

‚ B1

‚

‚
C3

B2

‚

C5

‚

C4
‚

C2
‚

C1

‚ B1

‚

‚

‚

‚

‚

θ1

C2 “ Cθ2
‚

C1 “ Cθ1

‚ B1 “ Bθ
1

‚

Cθ3
‚

Bθ
2‚

Cθ4‚

Cθ5

‚

θ2

Figure 4.5.: The action of θ “ pθ1, θ2q P T2 in the case n “ 5. The initial configuration
is drawn on top. The intermediate configuration is obtained after rotating
the triangles ∆1 and ∆2 together by an angle θ1 around B1. The triangle ∆0

is not moved during this step. The final configuration is obtained from the
intermediate configuration after rotating the triangle ∆2 by an angle θ2 around
B2. The triangles ∆0 and ∆1 are not moved during this step.
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4. Action-angle coordinates for Deroin–Tholozan representations

a0, . . . , an´3 : RepDT
α Ñ r0,8q are called area parameters and are defined to be twice the

area of the triangle ∆i:

aiprφsq :“ 2r∆is, i “ 0, . . . , n´ 3.

Lemma 4.1.1 implies that

aiprφsq “ αi`2 ` βi`1prφsq ´ βiprφsq ´ 2π ě 0. (4.2.1)

Each area parameter takes value in r0, λs and their sum is constant and equal to the scaling

factor λ ą 0. This was already observed earlier when we computed the moment polytope

for the moment map (4.1.9). In particular, at least one area parameter is nonzero. Since

the functions βi are analytic functions of RepDT
α , the area parameters are analytic functions

as well. Observe that, because of (4.1.9), it holds that

aiprφsq “ 2λ ¨ µiprφsq. (4.2.2)

The second set of parameters σ1, . . . , σn´3 : RepDT
α Ñ R{2πZ are called angle parameters.

Their definiton is more subtle as one needs to consider the case where some triangles of the

chain are degenerate to a point. First, assume that aiprφsq ‰ 0 for every i “ 0, . . . , n ´ 3

or equivalently that rφs lies in a regular fibre of the moment map. This ensures that the

fixed points Bipφq, Ci`1pφq, Ci`2pφq, abbreviated Bi, Ci`1, Ci`2 below, are distinct points

for every i. In this case, we define, for i “ 1, . . . , n ´ 3, the angle γiprφsq P R{2πZ to be

the oriented angle between the geodesic rays
ÝÝÝÝÑ
BiCi`2 and

ÝÝÝÝÑ
BiCi`1 (see Figure 4.6):

γiprφsq :“ =p
ÝÝÝÝÑ
BiCi`2,

ÝÝÝÝÑ
BiCi`1q.

In less rigorous words, γi is the angle between the triangle ∆i`1 and the triangle ∆i. In

the case that some of the area parameters vanish, we define γiprφsq P R{2πZ to be

γiprφsq :“

$

’

&

’

%

0, if ajprφsq “ 0,@j ă i,

π ´ αi`2{2, if aiprφsq “ 0 and Dj ă i, ajprφsq ą 0,

=p
ÝÝÝÝÑ
BiCi`2,

ÝÝÝÝÝÝÝÑ
BiCmpiq`2q, if aiprφsq ą 0 and Dj ă i, ajprφsq ą 0,

where mpiq is the largest index smaller than i such that ampiqprφsq ą 0, see Figure 4.6.

Whenever rφs lies in a regular fibre of the moment map, then mpiq “ i ´ 1 for every i,

showing that the definition of γi is consistent. Note that the parameters γiprφsq are well-

defined in the sense that if aiprφsq ą 0 then Bi ‰ Ci`2 and Bi ‰ Cmpiq`2. We finally define
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4.2. Complex projective coordinates

the angle parameters σiprφsq P R{2πZ for i “ 1, . . . , n´ 3 by

σiprφsq :“
i
ÿ

j“1

γjprφsq.

Below, we will refer to both sets of parameters tγ1, . . . , γn´3u and tσ1, . . . , σn´3u as angle

parameters, without distinction. The angle parameters γi and σi are analytic functions on
˚RepDT
α and may have points of discontinuity on the complement of ˚RepDT

α .

C2
‚

C1

‚
B1

‚

‚
C3

B2

‚

C5

‚

C4
‚γ1 γ2

a0

a1 a2

C2
‚

C1

‚ B1 “ C3 “ B2

‚

C5

‚

C4
‚γ2

a0 a2

a1 “ 0
γ1 “ π ´ α3{2

Figure 4.6.: The angles γi for two configurations of fixed points in the case n “ 5. The left
picture corresponds to a representation in a regular fiber of the moment map.
The right picture corresponds to a representation for which a1 vanishes.

Area and angle parameters completely characterize Deroin–Tholozan representations. To

see this, we introduce the map

C : RepDT
α Ñ CPn´3

rφs ÞÑ
”

a

a0prφsq :
a

a1prφsqe
iσ1prφsq : . . . :

a

an´3prφsqe
iσn´3prφsq

ı

. (4.2.3)

Recall that the area parameters are nonnegative and cannot vanish all at once. Moreover,

recall that both the area and angle parameters are geometric invariants of Pprφsq P ChTriα.

We thus see that the map C : RepDT
α Ñ CPn´3 is well-defined.

Recall that the Deroin–Tholozan relative character variety has the structure of a symplectic

toric manifold with symplectic form 1{λ ¨ωG and the torus action (4.1.7). We equip CPn´3

with the Fubini-Study symplectic form ωFS of volume πn´3{pn ´ 3q!, see e.g. [CdS01] for

more details on the symplectic nature of the complex projective space. We further equip

CPn´3 with the Tn´3-action defined in homogeneous coordinates by

θ ¨ rz0 : z1 : . . . : zn´3s :“ rz0 : e´θ1z1 : . . . : e´θn´3zn´3s, θ P Tn´3. (4.2.4)
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4. Action-angle coordinates for Deroin–Tholozan representations

This action is a maximal effective Hamiltonian torus action with moment map

νprz0 : z1 : . . . : zn´3sq :“

ˆ

|z1|
2

2|z|
, . . . ,

|zn´3|
2

2|z|

˙

P Rn´3, (4.2.5)

where |z|2 :“ |z0|
2` |z1|

2` . . .` |zn´3|
2. Now that all the notation as been introduced, we

can re-state Theorem B in a more formal fashion.

Theorem 4.2.1 (Theorem B). The map C : RepDT
α Ñ CPn´3 defined in (4.2.3) is an

isomorphism of symplectic toric manifolds. In other words, C is an equivariant diffeomor-

phism such that

µ “ ν ˝ C and C˚ωFS “ 1{λ ¨ ωG .

The proof of Theorem 4.2.1 is unfolded, step by step, below. The main difficulty in the

proof is showing that the map C is differentiable at the points in the irregular fibres of the

moment map – that is, on the complement of ˚RepDT
α . On these fibres the area parameters

can vanish causing the angles parameters γi to be discontinuous.

A direct consequence of Theorem 4.2.1, already pointed out in [DT19], says that the

symplectic volume of the Deroin–Tholozan relative character variety is equal to

pλπqn´3

pn´ 3q!
.

4.2.2. A Wolpert-type formula

Theorem 4.2.1 implies Theorem A which says that the coordinates

ta1, . . . , an´3, σ1, . . . , σn´3u

are action-angle coordinates for the Deroin–Tholozan relative character variety. In particu-

lar, as a corollary of Theorem 4.2.1, we prove that the coordinates are Darboux coordinates

for the Goldman symplectic form.

Corollary 4.2.2 (Theorem C). The restriction of the Goldman form on RepDT
α to ˚RepDT

α

can be written as

ωG “
1

2

n´3
ÿ

i“1

dai ^ dσi “
1

2

n´3
ÿ

i“1

dγi ^ dβi.
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4.3. Proof of Theorem B

Proof. At any point rz0 : z1 : . . . : zn´3s P CPn´3 for which zi ‰ 0 for all i “ 0, . . . , n ´ 3,

the Fubini-Study form can be written as

ωFS “
n´3
ÿ

i“1

dνi ^ dθi,

where pν1, . . . , νn´3q are the components of the moment map (4.2.5) and θi is the complex

argument of zi (defined up to a constant). The coordinates tν1, . . . , νn´3, θ1, . . . , θn´3u are

action-angle coordinates for the integrable dynamics on CPn´3 defined by (4.2.4). Theorem

4.2.1 says that ωG “ λ ¨ C˚ωFS . It also implies C˚dνi “ dµi “ dai{p2λq (where we used

(4.2.2)) and C˚dθi “ dσi. Hence, on ˚RepDT
α , it holds that

ωG “ λ ¨ C˚ωFS “ λ
n´3
ÿ

i“1

C˚dνi ^ C˚dθi “
1

2

n´3
ÿ

i“1

dai ^ dσi.

Using dai “ dβi`1 ´ dβi, with dβ0 “ dβn´2 “ 0, and dσi`1 ´ dσi “ dγi`1, it follows that

n´3
ÿ

i“1

dai ^ dσi “
n´3
ÿ

i“1

dγi ^ dβi.

Corollary 4.2.2 implies that, even if the definition of the coordinates ta1, . . . , an´3, σ1, . . . , σn´3u

depends on the choice of a pants decomposition of Σn, the 2-form
řn´3
i“1 da1^dσi does not.

This is because the Goldman symplectic form on the Deroin–Tholozan relative character

variety is defined without any reference to a pants decomposition.

4.3. Proof of Theorem B

In this section we prove Theorem 4.2.1, i.e. we show that the map C : RepDT
α Ñ CPn´3

defined in (4.2.3) is an equivariant symplectomorphism.

4.3.1. Homeomorphism property

We start by proving

Proposition 4.3.1. The map C : RepDT
α Ñ CPn´3 is a homeomorphism.

To prove Proposition 4.3.1, we show that C is a continuous bijection. This is done in

Lemmata 4.3.2, 4.3.3 and 4.3.4 below. Since RepDT
α is compact by Theorem 3.1.6 and

CPn´3 is a Hausdorff space, it follows that C is a homeomorphism.
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4. Action-angle coordinates for Deroin–Tholozan representations

Lemma 4.3.2. The map C : RepDT
α Ñ CPn´3 is surjective.

Proof. Let rz0 : . . . : zn´3s P CPn´3. We may assume that |z0|
2` . . .`|zn´3|

2 “ λ and that

the first nonzero zi is a positive real number. The goal is to build a representation φ : πn Ñ

PSLp2,Rq such that rφs P RepDT
α and Cprφsq “ rz0 : . . . : zn´3s. To do so, we build a chain

of triangles satisfying the properties of Lemma 4.1.5 such that the corresponding Deroin–

Tholozan representation has the desired image under C. The triangles are constructed in

n´ 2 steps starting with ∆0.

0. Step 0. Let C1 be any point in H. If z0 “ 0, then we let C2 :“ B1 :“ C1. Now,

assume z0 ‰ 0. By assumption, z0 is a positive real number. First, observe that

|z0|
2{2 “ z2

0{2 ď λ{2 ă π. Further, let β1 :“ z2
0 ´ α1 ´ α2 ` 4π. Note that, since

4π ą α1`α2 and λ´α1´α2 ă ´2π, it holds β1 P p0, 2πq. In particular, there exists

a clockwise oriented hyperbolic triangle ∆0 “ ∆pC1, B1, C2q such that

• ∆0 has area z2
0{2,

• ∆0 has interior angles π ´ α1{2 at C1 and π ´ α2{2 at C2.

The triangle ∆0 is not uniquely determined as it can be arbitrarily rotated around

C1. We fix one such triangle ∆0. By construction, ∆0 has interior angle π ´ β1{2 at

B1.

1. Step 1. If z1 “ 0, then we let C3 “ B2 “ B1. Now, assume z1 ‰ 0. Again,

observe that |z1|
2{2 ď λ{2 ă π and β2 :“ |z1|

2 ´ α3 ` β1 ` 2π P p0, 2πq, because

´α3`β1` 2π ě 6π´α1´α2´α3 ą 0 and λ´α1´α2´α3 ă ´4π. So, there exists

a clockwise oriented hyperbolic triangle ∆1 “ ∆pB1, C3, B2q such that

• ∆1 has area |z1|
2{2,

• ∆1 has interior angles π ´ α3{2 at C3 and β1{2 at B1.

If z0 “ 0, then as before ∆1 can be arbitrarily rotated around B1. If z0 ‰ 0, then ∆1

is uniquely determined if we further impose

• the angle =p
ÝÝÝÑ
B1C3,

ÝÝÝÑ
B1C2q is equal to the complex argument of z1.

If ∆1 is non-degenerate, then by construction it has interior angle π ´ β2{2 at B2.

2. Step 2. If z2 “ 0, then we let C4 “ B3 “ B2. Now, assume z2 ‰ 0. It holds

|z2|
2{2 ď λ{2 ă π and β3 :“ |z2|

2 ´ α4 ` β2 ` 2π P p0, 2πq. There exists a clockwise

oriented hyperbolic triangle ∆2 “ ∆pB2, C4, B3q such that

• ∆2 has area |z2|
2{2,
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4.3. Proof of Theorem B

• ∆2 has interior angles π ´ α4{2 at C4 and β2{2 at B2.

If z0 “ 0 and z1 “ 0, then ∆2 can be arbitrarily rotated around B2. If z0 ‰ 0 and

z1 “ 0, then ∆2 is uniquely determined if we impose

• the angle =p
ÝÝÝÑ
B2C4,

ÝÝÝÑ
B2C2q is equal to the complex argument of z2.

If z1 ‰ 0, then ∆2 is uniquely determined if we impose

• the angle =p
ÝÝÝÑ
B2C4,

ÝÝÝÑ
B2C3q is equal to the complex argument of z2 minus the

complex argument of z1.

If ∆2 is non-degenerate, then by construction it has interior angle π ´ β3{2 at B3.

This process can be repeated n´ 5 times until the point Cn “ Bn´2 has been constructed.

The last triangle in the chain, namely ∆n´3 “ ∆pBn´3, Cn´1, Cnq, has area |zn´3|
2{2 and

interior angles π ´ αn´1{2 at Cn´1 and βn´3{2 at Bn´3, assuming zn´3 ‰ 0. Since

|zn´3|
2 “ λ´ |z0|

2 ´ . . .´ |zn´4|
2 “ αn ` αn´1 ´ βn´3 ´ 2π,

it follows that the interior angle of ∆n´3 at Cn is π ´ αn{2. Therefore, the configuration

of points pC1, . . . , Cn, B1, . . . , Bn´3q we just built satisfies the properties of Lemma 4.1.5.

Its preimage under P is the conjugacy class of a Deroin–Tholozan representation rφs. It

follows from the construction that Cprφsq “ rz0 : . . . : zn´3s.

Lemma 4.3.3. The map C : RepDT
α Ñ CPn´3 is injective.

Proof. Let rφs and rφ1s be two elements of RepDT
α such that Cprφsq “ Cprφ1sq. We want to

prove that rφs “ rφ1s. To achieve this, it is sufficient to check that the chain of triangles

built from Pprφsq and Pprφ1sq are isometric because P is injective.

Let ai “ αi`2 ` βi`1 ´ βi ´ 2π and a1i “ αi`2 ` β1i`1 ´ β1i ´ 2π be the area parameters

associated to rφs and rφ1s, respectively. Similarly, let γi, σi and γ1i, σ
1
i be their respective

angle parameters. Recall that a0` . . .`an´3 “ a10` . . .`a
1
n´3 “ λ. By definition of C (see

(4.2.3)), since we assume Cprφsq “ Cprφ1sq, it follows that ai “ a1i for every i “ 0, . . . , n´ 3.

Moreover, it also implies σi “ σ1i ` σ for every i “ 1, . . . , n´ 3, where σ is some constant.

Note that, if a0 “ a10 ą 0, then σ “ 0.

From ai “ a1i, it follows βi “ β1i for every i. Thus, by Lemma 4.1.1, the oriented triangles

∆i and ∆1
i inside H have the same interior angles and are therefore isometric for every i.

To conclude that the two chains are isometric, it suffices to check that the angles between

consecutive non-degenerate triangles in each chain are equal. Since σi “ σ1i ` σ, we have

γ1 “ γ11 ` σ and γi “ γ1i for every i ě 2. Since σ “ 0 whenever a0 “ a10 ą 0, this shows
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4. Action-angle coordinates for Deroin–Tholozan representations

that the angles between the corresponding pairs of consecutive non-degenerate triangles in

each chain are equal. We conclude that Pprφsq “ Pprφ1sq and thus rφs “ rφ1s.

Lemma 4.3.4. The map C : RepDT
α Ñ CPn´3 is continuous.

Proof. The continuity of C is immediate at any point in a regular fibre of the moment map.

The task is more subtle when some area parameters vanish because of the discontinuity of

the angle parameters γi.

Let rφ0s P RepDT
α . We prove that C is continuous at rφ0s. Let i ě 0 be the smallest

index such that aiprφ0sq ą 0. We work in the chart tzi ‰ 0u of CPn´3. Continuity

is guaranteed for every index j such that ajprφ0sq “ 0. It thus suffices to prove that

σjprφsq ´ σiprφsq is continuous around rφ0s for every index j ą i such that ajprφsq ą 0.

Let i “ i1 ă i2 ă . . . ă id denote the indices such that ailprφsq ą 0. Because of telescopic

cancellations, it is sufficient to prove that σil`1
prφsq´σilprφsq is continuous around rφ0s for

every l “ 1, . . . , d´ 1.

We treat the case l “ 1. Let i “ i1 ă i2 “ j. We first consider the case j ´ i “ 1 first. In

this case,

σjprφsq ´ σiprφsq “ γi`1prφsq.

Since ai`1prφ0sq ą 0 and aiprφ0sq ą 0 by assumption, the angle parameter γi`1prφsq is a

continuous function around rφ0s.

Now, we consider the general case j´ i ě 2. Recall that it corresponds the situation where

aiprφ0sq ą 0, ajprφ0sq ą 0 and alprφ0sq “ 0 for all i ă l ă j. For clarity, we let rφks be a

sequence that converges to rφ0s. We will assume that a`prφksq ą 0 for every k and every

i ď ` ď j. The argument below can be adapted to the case where, for some i ă ` ă j,

a`prφksq “ 0 for infinitely many k. Since we assume ajprφksq ą 0 and aiprφksq ą 0, it holds

Bjpφkq ‰ Cj`2pφkq and Bi`1pφkq ‰ Ci`2pφkq. For k large enough, we may assume that

the geodesics
ÝÝÝÝÝÝÝÝÝÝÝÑ
BjpφkqCj`2pφkq and

ÝÝÝÝÝÝÝÝÝÝÝÝÝÑ
Bi`1pφkqCi`2pφkq intersect, because they do so at the

limit. Recall that, by definition, γj “ =
`ÝÝÝÝÝÑ
BjCj`2,

ÝÝÝÝÝÝÑ
Bi`1Ci`2

˘

(see Figure 4.6) and so

γjprφ0sq “ lim
kÑ8

=
`ÝÝÝÝÝÝÝÝÝÝÝÑ
BjpφkqCj`2pφkq,

ÝÝÝÝÝÝÝÝÝÝÝÝÝÑ
Bi`1pφkqCi`2pφkq

˘

. (4.3.1)

The angle =
`ÝÝÝÝÝÑ
BjCj`2,

ÝÝÝÝÝÝÑ
Bi`1Ci`2

˘

can be decomposed as follows:

=
`ÝÝÝÝÝÑ
BjCj`2,

ÝÝÝÝÝÑ
BjCj`1

˘

`=
`ÝÝÝÝÝÑ
BjCj`1,

ÝÝÝÝÝÝÑ
Bj´1Cj`1

˘

`=
`ÝÝÝÝÝÝÑ
Bj´1Cj`1,

ÝÝÝÝÝÑ
Bj´1Cj

˘

`. . .`=
`ÝÝÝÝÝÝÑ
Bi`1Ci`3,

ÝÝÝÝÝÝÑ
Bi`1Ci`2

˘

.

Using

=
`ÝÝÝÝÝÝÝÝÝÝÝÝÑ
BmpφkqCm`2pφkq,

ÝÝÝÝÝÝÝÝÝÝÝÝÑ
BmpφkqCm`1pφkq

˘

“ γmprφksq
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and

=
`ÝÝÝÝÝÝÝÝÝÝÝÝÑ
BmpφkqCm`1pφkq,

ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÑ
Bm´1pφkqCm`1pφkq

˘

“ π ´
αm`1

2
,

and recalling that

γmprφ0sq “ π ´
αm`2

2
, m “ i` 1, . . . , j ´ 1,

we conclude

=
`ÝÝÝÝÝÝÝÝÝÝÝÑ
BjpφkqCj`2pφkq,

ÝÝÝÝÝÝÝÝÝÝÝÝÝÑ
Bi`1pφkqCi`2pφkq

˘

“ σjprφksq ´ σiprφksq ´ γj´1prφ0sq ´ . . .´ γi`1prφ0sq.

Because of (5.2.3) we conclude that σjprφksq´σiprφksq converges to γjprφsq`. . .`γi`1prφ0sq “

σjprφ0sq ´ σiprφ0sq.

4.3.2. Equivariance property

We prove

Proposition 4.3.5. The map C : RepDT
α Ñ CPn´3 is equivariant with respect to the torus

actions (4.1.8) and (4.2.4). Moreover,

µ “ ν ˝ C,

where µ and ν are the moment maps defined in (4.1.9) and (4.2.5).

Proof. Both torus actions and both moment maps are continuous. The map C is continuous

by Lemma 4.3.4. It thus suffices to check the conclusion of the proposition on the dense

open subset given by the regular fibres of the moment map µ. Let rφs an element in a

regular fibre and let θ P Tn´3. The relations (4.1.12) and (4.1.13) (see also Figure 4.5)

show that, for any i “ 0, . . . , n´ 3 and j “ 1, . . . , n´ 3,

aipθ ¨ rφsq “ aiprφsq and γjpθ ¨ rφsq “ γjprφsq ´ θj .

Hence σjpθ ¨ rφsq “ σjprφsq ´ θj . This implies Cpθ ¨ rφsq “ θ ¨ Cprφsq. Observe further that,

for every i “ 1, . . . , n´ 3, it holds that

νi ˝ Cprφsq “
aiprφsq

2λ
“ µiprφsq,

where we used that the sum of the area parameters is equal to λ.
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4. Action-angle coordinates for Deroin–Tholozan representations

4.3.3. Differentiablity property

In this section, we prove that

Proposition 4.3.6. The map C : RepDT
α Ñ CPn´3 is continuously differentiable.

The map C restricted to ˚RepDT
α is analytic because both the area and angle parameters are

analytic functions of ˚RepDT
α . As mentioned earlier, two factors lead to complications when

trying to prove differentiability on the complement of ˚RepDT
α . The first one is the presence

of square roots on the area parameters. The second one is the discontinuity of the angle

parameters whenever triangles are degenerate.

The proof that C is a continuous function (Lemma 4.3.4) showed the importance of consid-

ering consecutive indices for which the corresponding area parameters vanish. This leads to

the notion of chain of degeneracy for rφs P RepDT
α by which we mean a maximal collection

of consecutive degenerate triangles in the chain built from Pprφsq. A chain of degeneracy

is said to be of type pj, kq if the maximal collection of consecutive degenerate triangles is

∆j , . . . ,∆j`k´1. The number k is the length of the chain. The maximality assumption

means that the triangles ∆j´1 and ∆j`k, if they exist, are non-degenerate.

To conclude the proof of Proposition 4.3.6 it remains to check that C is continuously

differentiable at every rφs with at least one chain of degeneracy. For simplicity, we only

cover the case where an´3prφsq ą 0. The case an´3prφsq “ 0 can be treated in similar

manner.

Let rφ0s P RepDT
α such that an´3prφ0sq ą 0. Assume that rφ0s has exactly d ě 1 chains of

degeneracy of types pj1, k1q, . . ., pjd, kdq with j1 ă . . . ă jd. This means that ajl`klprφ0sq ą

0 for every l “ 1, . . . , d (the case l “ d follows from the assumption an´3prφ0sq ą 0). This

implies that the angle parameters γi are analytic in a neighbourhood of rφ0s for every index

i in the complement of

tj1, . . . , j1 ` k1u Y . . .Y tjd, . . . , jd ` kdu.

More precautions must be taken to deal with the case where j1 “ 0, i.e. when a0prφ0sq “ 0.

To prove that C is continuously differentiable at rφ0s we claim that it is sufficient to prove

Lemma 4.3.7. The following functions are continuously differentiable in a neighbourhood

of rφ0s:

1. rφs ÞÑ exp
`

i ¨ pγj1prφsq ` . . .` γj1`k1prφsqq
˘

if j1 ‰ 0,

2. rφs ÞÑ exp
`

i ¨ pγjlprφsq ` . . .` γjl`klprφsqq
˘

for every l “ 2, . . . , d,
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3. rφs ÞÑ
a

aiprφsq exp
`

i ¨ p´γi`1prφsq´ . . .´γjl`klprφsqq
˘

for every i “ jl, . . . , jl`kl´1

and l “ 1, . . . , d.

We now explain how Proposition 4.3.6 follows from Lemma 4.3.7.

Proof of Proposition 4.3.6. We prove that C is continuously differentiable at rφ0s. First as-

sume j1 ‰ 0. The first two statements of Lemma 4.3.7, together with the observation made

just before stating Lemma 4.3.7, imply that exp
`

i ¨ σiprφsq
˘

is continuously differentiable

in a neighbourhood of rφ0s for every index i in the complement of

tj1, . . . , j1 ` k1 ´ 1u Y . . .Y tjd, . . . , jd ` kd ´ 1u.

These are precisely the indices i for which aiprφ0sq ą 0. Denote the collection of these

indices Ireg. If j1 “ 0, then we may only conclude that exp
`

i ¨ pσiprφsq ´ σj1`k1prφsq
˘

is

continuously differentiable in a neighbourhood of rφ0s for every index i in Ireg. So, in both

cases we know that

exp
`

i ¨ pσiprφsq ´ σj1`k1prφsq
˘

(4.3.2)

is continuously differentiable in a neighbourhood of rφ0s for every index i in Ireg.

Recall that if aiprφ0sq ą 0, then
a

aiprφsq is differentiable in a neighbourhood of rφ0s. We

decide to work in the chart tzj1`k1 ‰ 0u of CPn´3. So, proving that C is continuously

differentiable at rφ0s amounts to prove that all the functions

a

aiprφsq exp
`

i ¨ pσiprφsq ´ σj1`k1prφsq
˘

(4.3.3)

are continuously differentiable in a neighbourhood of rφ0s for every i ‰ j1 ` k1. This

is immediate for i P Ireg. For all the indices i such that aiprφ0sq “ 0, we proceed as

follows. Recall from (4.3.2) that the functions exp
`

i¨pσiprφsq´σj1`k1prφsq
˘

are continuously

differentiable for i “ jl ` kl with l “ 2, . . . , d. So, proving that the functions of the type

(4.3.3) are continuously differentiable for i R Ireg is equivalent to proving that all the

functions
a

aiprφsq exp
`

i ¨ pσiprφsq ´ σjl`klprφsq
˘

are differentiable in a neighbourhood of rφ0s for all i “ jl, . . . , jl`kl´1 and all l “ 1, . . . , d.

This is exactly the third statement of Lemma 4.3.7.

The rest of this section is devoted to prove Lemma 4.3.7. The idea is to express the area

and angle parameters as functions of the coordinates of the points Ci “ xCi ` i ¨ yCi and

Bi “ xBi ` i ¨ yBi . We start with the area parameters.
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4. Action-angle coordinates for Deroin–Tholozan representations

Lemma 4.3.8. Let rφs P RepDT
α . For any i “ 0, . . . , n´ 3, it holds

aiprφsq “ 4 arcsin

¨

˝

sin
`αi`2

2

˘

sin
´

βi
2

¯

2 sin
´

αi`2`2π´βi`1´βi
4

¯ ¨ y´1
Ci`2

y´1
Bi

`

pxCi`2 ´ xBiq
2 ` pyCi`2 ´ yBiq

2
˘

˛

‚,

where we abbreviated βi “ βiprφsq, βi`1 “ βi`1prφsq, Ci`2 “ Ci`2pφq and Bi “ Bipφq.

Proof. The formula is true if the triangle ∆i is degenerate because then Bi “ Ci`2. Recall

that the hyperbolic distance dpCi`2, Biq in the upper half-plane is given by

coshpdpCi`2, Biqq “ 1`
pxCi`2 ´ xBiq

2 ` pyCi`2 ´ yBiq
2

yCi`2yBi
. (4.3.4)

The hyperbolic law of cosines applied to the triangle ∆i “ ∆pBi, Ci`2, Bi`1q gives

cos

ˆ

π ´
βi`1

2

˙

“ ´ cos
´

π ´
αi`2

2

¯

cos

ˆ

βi
2

˙

`sin
´

π ´
αi`2

2

¯

sin

ˆ

βi
2

˙

coshpdpCi`2, Biqq.

For geometric reasons, it makes sense to keep using 2π ´ βi`1 and not simplify the cor-

responding trigonometric terms. Using the angle sum identity for the cosine, this can be

rewritten as

cos

ˆ

π ´
βi`1

2

˙

“ cos
´αi`2

2

¯

cos

ˆ

βi
2

˙

` sin
´αi`2

2

¯

sin

ˆ

βi
2

˙

coshpdpCi`2, Biqq

“ cos

ˆ

αi`2 ´ βi
2

˙

` sin
´αi`2

2

¯

sin

ˆ

βi
2

˙

pcoshpdpCi`2, Biqq ´ 1q.

(4.3.5)

We use the trigonometric identity cospxq`cospyq “ ´2 sinppx´yq{2q sinppx`yq{2q to write

cos

ˆ

2π ´ βi`1

2

˙

´cos

ˆ

αi`2 ´ βi
2

˙

“ ´2 sin

ˆ

2π ´ βi`1 ´ αi`2 ` βi
4

˙

sin

ˆ

2π ´ βi`1 ` αi`2 ´ βi
4

˙

.

Using (4.2.1) we obtain

cos

ˆ

2π ´ βi`1

2

˙

´ cos

ˆ

αi`2 ´ βi
2

˙

“ 2 sin

ˆ

aiprφsq

4

˙

sin

ˆ

αi`2 ` 2π ´ βi ´ βi`1

4

˙

.

(4.3.6)

The conclusion follows from (4.3.4), (4.3.5) and (4.3.6).

The formula of Lemma 4.3.8 for the area parameters is relevant for the following rea-

sons. Recall that the ranges of the functions βi over RepDT
α are compact subsets of p0, 2πq
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explicitly written down in (4.1.11). So, the range of the ratio

sin
`αi`2

2

˘

sin
´

βi
2

¯

2 sin
´

αi`2`2π´βi´βi`1

4

¯

over RepDT
α is a compact interval inside the positive real numbers. On the other hand, the

expression

y´1
Ci`2

y´1
Bi

`

pxCi`2 ´ xBiq
2 ` pyCi`2 ´ yBiq

2
˘

is zero whenever the triangle ∆i is degenerate. This means that the function

ai

y´1
Ci`2

y´1
Bi

`

pxCi`2 ´ xBiq
2 ` pyCi`2 ´ yBiq

2
˘

extends analytically to any rφ0s such that aiprφ0sq “ 0. Moreover, its value at rφ0s is the

positive number

2 sin
`αi`2

2

˘

sin
´

βiprφ0sq

2

¯

sin
´

βi`1prφ0sq

2

¯ ,

which remains uniformly bounded away from zero by the above remark for every such rφ0s.

We conclude that the function

d

ai

y´1
Ci`2

y´1
Bi

`

pxCi`2 ´ xBiq
2 ` pyCi`2 ´ yBiq

2
˘ (4.3.7)

also extends analytically to any rφ0s such that aiprφ0sq “ 0. We proved

Lemma 4.3.9. The function defined by (4.3.7) on the subspace of RepDT
α of all rφs for

which aiprφsq ą 0 extends analytically to RepDT
α .

We now proceed with a computation of the angle parameters. We start by introducing the

function Γ: Hr tiu Ñ R{2πZ defined as

Γpx` iyq :“

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

0, x “ 0 and y ą 1,

π, x “ 0 and y ă 1,

3π{2, x2 ` y2 “ 1 and x ą 0,

π{2, x2 ` y2 “ 1 and x ă 0,

π ´ arctan
´

2x
x2`y2´1

¯

, x2 ` y2 ă 1,

´ arctan
´

2x
x2`y2´1

¯

, x2 ` y2 ą 1.

The different domains involved in the definition of Γ are illustrated on Figure 4.7.
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Γpzq “ 3π
2

Γpzq “ π
2

Γpzq “ π

Γpzq “ 0Γpzq “ ´ arctan

ˆ

2x
x2`y2´1

˙

Γpzq “ π ´ arctan

ˆ

2x
x2`y2´1

˙

i

1´1 0

H

‚z

Γpzq

Figure 4.7.: Illustration of the different domains involved in the definition of the function
Γ and the value of Γ in each of these regions.

The function Γ has a geometric interpretation. It measures the oriented angle between the

vertical geodesic ray leaving from i and the geodesic ray leaving from i and going through

x` iy. This can easily be seen after noticing that the ratio

x2 ` y2 ´ 1

2x

is the point on the boundary of the upper half-plane which is the center of the semi-circle

supporting the geodesic through i and x` iy.

Lemma 4.3.10. The function Γ: Hr tiu Ñ R{2πZ is continuously differentiable.

Proof. We refer to Figure 4.7. The function Γ is continuously differentiable in the blue and

red regions. These regions are open subdomains of H. If one carefully studies the limit

behaviour of Γ at the boundary of the blue and red regions, one sees that Γ is a continuous

function. The partial derivatives inside the blue and red regions are

B

Bx

ˆ

´ arctan

ˆ

2x

x2 ` y2 ´ 1

˙˙

“
2px2 ´ y2 ` 1q

4x2 ` px2 ` y2 ´ 1q2

and
B

By

ˆ

´ arctan

ˆ

2x

x2 ` y2 ´ 1

˙˙

“
4xy

4x2 ` px2 ` y2 ´ 1q2
.

These partial derivatives extend continuously to Hrtiu. We conclude that Γ is continuously

differentiable.
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Lemma 4.3.11. It holds

exppi ¨ Γpx` iyqq “
x2 ` y2 ´ 1´ i ¨ 2x

a

4x2 ` px2 ` y2 ´ 1q2
.

Proof. We use the following identity:

ei¨arctanpxq “
1` ix
?
x2 ` 1

.

It implies

exppi ¨ Γpx` iyqq “

$

&

%

´ exp
´

i arctan
´

2x
x2`y2´1

¯¯

, x2 ` y2 ă 1,

exp
´

i arctan
´

2x
x2`y2´1

¯¯

, x2 ` y2 ą 1.

Observe that
d

4x2

px2 ` y2 ´ 1q2
` 1 “

a

4x2 ` px2 ` y2 ´ 1q2

|x2 ` y2 ´ 1|
.

Hence

exppi ¨ Γpx` iyqq “
x2 ` y2 ´ 1

a

4x2 ` px2 ` y2 ´ 1q2
´ i ¨

2x

x2 ` y2 ´ 1
¨

x2 ` y2 ´ 1
a

4x2 ` px2 ` y2 ´ 1q2

“
x2 ` y2 ´ 1´ i ¨ 2x

a

4x2 ` px2 ` y2 ´ 1q2
.

Let p “ xp` iyp be a point in H. We introduce the function Γp : Hr tpu Ñ R{2πZ defined

by

Γppzq :“ Γpy´1
p pz ´ xpqq.

Note that the function Γp is defined to be the composition of the function Γ with the

orientation-preserving isometry

˘y1{2
p

˜

y´1
p ´xpy

´1
p

0 1

¸

of the upper half-plane that sends p to i. This isometry sends vertical geodesics to vertical

geodesics. In other words, Γp measures the oriented angle between the vertical geodesic

ray leaving from p and the geodesic ray leaving from p and going through z. The analogue

of Lemma 4.3.11 for the function Γp reads

exppi ¨ Γppx` iyqq “
px´ xpq

2 ` y2 ´ y2
p ´ i ¨ 2yppx´ xpq

b

4px´ xpq2 ` ppx´ xpq2 ` y2 ´ y2
pq

2
. (4.3.8)
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Lemma 4.3.12. The function that maps a pair of distinct points pp, zq in HˆH to

exp
`

i ¨ pΓzppq ´ Γppzqq
˘

extends to a continuously differentiable function of HˆH.

Proof. Let p “ xp ` iyp and z “ xz ` iyz. We use (4.3.8) to compute, with the help of

Wolfram Mathematica1,

exp
`

i ¨ Γzppq
˘

exp
`

i ¨ Γppzq
˘ “

pxp ´ xzq
2 ` y2

p ´ y
2
z ´ i ¨ 2yzpxp ´ xzq

b

4pxp ´ xzq2 ` ppxp ´ xzq2 ` y2
p ´ y

2
zq

2
¨

b

4pxz ´ xpq2 ` ppxz ´ xpq2 ` y2
z ´ y

2
pq

2

pxz ´ xpq2 ` y2
z ´ y

2
p ´ i ¨ 2yppxz ´ xpq

“
pxp ´ xzq ´ i ¨ pyp ` yzq

pxp ´ xzq ` ipyp ` yzq
.

The last expression is a continuously differentiable function of HˆH.

The relation between the function Γ and the angle parameters is immediate. Let rφs P

RepDT
α be such that aiprφsq ą 0 and ai´1prφsq ą 0. Let `ipφq be the vertical geodesic ray

leaving from Bipφq. Using the definition of γi we obtain

γiprφsq “ =p
ÝÝÝÝÝÝÝÝÝÑ
BipφqCi`2pφq,

ÝÝÝÝÝÝÝÝÝÑ
BipφqCi`1pφqq

“ =p`ipφq,
ÝÝÝÝÝÝÝÝÝÑ
BipφqCi`1pφqq ´=p`ipφq,

ÝÝÝÝÝÝÝÝÝÑ
BipφqCi`2pφqq

“ ΓBipφqpCi`1pφqq ´ ΓBipφqpCi`2pφqq. (4.3.9)

The second conclusion of Corollary 4.1.6 says that

=p
ÝÝÝÝÝÝÝÝÝÑ
BipφqBi`1pφq,

ÝÝÝÝÝÝÝÝÝÑ
BipφqCi`2pφqq `=p

ÝÝÝÝÝÝÝÝÝÑ
BipφqCi`1pφq,

ÝÝÝÝÝÝÝÝÝÑ
BipφqBi´1pφqq “ βi{2` π ´ βi{2 “ π.

This implies

γiprφsq “ π ´=p
ÝÝÝÝÝÝÝÝÝÑ
BipφqBi´1pφq,

ÝÝÝÝÝÝÝÝÝÑ
BipφqBi`1pφqq

“ π ´
`

=p`ipφq,
ÝÝÝÝÝÝÝÝÝÑ
BipφqBi`1pφqq ´=p`ipφq,

ÝÝÝÝÝÝÝÝÝÑ
BipφqBi´1pφqq

˘

“ π ´
`

ΓBipφqpBi`1pφqq ´ ΓBipφqpBi´1pφqq
˘

. (4.3.10)

Lemma 4.3.13. Let j ă k and rφ0s P RepDT
α be such that aj´1prφ0sq ą 0, aj`kprφ0sq ą 0

and aiprφ0sq “ 0 for every l “ j, . . . , j ` k ´ 1. Then the function

exp
`

i ¨ pγjprφsq ` . . .` γj`kprφsq
˘

1version 12.2.0.0
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is continuously differentiable in a neighbourhood of rφ0s.

Proof. We know from the proof of Lemma 4.3.4 that the function is continuous. Using

(4.3.10) we write (dropping the dependence on φ)

γj ` . . .` γj`k “ pk ` 1qπ ´

j`k
ÿ

i“j

`

ΓBipBi`1q ´ ΓBipBi´1q
˘

“ pk ` 1qπ ` ΓBj pBj´1q ´ ΓBj`kpBj`k`1q ´

j`k´1
ÿ

i“j

`

ΓBipBi`1q ´ ΓBi`1pBiq
˘

.

In a neighbourhood of rφ0s we may assume that aj´1 and aj`k are nonzero, so that Bj ‰

Bj´1 and Bj`k ‰ Bj`k`1. This means that the functions ΓBj pBj´1q and ΓBj`kpBj`k`1q

are continuously differentiable around rφ0s. Lemma 4.3.12 implies that every summand

in the remaining sum extends to a continuously differentiable function around rφ0s. This

concludes the proof of the lemma.

The next step consists in expressing exp
`

i ¨ΓBi`1pCi`2q
˘

in terms of the coordinates of the

points Bi and Ci`1. We first need to compute the coordinates of the point Bi`1 in terms of

that of Bi and Ci`2. Recall that Bi`1 is the fixed point of φpci`2q
´1φpbiq. Using Lemma A.8

we can write down explicitly φpci`2q and φpbiq in terms of the coordinates of Ci`2 and Bi,

and the angles αi`2 and βi. We can then compute the product φpci`2q
´1φpbiq and deduce

the coordinates of Bi`1 using formula (A.1). With the help of Wolfram Mathematica, we

obtain

xBi`1 “
2
´

xCi`2
yBi cos

´

2π´βi
2

¯

sinp
αi`2

2 q`xBiyCi`2
cosp

αi`2
2 q sin

´

2π´βi
2

¯¯

`sin
´

2π´βi
2

¯

sinp
αi`2

2 qpx2
Bi
´x2

Ci`2
`y2

Bi
´y2

Ci`2
q

2
´

yBi cos
´

2π´βi
2

¯

sinp
αi`2

2 q`yCi`2
cosp

αi`2
2 q sin

´

2π´βi
2

¯

`sin
´

2π´βi
2

¯

sinp
αi`2

2 qpxBi´xCi`2
q

¯

and

xCi`2 ´ xBi`1 “
´ sin

´

2π´βi
2

¯´

2yCi`2
pxBi´xCi`2

q cosp
αi`2

2 q`sinp
αi`2

2 q
´

pxBi´xCi`2
q2`y2

Bi
´y2

Ci`2

¯¯

2
´

yBi cos
´

2π´βi
2

¯

sinp
αi`2

2 q`yCi`2
cosp

αi`2
2 q sin

´

2π´βi
2

¯

`sin
´

2π´βi
2

¯

sinp
αi`2

2 qpxBi´xCi`2
q

¯ .

We also have

y2
Ci`2

´ y2
Bi`1

“ y2
Ci`2

´
4y2
Bi
y2
Ci`2

´

´

´2yBiyCi`2
cos

´

2π´βi
2

¯

cosp
αi`2

2 q`sin
´

2π´βi
2

¯

sinp
αi`2

2 q
´

pxBi´xCi`2
q2`y2

Bi
`y2

Ci`2

¯¯2

4
´

yBi cos
´

2π´βi
2

¯

sinp
αi`2

2 q`yCi`2
cosp

αi`2
2 q sin

´

2π´βi
2

¯

`sin
´

2π´βi
2

¯

sinp
αi`2

2 qpxBi´xCi`2
q

¯2 .

We apply (4.3.8) to get

ei¨ΓBi`1
pCi`2q “

pxCi`2
´xBi`1

q2`y2
Ci`2

´y2
Bi`1

´i¨2yBi`1
pxCi`2

´xBi`1
q

c

´

pxBi´xCi`2
q2`pyBi´yCi`2

q2
¯´

pxBi´xCi`2
q2`pyBi`yCi`2

q2
¯

¨
yBi cos

´

2π´βi
2

¯

sinp
αi`2

2 q`yCi`1
cosp

αi`2
2 q sin

´

2π´βi
2

¯

`sin
´

2π´βi
2

¯

sinp
αi`2

2 qpxBi´xCi`2
q

´yCi`2
sin

´

2π´βi
2

¯ .
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The crucial observation is that the irregularity of the function exp
`

i ¨ ΓBi`1pCi`2q
˘

comes

from the presence of the term
a

pxBi ´ xCi`2q
2 ` pyBi ´ yCi`2q

2 in the denominator. If we

compare this observation with Lemma 4.3.9 we conclude

Lemma 4.3.14. The function

rφs ÞÑ
a

aiprφsq exp
`

i ¨ ΓBi`1pφqpCi`2qpφq
˘

is continuously differentiable on RepDT
α .

We are now ready to prove Lemma 4.3.7.

Proof of Lemma 4.3.7. The first and second assertions of Lemma 4.3.7 follow from Lemma

4.3.13. To prove the third assertion, first observe that (as in the proof of Lemma 4.3.13)

´γi`1prφsq ´ . . .´ γjl`klprφsq can be written as

´pjl ` kl ´ iqπ ´ ΓBi`1pBiq ` ΓBjl`kl pBjl`kl`1q `

jl`kl´1
ÿ

m“i`1

`

ΓBmpBm`1q ´ ΓBm`1pBmq
˘

.

The functions exp
`

i¨pΓBmpBm`1q´ΓBm`1pBmqq
˘

are continuously differentiable by Lemma

4.3.12. Since ajl`klprφ0sq ą 0 by hypothesis, the points Bjl`klpφq and Bjl`kl`1pφq are

distinct for rφs is a neighbourhood of rφ0s. Thus the function exp
`

i ¨ ΓBjl`kl pBjl`kl`1q
˘

is

continuously differentiable in the same neighbourhood of rφ0s. Now observe that

ΓBi`1pBiq “ ΓBi`1pCi`2q ` βi`1{2.

For the function βi`1 is analytic on RepDT
α , it is sufficient to prove that

?
ai exp

`

i ¨ ΓBi`1pCi`2q
˘

is continuously differentiable in a neighbourhood of rφ0s to conclude the third assertion of

Lemma 4.3.7. This is precisely the statement of Lemma 4.3.14.

This finishes the proof of Proposition 4.3.6.

4.3.4. Diffeomorphism property

We now prove

Proposition 4.3.15. The map C : RepDT
α Ñ CPn´3 is a diffeomorphism.
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Proof. Thanks to Proposition 4.3.1 and Proposition 4.3.6 we know that C is a continuously

differentiable bijection. To prove that C is a diffeomorphism it is thus sufficient to prove

that the differential of C is regular at every point.

Let rφ0s P RepDT
α and assume for simplicity that a0prφ0sq ą 0. We decide to work in the

chart tz0 ‰ 0u of CPn´3. In a slight abuse of notation, we write C “ pC1, . . . ,Cn´3q for the

map

rφs ÞÑ

˜

d

a1prφsq

a0prφsq
eiσ1prφsq, . . . ,

d

an´3prφsq

a0prφsq
eiσn´3prφsq

¸

P Cn´3

defined for every rφs P RepDT
α such that a0prφsq ą 0. We prove that pdCqrφ0s is surjective.

We distinguish two cases according to whether some area parameters of rφ0s vanish.

First assume that aiprφ0sq ą 0 for every i. We consider the decomposition of the tangent

space to CPn´3 at Cprφ0sq as the direct sum of the kernel of the differential of the moment

map ν defined in (4.2.5) and its complement V :

TCprφ0sqCP
n´3 “ Ker

`

pdνqCprφ0sq

˘

‘ V.

Both subspaces have dimension n ´ 3 because Cprφ0sq lies in a regular fibre of ν. Since

we are assuming aiprφ0sq ą 0 for every i, the exterior derivative of C at rφ0s is given in

components by

pdCiqrφ0s “ eiσiprφ0sq

˜

i ¨ pdσiqrφ0s

d

aiprφ0sq

a0prφ0sq
`
a0prφ0sqpdaiqrφ0s ´ aiprφ0sqpda0qrφ0s

2a0prφ0sq
a

aiprφ0sqa0prφ0sq

¸

.

(4.3.11)

Note that since the torus action on RepDT
α is by diffeomorphisms, we can neglect the term

eiσiprφ0sq appearing in (4.3.11). Said differently, dC is surjective at rφ0s if and only if it is

surjective at rφ10s, where rφ10s and rφ0s lie in the same fibre of the moment and σiprφ
1
0sq “ 0

for every i.

We consider a first family of smooth deformations of rφ0s along the orbits corresponding to

a fixed component of the torus action. Assume that we deform along the orbit correspond-

ing to the ith component of the torus. Along that deformation all the area parameters

aj are constant and the angle parameters σj are constant for j ‰ i. The image under

the differential of C of that deformation is generated by the complex direction of the ith

component of Cn´3 according to (4.3.11). Moreover, the images of each such deformation

lie in the kernel of pdνqCprφ0sq by Proposition 4.3.5. Comparing dimensions, we conclude

that the image of pdCqrφ0s contains the kernel of pdνqCprφ0sq.

Next we consider a second family of smooth deformations of rφ0s corresponding to the
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complement W of the kernel of the differential of the moment map µ defined in (4.1.9):

Trφ0sRepDT
α “ Ker

`

pdµqrφ0s

˘

‘W.

Proposition 4.3.5 says that µ “ ν˝C which implies pdCqrφ0spW q Ă V . Because both pdµqrφ0s

and pdνqCprφ0sq have maximal rank, we conclude that pdCqrφ0s maps W surjectively onto V .

This shows that the image of pdCqrφ0s contains V . We conclude that pdCqrφ0s is surjective.

Now, we deal with the case where aiprφ0sq “ 0 for some index i. The argument here relies

on the existence of a smooth deformation rφts of rφ0s such that aiprφtsq ą 0 for t ‰ 0.

The existence of such a deformation is a general property of symplectic toric manifolds

(recall that ai is a multiple of the ith component of the moment map µ). Let us abbreviate

aiptq :“ aiprφtsq. Note that, by assumption, aip0q “ a1ip0q “ 0. We can choose the

deformation rφts to ensure that a2i p0q ą 0. Proposition 4.3.6 implies that the function

rφs ÞÑ

d

a1prφsq

a0prφsq
eiσ1prφsq

is continuously differentiable. We claim that its derivative at rφ0s along the deformation

rφts is nonzero. This is the case because we assumed a2i p0q ą 0. This means that the image

of pdCiqrφ0s inside C has real dimension at least one. However, whenever aiprφ0sq “ 0, there

is an effective action of the ith component of the torus on Trφ0sRepDT
α . Since the torus

action is by diffeomorphisms and C is equivariant, we conclude that pdCiqrφ0s is surjective.

We can repeat this argument for every index i such that aiprφ0sq “ 0. Combined with

the previous case, this shows that pdCqrφ0s is surjective even when some area parameters

vanish.

4.3.5. Symplectomorphism property

Finally, we prove that

Proposition 4.3.16. The map C : RepDT
α Ñ CPn´3 is a symplectomorphism, i.e.

λ ¨ C˚ωFS “ ωG .

To prove Proposition 4.3.16, we need the following result about symplectic toric manifolds.

The result is folklore; a proof is included for completeness.

Lemma 4.3.17. Let M be a compact connected smooth manifold of dimension 2m. Assume

that M is equipped with an effective action of an m-dimensional torus. Let ω1 and ω2 be
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two symplectic forms on M for which the torus action is Hamiltonian with respect to the

same moment map µ : M Ñ Rm. Then ω1 “ ω2.

Proof. Let M̊ denote the preimage of the interior of the moment polytope. This is an open

and dense subset of M . It is thus sufficient to check that ω1 “ ω2 on M̊ . The Arnold–

Liouville Theorem states (see e.g. [CdS01]) the existence of angle coordinates pϕ1, . . . , ϕmq

and pψ1, . . . , ψmq defined on M̊ such that

ω1æM̊ “

m
ÿ

i“1

dµi ^ dϕi, ω2æM̊ “

m
ÿ

i“1

dµi ^ dψi,

where µ “ pµ1, . . . , µmq is the moment map.

We are assuming that the torus action onM is Hamiltonian with moment map µ for both ω1

and ω2. So, for any θ P Rm, if Θ denotes the vector field on M defined by the infinitesimal

action of θ, then ω1pΘ, ¨q “ dxµ, θy “ ω2pΘ, ¨q. By letting θ range over the standard basis

of Rm, we observe that dϕi “ dψi must hold for every i. Hence ω1æM̊ “ ω2æM̊ . This

concludes the proof of the lemma.

Proof of Proposition 4.3.16. We want to apply Lemma 4.3.17 for the torus action (4.1.7)

on RepDT
α . This action is Hamiltonian with respect to the symplectic form ωG and the

moment map µ defined in (4.1.9). Propostition 4.3.15 says that C is a diffeomorphism. So,

λ ¨ C˚ωFS is another symplectic form on RepDT
α . Proposition 4.3.5 implies that the torus

action (4.1.7) on RepDT
α is Hamiltonian with respect to the symplectic form λ ¨ C˚ωFS and

the moment map µ. Hence, by Lemma 4.3.17, λ ¨ C˚ωFS “ ωG .

Propositions 4.3.5 and 4.3.16 together prove Theorem 4.2.1.
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5. Dynamics on the Deroin-Tholozan

relative character variety

5.1. Preliminaries

The mapping class group action on the relative character variety Repαpπn,PSLp2,Rqq
restricts to an action on RepDT

α because the volume of a representation is ModpΣnq-invariant

by Lemma 2.6.7. Denote by νG the Goldman symplectic measure on RepDT
α normalized so

that νGpRepDT
α q “ 1.

5.1.1. Relation to symplectic geometry

To prove that the ModpΣnq-action on RepDT
α is ergodic we follow a method developed in

[GX11] and [MW16]. It relies essentially on the observation that a Dehn twist τa along a

non-trivial simple closed curve a on Σn is closely related to some Hamiltonian flow. This

crucial observation is explained in this section.

Recall that we introduced a function ϑ that maps smoothly elliptic elements in PSLp2,Rq
to their rotation angle in p0, 2πq. Proposition 3.1.10 says that for any non-trivial homotopy

class a P πn freely homotopic to a simple closed curve and any Deroin–Tholozan represen-

tation φ : πn Ñ PSLp2,Rq, the image φpaq is elliptic. Consider the following function

ϑa : RepDT
α ÝÑ p0, 2πq

rφs ÞÑ ϑpφpaqq. (5.1.1)

Let Φt
a : RepDT

α Ñ RepDT
α denote the Hamiltonian flow of ϑa at time t P R. The flow Φt

a is

called the twist flow of pϑ, aq, in tradition with [Gol84].

Recall that a P πn determines a unique (up to free homotopy) simple closed curve which

we also denote by a. Cutting Σn along a determines two surfaces S1 \a S2 “ Σn. The
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computations conducted in [DT19, Prop. 3.3] from the original definition of twist flows by

Goldman show that

Φϑaprφsq{2
a prφsq : ci ÞÑ

#

φpciq if ci P π1pS1q,

φpaqφpciqφpaq
´1 if ci P π1pS2q.

(5.1.2)

Goldman–Xia observed in [GX11] that the representation (5.1.2) corresponds precisely to

the representation obtained by letting the Dehn twist τa P ModpΣnq along the curve a

act on rφs. This is the crucial observation mentioned in introduction that connects the

symplectic geometry of RepDT
α to the action of ModpΣnq. Formally, the following holds.

Proposition 5.1.1. Let a P πn be a non-trivial homotopy class of loops freely homotopic

to a simple closed curve on Σn. Then

τarφs “ Φϑaprφsq{2
a prφsq, @rφs P RepDT

α .

Proposition 5.1.1 is used as such in [MW16, Prop. 6.5]. The analogue of Proposition 5.1.1

for SUp2q-character varieties can be found in [GX11, Prop. 5.1].

5.1.2. Ergodic actions

A measure preserving action of a group G on a probability measure space pX,µq is ergodic

if for all measurable sets U Ă X

gU “ U, @g P G ùñ µpUq P t0, 1u.

Ergodicity means that the dynamical system induced by the G-action on X admits no non-

trivial subsystems. Ergodic systems exhibit a certain level of chaos through their dynamics:

mixing systems are ergodic and ergodic systems have almost only dense orbits (provided

that the measure is Borel). The standard example of ergodic actions are irrational rotations

of the circle, see e.g. [EW11, Prop. 2.16].

Ergodicity can be characterized in terms of invariant functions. The regularity class of those

functions can be restricted as long as it contains the indicator functions of all measurable

sets. For the purpose of this note, and in view of Lemma 5.2.5, we choose to characterize

ergodicity in terms of integrable functions.

Lemma 5.1.2. A measure preserving action of a group G on a probability measure space

pX,µq is ergodic if and only if every G-invariant integrable function f : X Ñ R is constant

almost everywhere.
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5.2. The skeleton of the proof

We refer the reader to [EW11] for the proof of Lemma 5.1.2 and for further consideration

on ergodic actions.

Checking that a function is constant almost everywhere can be done locally. This strategy

was employed by Marché –Wolff in [MW16]. The statement is the following. Assume that

X is a topological space and µ is a strictly positive Borel measure on X, i.e. µpUq ą 0 for

every nonempty open set U Ă X.

Lemma 5.1.3. Let f : X Ñ R be an integrable function. Assume that there exists an open

set Ω Ă X such that

1. Ω is connected,

2. µpΩq “ 1,

3. for all x P Ω, there exists an open set Ux Ă Ω containing x such that f is constant

almost everywhere on Ux.

Then f is constant almost everywhere.

Proof. Define the function F : Ω Ñ R by

F pxq :“
1

µpUxq

ż

Ux

f dµ.

Informally, F pxq is the constant value reached by f almost everywhere on Ux. For every

y P Ux, the set UxXUy is nonempty and thus has positive measure by assumption. Moreover

1

µpUxq

ż

Ux

f dµ “
1

µpUx X Uyq

ż

UxXUy

f dµ “
1

µpUyq

ż

Uy

f dµ.

So, F pxq “ F pyq. This means that F is locally constant on Ω (and not only almost

everywhere). For Ω is connected, F is thus constant on Ω.

Now, because FæUx is constant, f and F coincide almost everywhere on Ux for every x P Ω.

Hence f “ F almost everywhere on Ω. Since F is constant on Ω and µpΩq “ 1, we conclude

that f is constant almost everywhere.

5.2. The skeleton of the proof

According to Lemma 5.1.2, it is sufficient to show that every ModpΣnq-invariant integrable

function f : RepDT
α Ñ R is constant almost everywhere in order to prove Theorem D. The
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5. Dynamics on the Deroin-Tholozan relative character variety

tool for this is Lemma 5.1.3. We apply the latter by constructing an open set Ω that satisfies

the required hypotheses for any ModpΣnq-invariant integrable function f : RepDT
α Ñ R.

In this section, we first define the open set Ω. We then state two technical lemmata, namely

Lemma 5.2.3 and Lemma 5.2.5. Their proofs are postponed to Sections 5.3 and 5.4. In a

third and last part, we prove that Ω satisfies all three conditions of Lemma 5.1.3, assuming

that the two lemmata mentioned above hold.

5.2.1. The set Ω

We consider the following 2pn´ 3q elements of πn: For every i “ 1, . . . , n´ 3, let

bi :“ c´1
i`1c

´1
i ¨ . . . ¨ c´1

1 ,

di :“ c´1
i`2c

´1
i`1.

The curves ci refer to the presentation (2.1.3). The free homotopy classes of loops cor-

responding to ci, bi, di can be represented by oriented simple closed curves, also denoted

ci, bi, di, as illustrated on Figure 5.1.

c1

c2 c3 c4

b1 b2 b3
d1 d2 d3

Σn

Figure 5.1.: The simple closed curves b1, . . . , bn´3 and d1, . . . , dn´3, and the peripheral
curves c1, . . . , cn. This illustration is modelled on [DT19, Fig. 2].

Deroin–Tholozan proved in [DT19, Prop. 3.3] that the Hamiltonian flows of ϑb1 , . . . , ϑbn´3

are π-periodic and define a symplectic toric manifold structure on pRepDT
α , ωGq. The asso-

ciated moment map µ :“ pϑb1 , . . . , ϑbn´3q maps RepDT
α to a convex polytope ∆ inside Rn´3.

We denote by 8∆ the interior of ∆. The subspace µ´1p 8∆q Ă RepDT
α is open and dense. The

fibres of µ over 8∆ are Lagrangian tori.

Because of the symplectic toric structure on RepDT
α , for any i “ 1, . . . , n´3, the Hamiltonian

flow Φbi has the following orbit structure. Its orbits are either fixed points or circles of

length π. Since any of the curves d1, . . . , dn´3 can be mapped to b1 by a cyclic permutation

of the punctures, the Hamiltonian flows Φd1 , . . . ,Φdn´3 have the same orbit structure as

Φb1 .
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5.2. The skeleton of the proof

Definition 5.2.1. We call the orbit of rφs P RepDT
α under the combined Hamiltonian flows

Φb1 , . . . ,Φbn´3 regular if it is homeomorphic to an pn´ 3q-torus, equivalently if µprφsq P 8∆.

It is called irrational if it is regular and ϑbiprφsq P R r πQ for every i “ 1, . . . , n ´ 3,

equivalently µprφsq P 8∆X pRr πQqn´3.

As for any symplectic manifold, there is a Poisson bracket on RepDT
α associated to ωG :

 

¨, ¨
(

: C8 pRepDT
α q ˆ C

8 pRepDT
α q Ñ C8 pRepDT

α q .

It is defined as follows: for two smooth functions ζ1, ζ2 : RepDT
α Ñ R with Hamiltonian

vector fields Xζ1 , Xζ2 , let

 

ζ1, ζ2

(

:“ ωGpXζ1 , Xζ2q “ dζ2pXζ1q. (5.2.1)

We denote by pτbiq
midi the simple closed curve obtained from di by applying mi iterations

of the Dehn twist τbi . Inspired by the work of Marché –Wolff [MW16], we introduce

Ω :“
!

rφs P µ´1p 8∆q : @i “ 1, . . . , n´ 3, Dmi P Z,
 

ϑbi , ϑpτbi q
midi

(`

rφs
˘

‰ 0
)

.

Note that Ω Ă RepDT
α is open and measurable since

Ω “ µ´1p 8∆q X
n´3
č

i“1

ď

miPZ

 

ϑbi , ϑpτbi q
midi

(´1`Rr t0u
˘

.

We claim that Ω satisfies all the hypotheses of Lemma 5.1.3. This follows from Lemma

5.2.7 and Lemma 5.2.8 below.

Remark 5.2.2. It is worth pointing out that the definition of the set Ω does not depend

on the function f : RepDT
α Ñ R that we fixed previously. One may wonder if Ω is actually

distinct from µ´1p 8∆q. The answer in general remains unknown to the author; however

there exist special symmetric cases where the answer is yes.

Assume for simplicity that n “ 4. Recall that for n “ 4 the character variety of Deroin–

Tholozan representations is symplectomorphic to the 2-sphere. Assume further that α1 “

α2 “ α3 “ α4. In this case, the Hamiltonian flows Φb1 and Φd1 are rotations around two

perpendicular axes of the 2-sphere. We can think of the two fixed points of Φb1 as the poles

of the sphere and the two fixed points of Φd1 as two diametrically opposite points on the

equator (see Figure 5.2). Denote the fixed points of Φd1 by rφ1s and rφ2s. The equator is

the Φb1-orbit characterized by pϑb1q
´1pπq. Hence it holds τb1rφ1s “ rφ2s and τb1rφ2s “ rφ1s

by Proposition 5.1.1. In particular, because the Hamiltonian vector field of ϑd1 vanishes
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5. Dynamics on the Deroin-Tholozan relative character variety

at rφ1s and rφ2s, it holds

 

ϑb1 , ϑd1

(`

pτb1q
mrφ1s

˘

“ 0, @m P Z.

Anticipating Lemma 5.2.6, this implies

 

ϑb1 , ϑpτb1 q
md1

(

prφ1sq “
 

ϑb1 , ϑpτb1 q
md1

(

prφ2sq “ 0, @m P Z.

Therefore rφ1s, rφ2s P µ
´1p 8∆qr Ω.

c1

c2 c3

c4b1
d1

Σ4

α3 ` α4 ´ 2π

π

4π ´ α1 ´ α2

ϑb1

Φb1

Φd1

rφ1s

rφ2s

CP1

here: α1 “ α2 “ α3 “ α4

Figure 5.2.: On top: the 4-punctured sphere and the curves b1, d1. On the bottom: the
flows of Φb1 and Φd1 seen as rotations around two perpendicular axes of the
2-sphere when α1 “ α2 “ α3 “ α4.

5.2.2. Two technical lemmata

The proof that Ω is connected and has full measure relies on the following Key Lemma

and its corollary. The proof of the Key Lemma 5.2.3 is postponed to Section 5.4 and that

of its corollary to Subsection 5.2.3 below.
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5.2. The skeleton of the proof

Lemma 5.2.3 (Key Lemma). For every i “ 1, . . . , n ´ 3, every orbit of the Hamiltonian

flow Φbi contained inside µ´1p 8∆q contains at most two points at which
 

ϑbi , ϑdi
(

vanishes.

Moreover, if two such points exist, then they are diametrically opposite, i.e. they are images

of each other under Φt0
bi

where t0 is half the minimal period of the corresponding orbit (here

t0 “ π{2).

A particular case where two diametrically opposite points as in the conclusion of the Key

Lemma 5.2.3 exist is described in Remark 5.2.2 and illustrated on Figure 5.2. The Key

Lemma 5.2.3 has the following implication on the structure of Ω.

Corollary 5.2.4. The set Ω contains all irrational orbits of the Hamiltonian flows Φb1 , . . . ,Φbn´3.

The third hypothesis of Lemma 5.1.3, namely that f is locally constant almost everywhere

on Ω, is a consequence of the ergodicity of irrational circle rotations and of the following

result. Consider the unit hypercube r0, 1sn Ă Rn. For i “ 1, . . . , n, denote by πi : r0, 1s
n Ñ

r0, 1sn´1 the projection map defined by forgetting the ith component.

Lemma 5.2.5 (Rectangle trick). Let ϕ P L1pr0, 1snq. Assume that there exist full-measure

sets E1, . . . , En Ă r0, 1sn´1 such that for all i “ 1, . . . , n and for all x P Ei, ϕæπ´1
i pxq is

constant almost everywhere. Then ϕ is constant almost everywhere.

The case n “ 2 of Lemma 5.2.5 reads as follows: any integrable function which is constant

almost everywhere on almost every vertical and horizontal line in a rectangle is constant

almost everywhere on the rectangle. Lemma 5.2.5 is certainly known to experts. However,

there is a lack of concrete references in the existing literature and therefore we provide a

proof of Lemma 5.2.5 in Section 5.3. We now prove that Ω satisfies the three hypotheses

of Lemma 5.1.3.

5.2.3. First and second hypotheses

We start with a useful formula.

Lemma 5.2.6. Let a, b be two simple closed curves on Σn. Then, for any integer m, it

holds
 

ϑa, ϑpτaqmb
(

prφsq “
 

ϑa, ϑb
(`

pτaq
mrφs

˘

, @rφs P RepDT
α .
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5. Dynamics on the Deroin-Tholozan relative character variety

Proof. Let rφs P RepDT
α . It suffices to check that

 

ϑa, ϑτab
(

prφsq “
 

ϑa, ϑb
(`

τarφs
˘

.

The general formula follows by induction. We compute

ϑτabprφsq “ ϑ
`

φpτabq
˘

“ ϑ
`

pτaφqpbq
˘

“ ϑbpτarφsq.

The first and third equalities are an application of the definition of the functions ϑτab

and ϑb (see (5.1.1)). For the second equality, recall that ModpΣnq acts on RepDT
α by

precomposition. Using Proposition 5.1.1, we conclude that

ϑτabprφsq “ ϑb ˝ Φϑaprφsq{2
a prφsq. (5.2.2)

Let Xa denote the Hamiltonian vector field of ϑa. For every time t it holds

Xa

`

Φt
aprφsq

˘

“
`

dΦt
a

˘

rφs

`

Xaprφsq
˘

.

In particular for t “ ϑaprφsq{2 we get

Xapτarφsq “ Xa

´

Φϑaprφsq{2
a prφsq

¯

“

´

dΦϑaprφsq{2
a

¯

rφs

`

Xaprφsq
˘

. (5.2.3)

Thus

 

ϑa, ϑb
(

pτarφsq
(5.2.1)
“ pdϑbqτarφs

`

Xapτarφsq
˘

(5.2.3)
“ pdϑbqτarφs ˝

´

dΦϑaprφsq{2
a

¯

rφs

`

Xaprφsq
˘

“ d
´

ϑb ˝ Φϑaprφsq{2
a

¯

rφs

`

Xaprφsq
˘

(5.2.2)
“ pdϑτabqrφspXaprφsqq

(5.2.1)
“

 

ϑa, ϑτab
(

prφsq.

The middle equality is an application of the chain rule. This concludes the proof of the

lemma.

We now proceed with the proof of Corollary 5.2.4 assuming that the Key Lemma 5.2.3

holds.
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5.2. The skeleton of the proof

Proof of Corollary 5.2.4. Let rφs P RepDT
α be a point on some irrational orbit of the Hamil-

tonian flows Φb1 , . . . ,Φbn´3 . We want to prove that rφs P Ω.

Assume ab absurdo that rφs R Ω, i.e. there exists i P t1, . . . , n´ 3u such that

 

ϑbi , ϑpτbi q
mdi

(

prφsq “ 0, @m P Z.

Proposition 5.1.1 implies that ϑbipτbirφsq “ ϑbiprφsq and hence

pτbiq
mrφs “ Φ

mϑbi prφsq{2

bi
prφsq, @m P Z.

So, by Lemma 5.2.6 we obtain

 

ϑbi , ϑdi
(

´

Φ
mϑbi prφsq{2

bi
prφsq

¯

“ 0, @m P Z.

Since by assumption ϑbiprφsq P R r πQ, all the points Φ
mϑbi prφsq{2

bi
prφsq for m P Z form a

dense subset of the Φbi-orbit of rφs. Hence, by continuity, the function tϑbi , ϑdiu vanishes

on the whole Φbi-orbit of rφs. This is a contradiction to the Key Lemma 5.2.3. So, we

conclude as expected that rφs P Ω.

Lemma 5.2.7. The set Ω is connected and satisfies νGpΩq “ 1.

Proof. The toric manifold structure on RepDT
α implies that µ´1p 8∆q Ă RepDT

α is symplec-

tomorphic to the product of 8∆ with the standard pn ´ 3q-torus. So, Corollary 5.2.4 im-

mediately implies that νGpΩq “ 1 because 8∆ X pR r πQqn´3 has full measure in 8∆ and

νGpµ
´1p 8∆qq “ 1.

We now prove that Ω is connected. The proof essentially uses that 8∆ is connected. Assume

that Ω “ A Y B where A,B Ă Ω are open and disjoint. We prove that under these

assumptions either A or B is empty.

By construction µpΩq Ă 8∆. Corollary 5.2.4 says that any irrational orbit is entirely con-

tained in Ω. Moreover, the Key Lemma 5.2.3 also implies that any orbit µ´1pxq for

x P 8∆ r pRr πQqn´3 must intersect Ω. So,

µpAq Y µpBq “ 8∆.

Tori being connected, each irrational orbit is contained either in A or in B. Because

8∆r pRrπQqn´3 is dense in 8∆ and both A and B are open, µ´1pxqXΩ must be contained
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5. Dynamics on the Deroin-Tholozan relative character variety

either in A or in B for every x P 8∆ r pRr πQqn´3. Hence,

µpAq X µpBq “ H.

Recall that moment maps are open maps. So, both µpAq and µpBq are open subsets of 8∆.

Because 8∆ is connected, it follows that either µpAq or µpBq is empty, and consequently

that either A or B is empty. This concludes the proof of the lemma.

5.2.4. The third hypothesis

We use the Rectangle Trick (Lemma 5.2.5) to prove

Lemma 5.2.8. For every rφs P Ω, there exists an open neighbourhood Urφs Ă Ω of rφs such

that f is constant almost everywhere on Urφs.

Proof. Let rφs P Ω. By definition of Ω there exists for every i “ 1, . . . , n´ 3 an integer mi

such that
 

ϑbi , ϑpτbi q
midi

(

prφsq ‰ 0.

This means that the tangent spaces to RepDT
α in a neighbourhood of rφs are generated by

the 2pn´ 3q Hamiltonian vector fields

Xbi , Xpτbi q
midi , i “ 1, . . . , n´ 3.

Therefore, rφs admits a rectangular neighbourhood R such that R is isometric to r0, 1s2pn´3q

and R is fibred perpendicularly to its faces by the flow lines of Φbi and Φpτbi q
midi . Since Ω

is open, we can assume R Ă Ω.

On almost all circle orbits of the Hamiltonian flows Φbi and Φpτbi q
midi crossing R, the

corresponding 2pn´ 3q Dehn twists

τbi , τpτbi q
midi , i “ 1, . . . , n´ 3.

act by irrational rotation. Indeed, this follows from Proposition 5.1.1 and from full-

measureness of irrational numbers. Since irrational rotations are ergodic and f is by

assumption ModpΣnq-invariant, it is a consequence of Lemma 5.1.2 that f is constant

almost everywhere on almost every orbit of the flows crossing R. The Rectangle Trick

(Lemma 5.2.5) implies that f is constant almost everywhere on R. This concludes the

proof of the lemma.

122



5.3. Proof of the Rectangle Trick

Remark 5.2.9. For any i “ 1, . . . , n´ 3, it holds

τpτbi q
midi “ pτbiq

miτdipτbiq
´mi P ModpΣnq.

This is a general fact about Dehn twists, see e.g. [FM12, §3]. Therefore, we actually

proved that the action of the subgroup H of ModpΣnq generated by the Dehn twists

τb1 , . . . , τbn´3 , τd1 , . . . , τdn´3 on RepDT
α is ergodic. Now, note the following. Lemma 4.1

in [GW17] (see also [FM12, §9.3]) implies that the minimum number of (Dehn twist) gen-

erators of ModpΣnq is
`

n´1
2

˘

´ 1 for n ě 3 (recall that ModpΣnq is trivial for n “ 0, 1, 2).

Hence, for n ě 5, H is a proper subgroup of ModpΣnq because
`

n´1
2

˘

´ 1 ą 2pn´ 3q. This

proves Theorem E.

5.3. Proof of the Rectangle Trick

This section is dedicated to the proof of Lemma 5.2.5. For clarity, we only give a proof

for the case n “ 2. The proof immediately generalizes to higher dimensional rectangles by

induction.

The proof uses the following density result. Let C80 pr0, 1sq denote the space of smooth

functions of the interval with zero integral and let L1
0pr0, 1sq denote the space of integrable

functions of the interval with zero integral.

Lemma 5.3.1. The space C80 pr0, 1sq is dense inside L1
0pr0, 1sq.

Proof. It is a well known fact that C8pr0, 1sq is dense inside L1pr0, 1sq. Let ϕ P L1
0pr0, 1sq Ă

L1pr0, 1sq. We want to approximate ϕ with a sequence of smooth functions with zero

integral.

Because of the density of C8pr0, 1sq in L1pr0, 1sq, we can approximate ϕ with a sequence

of smooth functions ϕi P C
8pr0, 1sq. Consider the sequence of smooth functions

rϕi :“ ϕi ´

ż

ϕi.

By construction rϕi P C
8
0 pr0, 1sq. Since ϕ is assumed to be integrable, the sequence of

integrals
ş

ϕi converges to
ş

ϕ “ 0. So, the sequence rϕi P C
8
0 pr0, 1sq converges to ϕ P

L1
0pr0, 1sq.

Proof of Lemma 5.2.5. Let ϕ : r0, 1s ˆ r0, 1s Ñ R be an integrable function. We assume

that ϕ is constant almost everywhere on almost every vertical and horizontal segment. In
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5. Dynamics on the Deroin-Tholozan relative character variety

other words, we assume that there exist Lebesgue measurable sets Eh, Ev Ă r0, 1s such

that

• Eh and Ev have measure 1,

• ϕætxuˆr0,1s is constant almost everywhere for every x P Eh,

• ϕær0,1sˆtyu is constant almost everywhere for every y P Ev.

We prove that under these assumptions ϕ is constant almost everywhere.

Consider the functions cv : Eh Ñ R and ch : Ev Ñ R defined by

cvpxq :“

ż 1

0
ϕpx, yq dy, chpyq :“

ż 1

0
ϕpx, yq dx.

In other words, cvpxq is the value of the constant reached almost everywhere by the function

ϕ on the vertical segment txu ˆ r0, 1s, i.e. ϕpx, yq “ cvpxq for every x P Eh and for almost

every y P r0, 1s. The analogous statement holds for the function ch. Fubini’s Theorem

implies that both functions ch and cv are measurable and of class L1. It is sufficient to

prove that ch : Ev Ñ R is constant almost everywhere to deduce that ϕ : r0, 1sˆ r0, 1s Ñ R
is constant almost everywhere.

For the purpose of showing that ch is constant almost everywhere, we introduce a test

function ζ P C80 pr0, 1sq. Using Fubini’s Theorem we compute

ż 1

0

ż 1

0
ϕpx, yqζpyq dx dy “

ż 1

0
ζpyq

ż 1

0
ϕpx, yq dx dy

“

ż

Ev

ζpyqchpyq dy

Fubini’s Theorem also gives

ż 1

0

ż 1

0
ϕpx, yqζpyq dx dy “

ż

Eh

ż

Ev

ϕpx, yqζpyq dy dx

“

ż

Ev

ζpyq dy

ż

Eh

cvpxq dx.

The last expression vanishes because ζ was chosen to have zero integral. Hence

ż

Ev

ζpyqchpyq dy “ 0 (5.3.1)

for every test function ζ P C80 pr0, 1sq.
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By Lemma 5.3.1 we can approximate the function ch ´
ş

ch P L1
0pr0, 1sq with a sequence of

functions ζi P C
8
0 pr0, 1sq. Because of (5.3.1) we have

ż

Ev

ζipyq

ˆ

chpyq ´

ż

ch
˙

dy “ 0

for every i. Therefore ch ´
ş

ch is the zero function in L1pr0, 1sq. This means that ch is

constant almost everywhere and thus that ϕ is constant almost everywhere.

5.4. Proof of the Key Lemma

This section is dedicated to the proof of Lemma 5.2.3. The proof is technical and requires

to make explicit computations of the Hamiltonian vector fields Xb1 , . . . , Xbn´3 and of the

exterior derivatives of ϑd1 , . . . , ϑdn´3 . To that end we start with a short recap of the local

structure of relative character varieties.

5.4.1. Tangent spaces to relative character varieties

Recall from Section 2.1.4 that the tangent space to RepαpΣn,PSLp2,Rqq at rφs is given by

the first parabolic group cohomology of πn with coefficients in psl2Rqφ:

TrφsRepαpΣn,PSLp2,Rqq – H1
par

`

πn, psl2Rqφ
˘

. (5.4.1)

Here, psl2Rqφ stands for the πn-module defined by

πn
φ
ÝÑ PSLp2,Rq Ad

ÝÑ Autpsl2Rq.

The identification (5.4.1) depends on the choice of a preferred representative φ of the class

rφs that gives sl2R the structure of a πn-module.

For convenience, we recall that the first parabolic group cohomology of πn can be defined

as the quotient

H1
par

`

πn, psl2Rqφ
˘

“
Z1
par

`

πn, psl2Rqφ
˘

B1
`

πn, psl2Rqφ
˘ , (5.4.2)

where

• Z1
par

`

πn, psl2Rqφ
˘

is the set of maps v : πn Ñ psl2Rqφ satisfying the cocycle condition

vpxyq “ vpxq `Adpφpxqqvpyq, @x, y P πn, (5.4.3)
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and the coboundary conditions

Dξi P psl2Rqφ, vpciq “ ξi ´Adpφpciqqξi, @i “ 1, . . . , n,

• B1
`

πn, psl2Rqφ
˘

is the set of maps v : πn Ñ psl2Rqφ satisfying the coboundary condi-

tion

Dξ P psl2Rqφ, vpxq “ ξ ´Adpφpxqqξ, @x P πn.

The reader is referred to Appendix B.8 for more consideration on parabolic group coho-

mology.

Since RepDT
α is a full dimensional connected component of the relative character variety

RepαpΣn,PSLp2,Rqq, the tangent space of RepDT
α at rφs is also identified with the first

parabolic group cohomology of πn:

TrφsRepDT
α – H1

par

`

πn, psl2Rqφ
˘

.

Accordingly to the quotient (5.4.2), we denote arbitrary element of TrφsRepDT
α by the

equivalence class rvs of a cocycle v P Z1
par

`

πn, psl2Rqφ
˘

,

5.4.2. Some preliminary computations

Our first computations concern the zeros of the exterior derivatives of the functions ϑd1 , . . . , ϑdn´3 .

Similar computations were already conducted in [DT19]; we include them here for the sake

of completeness.

Lemma 5.4.1. Let a P πn be a non-trivial homotopy class of loops freely homotopic

to a simple closed curve. Let rφs P RepDT
α with preferred representative φ and rvs P

H1
par

`

πn, psl2Rqφ
˘

a tangent vector at rφs. Then

pdϑaqrφsprvsq “ 0 ðñ Trpφpaqvpaqq “ 0.

Proof. Consider a smooth path rφts inside RepDT
α with rφ0s “ rφs and whose tangent vector

at t “ 0 is rvs. Let ϑaptq :“ ϑaprφtsq. By definition of the exterior derivative:

pdϑaqrφsprvsq “ ϑ1ap0q.

We choose smooth lifts in SLp2,Rq of φtpaq P PSLp2,Rq which we also denote by φtpaq.

Since the trace is conjugacy invariant and φtpaq is conjugate to rotϑaptq, by definition of
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the function ϑa (see (5.1.1)), it follows that

2 cospϑaptq{2q “ ˘Trpφtpaqq.

Applying a derivative at t “ 0 we get

´2ϑ1ap0q sinpϑap0q{2q “ ˘Trpvpaqφpaqq.

Since ϑap0q P p0, 2πq by definition of ϑa, it follows that sinpϑap0q{2q ‰ 0 and thus

ϑ1ap0q “ 0 ðñ Trpφpaqvpaqq “ 0.

The next computation concerns the Hamiltonian vector fields Xb1 , . . . , Xbn´3 . It is conve-

nient to introduce the following convention. Let us first fix an index i P t1, . . . , n´ 3u with

the understanding that we are working towards the proof of Lemma 5.2.3.

Convention 5.4.2. Anytime we write rφs P RepDT
α below, we assume that φ is a repre-

sentative of rφs such that the unique fixed point of φpbiq in the upper half-plane is the

complex unit. Such a representative always exists because PSLp2,Rq acts transitively on

the upper half-plane.

For convenience, we introduce the following notation

Ξ :“

˜

0 1

´1 0

¸

P sl2R.

Note that Ξ also belongs to SLp2,Rq and projects to rotπ inside PSLp2,Rq. Recall moreover

that

rott “ ˘

˜

cospt{2q sinpt{2q

´ sinpt{2q cospt{2q

¸

“ ˘ exp pt{2 Ξq .

Lemma 5.4.3. The Hamiltonian vector field Xbi at rφs P RepDT
α is represented by the

parabolic cocycle

Xbiprφsq : cj ÞÑ

#

0, j “ 1, . . . , i` 1,

Ξ´AdpφpcjqqΞ, j “ i` 2, . . . , n.

Proof. The action of twist flow Φbi on rφs was computed in [DT19, Prop. 3.3]:

Φt
bi
prφsq : cj ÞÑ

#

φpcjq, j “ 1, . . . , i` 1,

rot2t φpcjq rot´1
2t , j “ i` 2, . . . , n.

(5.4.4)
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Observe that (5.4.4) is a generalization of (5.1.2) which is the special case t “ ϑbiprφsq{2.

The Hamiltonian flow Φbi and the vector field Xbi are related by

Φt
bi
prφsqpcjq “ exp

`

tXbiprφsqpcjq
˘

φpcjq.

So, Xbiprφsqpcjq “ 0 for j “ 1, . . . , i` 1, and for j “ i` 2, . . . , n we compute

Xbiprφsqpcjq “
d

dt

ˇ

ˇ

ˇ

ˇ

t“0

Φt
bi
prφsqpcjq ¨ φpcjq

´1

“ Ξ´AdpφpcjqqΞ.

For the last equality we used (5.4.4) and d
dt

ˇ

ˇ

t“0
rot2t “ Ξ.

We combine Lemma 5.4.3 and the cocycle formula (5.4.3) to evaluate the parabolic cocycle

Xbiprφsq at di “ c´1
i`2c

´1
i`1:

Xbiprφsqpdiq “ Xbiprφsqpc
´1
i`2q `Adpφpc´1

i`2qqXbiprφsqpc
´1
i`1q

looooooomooooooon

“0

“ Ξ´Adpφpc´1
i`2qqΞ. (5.4.5)

5.4.3. A reformulation of the Key Lemma

We make use of the previous computations to reformulate what it means for the Poisson

bracket of ϑbi and ϑdi to vanish.

Lemma 5.4.4. The Poisson bracket tϑbi , ϑdiu vanishes at rφs P RepDT
α if and only if

Tr
`

Ξ ¨ φpc´1
i`2qφpc

´1
i`1q

˘

“ Tr
`

Ξ ¨ φpc´1
i`1qφpc

´1
i`2q

˘

.

Proof. Combining Lemma 5.4.1 and (5.4.5) it follows that tϑbi , ϑdiuprφsq “ 0 if and only if

Tr
`

φpdiqpΞ´Adpφpc´1
i`2qqΞq

˘

“ 0.

Because the trace is invariant under conjugation, and since Adpφpci`2qqφpdiq “ φpc´1
i`1qφpc

´1
i`2q,

the latter is equivalent to

Tr pΞ ¨ φpdiqq “ Tr
`

Ξ ¨ φpc´1
i`1qφpc

´1
i`2q

˘

which proves the lemma.
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Consider an arbitrary point rφts :“ Φt
bi
prφsq on the Φbi-orbit of rφs P RepDT

α . Thanks to

(5.4.4), Lemma 5.4.4 implies that tϑbi , ϑdiuprφtsq “ 0 if and only if

Tr
`

Ξ ¨ rot2t φpc
´1
i`2q rot´1

2t φpc
´1
i`1q

˘

“Tr
`

Ξ ¨ φpc´1
i`1q rot2t φpc

´1
i`2q rot´1

2t

˘

. (5.4.6)

What Lemma 5.2.3 claims is that (5.4.6) is satisfied for at most two different values of

t P r0, πq, provided that rφs belongs to µ´1p 8∆q.

We now intend to compute (5.4.6) further in terms of the representation φ. Let us introduce

the following notation

φpc´1
i`2q “: ˘

˜

a b

c d

¸

, φpc´1
i`1q “: ˘

˜

x y

z w

¸

.

Lemma 5.4.5. The relation (5.4.6) holds if and only if

cosp2tq ppa´ dqpy ` zq ´ pb` cqpx´ wqq

“ sinp2tq ppx´ wqpd´ aq ´ pb` cqpy ` zqq . (5.4.7)

The proof of Lemma 5.4.5 is a foolish computation and is postponed to end of this section.

For now, we prove Lemma 5.2.3 under the assumption that Lemma 5.4.5 holds.

Proof of Lemma 5.2.3. The function tanp2tq is two-to-one for t P r0, πq. So, if (5.4.7) holds

for at least three different values of t in r0, πq, then one must have

#

pa´ dqpy ` zq “ pb` cqpx´ wq, and

px´ wqpd´ aq “ pb` cqpy ` zq.
(5.4.8)

We claim that the system (5.4.8) only has trivial solutions over the real numbers, namely

#

a “ d and b “ ´c, or

x “ w and y “ ´z.

Indeed, if a “ d, then b “ ´c, or x “ w and y “ ´z. Similarly, if x “ w, then y “ ´z, or

a “ d and b “ ´c. The case y “ ´z leads to the analogous conclusion. If a ‰ d, x ‰ w

and y ‰ ´z, then
y ` z

x´ w
“
b` c

a´ d
“ ´

x´ w

y ` z

and so px´ wq2 ` py ` zq2 “ 0. This is a contradiction.
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In the first case, when a “ d and b “ ´c, φpc´1
i`2q commutes with Ξ, and thus it commutes

with rotθ for all θ. Hence, if i ‰ n´ 3, then (5.4.4) implies Φθ
bi
prφsq “ Φθ

bi`1
prφsq for every

θ , and if i “ n´ 3, then (5.4.4) implies Φθ
bn´3

prφsq “ rφs for every θ. Both conclusions are

in contradiction with the assumption that rφs P µ´1p 8∆q.

In the second case, when x “ w and y “ ´z, φpc´1
i`1q commutes with Ξ. An analogous

argument to the previous case leads to a contradiction.

Therefore, there are at most two different t1, t2 P r0, πq that satisfy (5.4.7). Moreover, if

they exist, then |t2 ´ t1| “ π{2 and the corresponding points on the Φbi-orbit are diamet-

rically opposite. This concludes the proof of Lemma 5.2.3.

5.4.4. A last computation

It remains to prove Lemma 5.4.5 to conclude the proof of Theorem D.

Proof of Lemma 5.4.5. To simplify the notation we will abbreviate c “ cosptq and s “

sinptq. We first compute the left-hand side of (5.4.6), namely

Tr

˜˜

0 1

´1 0

¸˜

c s

´s c

¸˜

a b

c d

¸˜

c ´s

s c

¸˜

x y

z w

¸¸

. (5.4.9)

First, note that
˜

c s

´s c

¸˜

a b

c d

¸

“

˜

ac` cs bc` ds

´as` cc ´bs` dc

¸

and
˜

c ´s

s c

¸˜

x y

z w

¸

“

˜

xc´ zs yc´ ws

xs` zc ys` wc

¸

.

Hence we have
˜

c s

´s c

¸˜

a b

c d

¸˜

c ´s

s c

¸˜

x y

z w

¸

“

˜

‹ l1

l2 ‹

¸

,

where
#

l1 “ ayc2 ´ awcs` cycs´ cws2 ` bycs` bwc2 ` dys2 ` dwcs,

l2 “ ´axcs` azs
2 ` cxc2 ´ czcs´ bxs2 ´ bzcs` dxcs` dzc2.

So, (5.4.9) is equal to l2 ´ l1. We now compute the right-hand side of (5.4.6), namely

Tr

˜˜

0 1

´1 0

¸˜

x y

z w

¸˜

c s

´s c

¸˜

a b

c d

¸˜

c ´s

s c

¸¸

. (5.4.10)
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Because the trace is conjugacy invariant, (5.4.10) is equal to

Tr

˜˜

c ´s

s c

¸˜

0 1

´1 0

¸˜

x y

z w

¸˜

c s

´s c

¸˜

a b

c d

¸¸

.

Since Ξ and rot2t commute, (5.4.10) is further equal to

Tr

˜˜

0 1

´1 0

¸˜

c ´s

s c

¸˜

x y

z w

¸˜

c s

´s c

¸˜

a b

c d

¸¸

.

Now, we can use the previous computations to get

˜

c ´s

s c

¸˜

x y

z w

¸˜

c s

´s c

¸˜

a b

c d

¸

“

˜

‹ r1

r2 ‹

¸

,

where
#

r1 “ bxc2 ` dxcs´ bzcs´ dzs2 ´ bycs` dyc2 ` bws2 ´ dwcs,

r2 “ axcs` cxs2 ` azc2 ` czcs´ ays2 ` cycs´ awcs` cwc2.

So, (5.4.10) is equal to r2 ´ r1.

Therefore, (5.4.6) holds if and only if l2´ l1 “ r2´ r1. It holds l2´ l1 “ r2´ r1 if and only

if

´ axcs` azs2 ` cxc2 ´ czcs´ bxs2 ´ bzcs` dxcs` dzc2

´ ayc2 ` awcs´ cycs` cws2 ´ bycs´ bwc2 ´ dys2 ´ dwcs

“axcs` cxs2 ` azc2 ` czcs´ ays2 ` cycs´ awcs` cwc2

´ bxc2 ´ dxcs` bzcs` dzs2 ` bycs´ dyc2 ´ bws2 ` dwcs.

We group all the terms containing cs on the left-hand side and all the terms containing c2

and s2 on the other side:

2csp´ax´ cz ´ bz ` dx` aw ´ cy ´ by ´ dwq

“pc2 ´ s2qp´cx` az ` ay ` cw ´ bx´ dz ´ dy ` bwq.

We factorize and use that c2 ´ s2 “ cosp2tq and 2cs “ sinp2tq:

sinp2tq
`

px´ wqpd´ aq ´ pb` cqpy ` zq
˘

“ cosp2tq
`

pa´ dqpy ` zq ´ pb` cqpx´ wq
˘

.

This finishes the proof of the lemma.
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A. The groups SLp2,Cq and SLp2,Rq

This appendix is a reminder of the basic properties of the Lie groups SLp2,Cq and SLp2,Rq
and of some relevant results.

A.1. The group SLp2,Cq

The group SLp2,Cq is the group of complex 2 ˆ 2 matrices with determinant 1. It is a

complex algebraic group of complex dimension 3. It is also a non-compact simple Lie

group. Its center is ZpSLp2,Cqq “ t˘Iu. The only proper parabolic subgroup of SLp2,Cq,
up to conjugation, is the subgroup of upper triangular matrices. We are interested in the

algebraic subgroups of SLp2,Cq and its irreducible subgroups in the sense of Definition

2.2.12.

Theorem A.1 ([Sit75]). Let G be an infinite algebraic subgroup of SLp2,Cq. Then one of

the following holds:

1. dimG “ 3 and G “ SLp2,Cq,

2. dimG “ 2 and G is conjugate to the parabolic subgroup of upper triangular matrices,

3. dimG “ 1, in which case there are three possibilities

a) G is conjugate to
#˜

a b

0 a´1

¸

: an “ 1, a, b P C

+

,

and G˝ is unipotent,

b) G is conjugate to

#˜

a λc

c a

¸

: a2 ´ λc2 “ 1, a, c P C

+

,

for some λ P Cˆ, and G is connected and diagonalizable,

c) G is conjugate to

SOλ :“

#˜

a λc

c a

¸

: a2 ´ λc2 “ 1, a, c P C

+

Y

#˜

a ´λc

c ´a

¸

: ´a2 ` λc2 “ 1, a, c P C

+

,

for some λ P Cˆ, and G˝ is diagonalizable.
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Recall that the algebraic subgroup of SLp2,Cq of dimension 0 are necessarily finite (because

algebraic varieties have finitely many connected components in the usual topology, as

pointed out earlier). They are well-understood, see e.g. [Sit75, Prop. 1.2]. Also observe

that SOp2,Cq “ SO´1 in the notation above. The irreducible subgroups of SLp2,Cq fall

into three categories.

Theorem A.2 ([YCo]). Let G be an irreducible subgroup of SLp2,Cq. Then one of the

following holds:

1. G is Zariski dense in SLp2,Cq,

2. G is finite and non-abelian,

3. the Zariski closure of G is conjugate to

∆ :“

#˜

a 0

0 a´1

¸

: a P Cˆ
+

Y

#˜

0 a

´a´1 0

¸

: a P Cˆ
+

.

Observe that the matrix 1?
2

˜

1 1

´1 1

¸

conjugates ∆ to SO1 in the notation of Theorem

A.1. In particular, ∆ is Zariski closed. It is also disconnected and ∆˝ is the subgroup of

diagonal matrices. The anti-diagonal matrices in ∆ have order 4.

Remark A.3. It was established in Lemma 2.2.27 that Zariski dense representations into

any algebraic group are irreducible. The converse statement for SLp2,Cq can sometimes

be found in the literature, see e.g. [Mon16, Rem. 2.13]. It is not true. For instance, given

a finite non-abelian subgroup G of SLp2,Cq of order g, then there is a surjective group

homomorphism Fg Ñ G, where Fg “ xγ1, . . . , γgy is the free group on g generators. The

fundamental group of a closed surface of genus g maps surjectively to Fg by ai, bi ÞÑ γi,

where ai, bi refer to the presentation (2.1.3). This gives two irreducible representations

πg,0 Ñ SLp2,Cq and Fg Ñ SLp2,Cq that are irreducible but not Zariski dense. It is also

possible to build an irreducible representation of a closed surface group with image inside

∆.

A.2. The groups SLp2,Rq and PSLp2,Rq

The group SLp2,Rq is the subgroup of SLp2,Cq consisting of real matrices. It is a real

algebraic group of real dimension 3 that has the topology of an open solid torus. It is a

non-compact simple Lie group with center ZpSLp2,Rqq “ t˘Iu. The center-free quotient

SLp2,Rq{t˘Iu is denoted PSLp2,Rq. The group SLp2,Rq is Zariski dense inside SLp2,Cq
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(actually, even the group SLp2,Zq is Zariski dense in SLp2,Cq). The maximal compact

subgroup of SLp2,Rq is SOp2,Rq. Note that SOp2,Rq is Zariski closed inside SLp2,Rq,
but the Zariski closure of SOp2,Rq inside SLp2,Cq is SOp2,Cq. The group SLp2,Rq is

isomorphic to SUp1, 1q. The group PSLp2,Rq is isomorphic to the matrix group SOp2, 1q˝

of special linear transformations of R3 preserving the Hermitian form y2´xz via the map

˘

˜

a b

c d

¸

ÞÑ

¨

˚

˝

a2 2ab b2

ac ad` bc bd

c2 2cd d2

˛

‹

‚

.

The group PSLp2,Rq can be identified with the group of orientation-preserving isometries

of the upper half-plane H “ tz P C : Impzq ą 0u. It acts on H by Möbius transformations

˘

˜

a b

c d

¸

¨ z :“
az ` b

cz ` d
.

The action extends to the boundary BH of the upper half-plane.

Lemma A.4. The action of PSLp2,Rq on BH is isomorphic to the action of PSLp2,Rq on

RP1 “ R2{Rˆ.

Proof. Identifying BH “ R Y t8u, one can define a homeomorphism f : BH Ñ RP1 by

x ÞÑ r1 : xs and 8 ÞÑ r0 : 1s. We claim that f conjugates the two actions of PSLp2,Rq.
Indeed, it is sufficient to compare stabilizers and it is easy to see that the stabilizer of

r1 : 0s P RP1 and that of 0 P BH coincide with the subgroup of upper triangular matrices

in PSLp2,Rq.

The open subspace of PSLp2,Rq consisting of elements whose trace in absolute value is

smaller than 2 is called the subspace of elliptic elements of PSLp2,Rq. It is denoted

E Ă PSLp2,Rq. Equivalently, an element of PSLp2,Rq is elliptic if and only if it has a

unique fixed point in H.

Lemma A.5. If A “ ˘

˜

a b

c d

¸

is elliptic, then b ‰ 0 and c ‰ 0.

Proof. If b “ 0 or c “ 0, then detpAq “ ad “ 1. So, TrpAq2 “ pa` dq2 ě 4ad “ 4 and A is

not elliptic.
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Let A “ ˘

˜

a b

c d

¸

be an elliptic element of PSLp2,Rq. We denote the unique fixed point

of A in H by fixpAq. It defines a map fix: E Ñ H.

Lemma A.6. The unique fixed point of A is

fixpAq “
a´ d

2c
` i ¨

a

4´ pa` dq2

2|c|
, (A.1)

and the map fix: E Ñ H is analytic.

Proof. The first assertion is a straightforward computation. Since c ‰ 0 by Lemma A.5,

the map fix: E Ñ H is analytic.

The elliptic elements of PSLp2,Rq that fix the complex unit i P H are of the form

rotϑ :“ ˘

˜

cospϑ{2q sinpϑ{2q

´ sinpϑ{2q cospϑ{2q

¸

(A.2)

for ϑ P p0, 2πq. Every A P E is conjugate to a unique rotϑpAq. This defines a function

ϑ : E Ñ p0, 2πq. The number ϑpAq P p0, 2πq is called the angle of rotation of A.

Lemma A.7. The angle of rotation of A is

ϑpAq “ arctan

ˆ

´c

|c|
¨

a` d

pa` dq2 ´ 2

a

4´ pa` dq2
˙

` εpAq, (A.3)

where

εpAq :“

$

’

’

&

’

’

%

0, if pa` dq2 ą 2 and pa` dq´c
|c| ą 0,

π, if pa` dq2 ă 2,

2π, if pa` dq2 ą 2 and pa` dq´c
|c| ă 0.

Moreover, the function ϑ : E Ñ p0, 2πq is analytic.

Proof. The number ϑpAq can be computed as the complex argument of the complex number

dA

dz

∣∣∣∣
z“fixA

“

ˆ

pa` dq2

2
´ 1

˙

´ i ¨ pa` dq
c

|c|

a

4´ pa` dq2

2
. (A.4)

Observe that the imaginary part of (A.4) vanishes if and only if a ` d “ 0, in which case

its real part is equal to ´1. This means that the complex number defined by (A.4) takes

values inside C r Rě0. If we think of the complex argument of a number inside C r Rě0
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as a function Cr Rě0 Ñ p0, 2πq, then it is analytic. This shows that ϑ : E Ñ p0, 2πq is an

analytic function.

Lemma A.8. The map

pfix, ϑq : E Ñ Hˆ p0, 2πq

is an analytic diffeomorphism that identifies the subset of elliptic elements in PSLp2,Rq
with an open ball.

Proof. We explained above that the map pfix, ϑq is analytic. The inverse map sends a point

z “ x` i ¨ y P H and an angle ϑ P p0, 2πq to the elliptic element

rotϑpzq “ ˘

˜

cospϑ{2q ´ xy´1 sinpϑ{2q px2y´1 ` yq sinpϑ{2q

´y´1 sinpϑ{2q cospϑ{2q ` xy´1 sinpϑ{2q

¸

. (A.5)

Indeed, an immediate computation gives

fixprotϑpzqq “
´2xy´1 sinpϑ{2q

´2y´1 sinpϑ{2q
` i ¨

2 sinpϑ{2q

2y´1 sinpϑ{2q

“ x` iy,

and

ϑprotϑpzqq “ arg

ˆˆ

4 cospϑ{2q2

2
´ 1

˙

´ i ¨ p2 cospϑ{2qq ¨ p´1q ¨
2 sinpϑ{2q

2

˙

“ argpcospϑq ` i sinpϑqq

“ ϑ.

The elements of PSLp2,Rq whose trace in absolute value is equal to 2 are called parabolic.

Parabolic elements are those that have a unique fixed point of the boundary of H. There

are two conjugacy classes of parabolic elements represented by

par` :“ ˘

˜

1 1

0 1

¸

and par´ :“ ˘

˜

1 0

1 1

¸

. (A.6)

The elements conjugate to par` are called positively parabolic and those conjugate to par´

negatively parabolic. Each conjugacy class of parabolic elements is an open annulus whose

closures intersect at the identity.

The elements of PSLp2,Rq with a trace larger than 2 in absolute value are called hyperbolic.

Hyperbolic elements have precisely two fixed points on the boundary of H. Any hyperbolic
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element of PSLp2,Rq is conjugate to

hypλ :“ ˘

˜

λ 0

0 λ´1

¸

,

for a unique λ ą 0. Hyperbolic conjugacy classes are open annuli.

Elliptic, parabolic and hyperbolic conjugacy classes foliate PSLp2,Rq in a way that is

illustrated on Figure 5.3.

I
‚

Figure 5.3.: The elliptic conjugacy classes are drawn in green. They foliate an open ball
into disks. The open ball is bounded by the two parabolic conjugacy classes
which have the shape of two red cones joined at the identity. The hyperbolic
conjugacy classes foliate an open solid torus, bounded by the red cones, into
blue annuli.

The next lemma describes the centralizers of elements of PSLp2,Rq according to their

conjugacy class.

Lemma A.9. The centralizers of rotϑ, hypλ and par` are given by

1. Zprotϑq “ trotθ : θ P r0, 2πqu – PSOp2,Rq,

2. Zphypλq “ thypt : t ą 0u – Rą0,

3. Zppar`q “

#˜

1 x

0 1

¸

: x P R

+

– R.

It is worth noticing that the centralizer of an element of PSLp2,Rq always consists of the

identity element and of elements of the same nature (i.e. elliptic, parabolic and hyperbolic).

In particular, two elements of PSLp2,Rq different from the identity commute if and only if

they have the same set of fixed points in HY BH.
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This appendix is a short introduction to the topics of group (co)homology and relative

group (co)homology. These notions are important because group cohomology is the natural

language to describe the Zariski tangent spaces to representation varieties. This note is a

short summary of classical literature such as [Nos17, §7], [Löh10] and [BE78].

B.1. Definiton

We begin by recalling the definitions of group (co)homology. Group (co)homology is a

functor from the category of discrete groups G with a left G–module M to the category of

graded abelian groups:

H˚, H˚ :

˜

pairs of a discrete group

and a left module

¸

ÝÑ

˜

graded abelian

groups

¸

.

By requiring G to be discrete, we obtain a topological interpretation of group (co)homology.

Recall that the natural topology on the fundamental group of a space that admits a uni-

versal cover is the discrete topology, because it is the coarser topology that makes the

universal cover a principal bundle for the deck transformation action. Discrete groups

have the following property.

Theorem B.1 (Classifying Space Theorem). If G is a discrete group, then there is a

unique connected space BG, up to canonical homotopy, called the classifying space1 of G,

such that

π1pBGq – G, πipBGq “ 0, @i ě 2.

A possible definition of the (co)homology of the pair pG,Mq, where G is a discrete group

and M is a left G–module, would be to say that it is the singular (co)homology of BG

with coefficients in M . We favour however a more intrinsic approach.

Let ZrGs be the integral group ring of G, i.e. the free Z–module generated by the elements of

G. Note that a G–module structure is by definition the same as a ZrGs–module structure.

Let ε : ZrGs Ñ Z be the augmentation map defined by g ÞÑ 1, g P G, and extended

Z–linearly to ZrGs. We denote by ∆ the kernel of the augmentation map.

1The names Eilenberg-MacLane space or KpG, 1q–space are also common.
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Definition B.2 (Group (co)homology). The group (co)homology of the discrete group G

with coefficients in the left G–module M is

H˚pG,Mq :“ Tor
ZrGs
˚ pZ,Mq, HkpG,Mq :“ Ext˚ZrGspZ,Mq.

Definition B.2 uses the derived functors Tor and Ext. What this really means is that group

(co)homology can be computed with projective resolutions of ZrGs–modules. Recall that

a module P is projective if it satisfies the following lifting property

A

P B,

@
D

@

by which we mean that every morphism P Ñ B factors through every surjective morphism

AÑ B. Equivalently, P is projective if every short exact sequence of modules

0 ÝÑ A1 ÝÑ B1
f
ÝÑ P ÝÑ 0

splits, i.e. there exists a morphism of modules h : P Ñ B1, called section map, such that

f ˝ h is the identity on P , see [Bou89, Chap. 2, §2, Prop. 4]. A projective resolution P of

a module C (not necessarily projective) is an exact sequence of projective modules ending

in C Ñ 0:

. . .
B3
ÝÑ P2

B2
ÝÑ P1

B1
ÝÑ C ÝÑ 0 (exact).

A projective resolution is denoted P � C. The fundamental property of projective reso-

lutions is

Lemma B.3. Any two projective resolutions of the same module are chain homotopic.

The derived functors in Definition B.2 mean that if P � ∆ “ Kerpεq is the projective

resolution of ZrGs–modules

. . .
B3
ÝÑ P2

B2
ÝÑ P1

B1
ÝÑ ZrGs ε

ÝÑ Z ÝÑ 0,

then

H˚pG;Mq “ H˚pP bGMq, H˚pG;Mq “ H˚
`

HomGpP;Mq
˘

.

In particular, H0pG;Mq “ ∆bGM and the negative-degree cohomology modules vanish.

Similarly, H0pG;Mq “ HomGp∆;Mq. Since any two projective resolutions of ∆ are chain

homotopic, group (co)homology is independent of the choice of the projective resolution

P � ∆.
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Example B.4. We compute the homology of free groups with coefficients in a trivial

module M . Let Fn “ xa1, . . . , any be the free group on n elements. We claim that ∆

is the free ZrFns–module given by ∆ “ xa1 ´ 1, . . . , an ´ 1yZrFns. The show the inclusion

∆ Ă xa1´1, . . . , an´1yZrFns, argument as follows. If x P ∆, then x “
ř

nihi where hi P Fn

and the ni are integers whose sum is zero. An induction on the length of hi shows that

phi ´ 1q P xa1 ´ 1, . . . , an ´ 1yZrFns. Now, since x “
ř

nihi “
ř

niphi ´ 1q, we conclude

that x P xa1 ´ 1, . . . , an ´ 1yZrFns. Since ∆ is a free ZrFns–module, then

0 ÝÑ ∆ ÝÑ ZrFns
ε
ÝÑ Z ÝÑ 0

is a free, hence projective, resolution of ∆. In particular

HkpFn,Mq “

$

’

&

’

%

M, k “ 0

Mn, k “ 1

0, k ě 2

.

Note that this corresponds to the homology of a sphere with n` 1 punctures.

B.2. The bar resolution for (co)homology

Our favourite choice of projective resolution of ∆ is the so-called bar resolution. It is

defined by Pk :“ ZrGk`1s for k ě 1. Using the canonical isomorphism M bG ZrGk`1s –

M bZ ZrGks, we obtain that the group homology of G with coefficients in M can be

computed as the homology of the chain complex

CkpG,Mq :“M bZ ZrGks, k ě 0.

It is called the bar chain complex ofG andM . The differential Bk : CkpG,Mq Ñ Ck´1pG,Mq

is defined by

Bkpab pg1, . . . , gkqq :“g1 ¨ ab pg2, . . . , gkq

`

k´1
ÿ

i“1

p´1qiab pg1, . . . , gi´1, gigi`1, gi`2, . . . , gkq

` p´1qkab pg1, . . . , gk´1q, (B.1)

where a PM and pg1, . . . , gkq P G
k.

The bar cochain complex is given by

CkpG,Mq :“ MappGk,Mq,
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5. Dynamics on the Deroin-Tholozan relative character variety

where MappGk;Mq is the G–module of set-theoretic functions from Gk to M . The differ-

ential Bk : Ck´1pG;Mq Ñ CkpG;Mq is defined by

pBkuqpg1, . . . , gkq :“g1 ¨ upg2, . . . , gkq

`

k´1
ÿ

i“1

p´1qiupg1, . . . , gi´1, gigi`1, gi`2, . . . , gkq

` p´1qkupg1, . . . , gk´1q, (B.2)

where u P MappGk´1;Mq. One can easily check that the squares of the differentials Bk and

Bk vanish.

There is an obvious relation between the differentials (B.1) and (B.2) given by

pBkuqpg1, . . . , gkq “ ũ
`

Bkp1b pg1, . . . , gkqq
˘

, (B.3)

where ũ : M bZ ZrGk´1s Ñ M is the unique lift of the Z–linear map M ˆ ZrGk´1s Ñ M ,

pa, pg1, . . . , gkqq ÞÑ a ¨ upg1, . . . , gkq.

The sets of k-cocycles and k-coboundaries of the bar complex are denoted ZkpG,Mq and

BkpG,Mq, respectively. In particular, the 1-cocycles are

Z1pG,Mq :“ tu : GÑM : upg1g2q “ upg1q ` g1 ¨ upg2q, @g1, g2 P Gu

and the 1-coboundaries are

B1pG,Mq :“ tu : GÑM : Da PM, upgq “ g ¨ a´ a, @g P Gu.

B.3. Relative group (co)homology

Let K “ tKi : i P Iu be a family of subgroups of G stable under conjugation. We define the

group (co)homology ofG relative to K with coefficients inM . Let ZrG{Ks :“
À

iPI ZrG{Kis

be the direct sum of the free groups generated by the left cosets of Ki in G. We denote by

∆ the kernel of the augmentation map ε : ZrG{Ks Ñ Z.

Definition B.5 (Relative group (co)homology). The relative (co)homology groups of G

relative to K with coefficients in the G–module M are defined by

H˚pG,K,Mq :“ Tor
ZrGs
˚´1 pZ,∆bGMq,

H˚pG,K,Mq :“ Ext˚`1
ZrGspZ,HomGp∆;Mqq.

142



B. Group (co)homology

Observe that

H˚pG,K,Mq “ H˚´1pG,∆bGMq, (B.4)

H˚pG,K,Mq “ H˚´1pG,HomGp∆;Mqq. (B.5)

In particular, H0pG,K,Mq “ H0pG,K,Mq “ 0, H1pG,K,Mq “ ∆bGM andH1pG,K,Mq “
HomGp∆;Mq.

Remark B.6. Definition B.5 makes perfect sense even if K is not assumed to be closed

under conjugation. This gives a notion of group (co)homology relative to any family of

subgroups. However, this notion is equivalent to the former in the following sense. If K
denote the conjugation closure of K:

K :“ tgKg´1 : g P G,K P Ku,

then there are canonical isomorphisms

H˚pG,K,Mq – H˚pG,K,Mq, H˚pG,K,Mq – H˚pG,K,Mq. (B.6)

Indeed, choose a set of coset representatives X for G{K. This gives an identification

ZrG{Ks – ZrG{Ks which induces the desired isomorphisms. The resulting isomorphisms

(B.6) are independent of the choice of X , see [BE78, Proposition 7.5].

B.4. Bar resolution for relative (co)homology

The bar resolution for relative group (co)homology is obtained from the bar resolution

for group (co)homology using the cone construction. Recall that if A and B are chain

complexes and f : B Ñ A is a morphism of chain complexes, then the cone of f is the

chain complex Cpfq with differential d given by

Cpfqk :“ Ak ‘Bk´1, dpα, βq :“ p´dα` fpβq, dβq.

This construction produces an exact triangle of complexes B Ñ AÑ Cpfq Ñ Br´1s where

Br´1s is the shifted complex obtained from B, also called the suspension of B. The exact

triangle induces a long exact sequence in (co)homology.

We adopt the shorthand notation

CkpK,Mq :“
à

iPI

CkpKi,Mq, CkpK,Mq :“
ź

iPI

CkpKi,Mq.
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5. Dynamics on the Deroin-Tholozan relative character variety

The relative bar chain complex is given by the cone of the inclusion Ki Ă G, i.e.

CkpG,K,Mq : “ CkpG,Mq ‘ Ck´1pK,Mq,

–M bG
`

ZrGks ‘ ZrKk´1s
˘

.

with differential Bk : CkpG,K,Mq Ñ Ck´1pG,K,Mq defined by

Bkpg, hq :“
`

´ Bkg `
ÿ

iPI

ıihi, Bk´1h
˘

, (B.7)

where g P CkpG;Mq and h “ phiqiPI P Ck´1pK;Mq. Recall that at most finitely many

hi are nonzero so that the sum in (B.7) makes sense. The relative bar cochain complex is

defined by

CkpG,K,Mq : “ CkpG,Mq ‘ Ck´1pK,Mq,

– Map
`

ZrGks ‘ ZrKk´1s,M
˘

.

The differential Bk : CkpG,K,Mq Ñ Ck`1pG,K,Mq is given by

Bkpu, fq : “
`

Bku, u ıi ´ B
k´1fiq

“
`

u Bk`1, u ıi ´ fiBk
˘

, (B.8)

where u P CkpG,Mq and f “ pfiqiPI P C
k´1pK,Mq. The second equality in (B.8) follows

from the relation (B.3) which implies uBk`1 “ B
ku and fBk “ B

k´1f .

There are long exact sequences in group homology and cohomology that read

. . . ÝÑ HkpK,Mq
‘pıiq‹
ÝÑ HkpG,Mq

j
ÝÑ HkpG,K,Mq

r
ÝÑ Hk´1pK,Mq ÝÑ . . . (B.9)

. . . ÝÑ Hk´1pK,Mq r
ÝÑ HkpG,K,Mq j

ÝÑ HkpG,Mq
ˆpıiq

‹

ÝÑ HkpK,Mq ÝÑ . . . (B.10)

We used the shorthand notationsHkpK,Mq :“
À

iPI HkpKi,Mq andHkpK,Mq :“
ś

iPI H
kpKi,Mq.

The morphisms j and r are induced from the inclusion and restriction on the (co)chain

complex level. The long exact sequences are obtained by applying the derived functors

Ext˚ZrGsp¨,Mq and Tor
ZrGs
˚ p¨,Mq to the short exact sequence

0 ÝÑ ∆ ÝÑ ZrG{Ks ÝÑ Z ÝÑ 0.
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B.5. Relation to singular (co)homology

The purpose of this section is to explain how the singular (co)homology of a space relates

to the group (co)homology of its fundamental group.

Definition B.7 (Eilenberg-MacLane pair). A pair of topological spaces pX,Y q, Y Ă X,

is an Eilenberg-MacLane pair of type KpG,K, 1q, if X is a KpG, 1q–CW-complex and if

Y “ \Yi where each Yi is a KpKi, 1q–subcomplex of X.

Equivalently, pX,Y q is an Eilenberg-MacLane pair if each inclusion Yi ãÑ X induces

an injective homomorphism π1pYi, yiq ãÑ π1pX, yiq and if there exists an isomorphism

ϕ : π1pX, yiq Ñ G induced by a suitable choice of path connecting base points such that

ϕpπ1pYi, yiqq “ Ki

π1pYi, yiq π1pX, yiq

Ki G.

ϕ ϕ

ıi

The standard examples of Eilenberg-MacLane pairs are pairs pX,Y q where X is a KpG, 1q-

space and Y is the boundary of X.

Theorem B.8 ([BE78]). Let pX,Y q be an Eilenberg-MacLane pair of type KpG,K, 1q.
Then there exist isomorphisms in (co)homology in every degree that relates the long exact

sequences of the pairs pX,Y q and pG,Kq such that the following diagram commutes (up to

a minus sign for the middle square)

Hk´1pK,Mq HkpG,K,Mq HkpG,Mq HkpK,Mq

Hk´1pY,Mq HkpX,Y,Mq HkpX,Mq HkpY,Mq.

– – – –

Remark B.9. Observe that if pX,Y q is an Eilenberg-MacLane pair of type KpG,K, 1q, then

it is also an Eilenberg-MacLane pair of type KpG,K1, 1q where K1 is obtained from K by

individually conjugating its elements. So, as a byproduct of Theorem B.8, we get a natural

isomorphism between the (co)homology of the pairs pG,Kq and pG,K1q. This isomorphism

corresponds to the one induced by (B.6). In addition there are natural isomorphisms

H‹pX,Y,Mq – H‹pG,K,Mq, H‹pX,Y,Mq – H‹pG,K,Mq,

where K denotes the conjugation closure of K introduced in Remark B.6.
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5. Dynamics on the Deroin-Tholozan relative character variety

We refer the reader to [BE78, Thm. 1.3] for a proof of Theorem B.8.

B.6. Cup product

We introduce the cup product in group cohomology using the bar cochain complex as in

[Nos17, §7]. Let G be a group and M,M 1 be two G–modules. Let u P CkpG,Mq and v P

C lpG,M 1q. The cup product of u and v is defined as the cochain u ! v P Ck`lpG,MbGM
1q

defined by

u ! vpg1, . . . , gk`lq :“ upg1, . . . , gkq b g1 . . . gk ¨ vpgk`1, . . . , glq. (B.11)

Lemma B.10. The cup product satisfies the Leibniz rule:

Bk`l`1pu ! vq “ Bk`1u ! v ` p´1qku ! Bl`1v.

The Leibniz rule implies that the cup product descends to a well-defined G-invariant prod-

uct on cohomology:

! : HkpG,Mq bG H
lpG,M 1q Ñ Hk`lpG,M bGM

1q.

Lemma B.11. Up to the natural identification M bGM
1 –M 1 bGM , it holds that

ru ! vs “ p´1qklrv ! us, @u P ZkpG,Mq, @v P Z lpG,M 1q.

Proof. We treat the case k “ l “ 1. The other cases are similar. We start by computing

the differential of ub v using (B.2)

´B2pub vqpx, yq “ ´upxq b vpxq ` upxyq b vpxyq ´ x ¨ pupyq b vpyqq

“ upxq b x ¨ upyq ` x ¨ upyq b vpxq

“ u ! vpx, yq ` v ! upx, yq,

where in the second equality we used the cocycle property upxyq “ upxq ` x ¨ upyq. This

shows that u ! v ` v ! u is a coboundary.

The cup product can be defined on relative cohomology as follows. Let u P CkpG,Mq and

f P Ck´1pK,Mq, and v P C lpG,M 1q. Define the cup product of pu, fq with v to be the

cochain

pu ! v, f ! vq P Ck`lpG,K,M bGM
1q.
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It induces a cup product in relative cohomology

! : HkpG,K,Mq bG H lpG,M 1q Ñ Hk`lpG,K,M bGM
1q. (B.12)

B.7. Cap product and Poincaré duality

The purpose of [BE78] was to describe a notion of Poincaré duality for group pairs. This

can be done as follows.

Let P � Z be a projective resolution of G–modules. Then PbGP is a projective resolution

of Z for the diagonal G–action on P bG P. Let g “ p b q b a P pP bG Pq bG M and

u P HomGpP,M 1q. The cap product of g and u is defined to be

g " u :“ q b pab uppqq P P bG pM bGM
1q.

Lemma B.12. The cap product is a well-defined operation on complexes and satisfies the

Leibniz rule

Bkpg " uq “ p´1qlBk`l g " u` g " Blu.

The induced cap product on (co)homology is

" : Hk`lpG,Mq bG H
kpG,M 1q Ñ HlpG,M bGM

1q

The definition of the cap product in relative (co)homology uses the pairing

B : p∆bGMq bG HomGp∆,M
1q ÑM bGM

1

pg b aq b u ÞÑ ab upgq. (B.13)

The cap product on relative group (co)homology is the dashed arrow that makes the fol-

lowing diagram commute

Hk`lpG,K,Mq bG H lpG,K,M 1q HlpG,M bGM
1q

Hk`l´1pG,∆bGMq bG H
k´1pG,HomGp∆,M

1qq

"

B˚"

The equality in the first column is an application of (B.4) and (B.5).
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Using a modified version of the pairing (B.13), one can define a second variant of the cap

product

" : Hk`lpG,K,Mq bG HkpG,M 1q Ñ HlpG,K,M bGM
1q.

The two versions of the cup product are natural operations in group (co)homology, see

[BE78] for more details.

The cap product maps the long exact sequence in cohomology for the pair pG,Kq to its

long exact sequence in homology. This commutes with the corresponding map in singular

homology under the isomorphism of Theorem B.8. Indeed, let pX,Y q denote an Eilenberg-

MacLane pair of type KpG,K, 1q. For any e P HnpG,K,Mq, let e P HnpX,Y ;Mq be the

image of e under the isomorphism of Theorem B.8. The following diagram commutes for

k “ 0, . . . , n (up to some minus signs depending on the degree of the two lower squares,

see [BE78] for complete details)

Hn´kpG,K,M bGM
1q Hn´k´1pK,M bGM

1q Hn´k´1pG,M bGM
1q

HkpG,M 1q HkpK,M 1q Hk`1pG,K,M 1q

HkpX,M 1q HkpY,M 1q Hk`1pX,Y,M 1q

Hn´kpX,Y,M bGM
1q Hn´k´1pY,M bGM

1q Hn´k´1pX,M bGM
1q.

–

e" rpeq"

– –

e"

e" rpeq" e"

Here, r denotes the connecting morphism of the long exact sequence (B.9). In particular,

the following square commutes

HkpX,Y,M 1q HkpG,K,M 1q

Hn´kpX,M bGM
1q Hn´kpG,M bGM

1q.

e"

–

e"

–

Poincaré duality for de Rham cohomology says that if X is a smooth, compact, connected

manifold of dimension n, and rXs is a generator of HnpX;Zq – Z, then the cap product

with rXs is an isomorphism

rXs " : Hk
dRpX,Rq

–
ÝÑ Hn´kpX,Rq, k “ 0, . . . , n.

In the context of group (co)homology, one introduces the notion of Poincaré duality pairs.

148



B. Group (co)homology

Definition B.13 ((Poincaré) duality pairs). The pair pG,Kq is called a duality pair of

dimension n, in short a Dn-pair, if there exists a G–module N and an element e P

HnpG,K, Nq such that both

• e " : HkpG,Mq Ñ Hn´kpG,K, N bGMq,

• e " : HkpG,K,Mq Ñ Hn´kpG,N bGMq

are isomorphisms for every k “ 0, . . . , n and for every G–module M . Moreover, if N can

be chosen to be isomorphic to Z as a group, then pG,Kq is called a Poincaré duality pair

of dimension n, in short a PDn-pair.

If pG,Kq is a Dn-pair, then by letting M “ ZrGs and k “ n, we obtain HnpG,K,ZrGsq –
H0pG,NbGZrGsq – N . Therefore, a duality pair determines a unique dualizing module N

up to isomorphism. For a PDn-pair we call each of the two generators of HnpG,K, Nq – Z
a fundamental class of pG,Kq.

Example B.14. Let X be a smooth, compact, connected, manifold of dimension n with

non-empty boundary BX. Let rX, BXs P HnpX, BX,Zq be a fundamental class. Assume

that pX, BXq an Eilenberg-MacLane pair of type KpG,K, 1q. Then pG,Kq is a PDn-pair

with fundamental class rG,Ks given by the image of rX, BXs under the isomorphism of

Theorem B.8. In particular, the following diagram commutes

Hn
dRpX, BX,Rq H0pX,Rq

HnpG,K,Rq H0pG,Rq.

rX,BXs"

–

rG,Ks"
–

Here, R is the trivial G–module.

Observe that if pG,Kq is a Dn-pair, then there exists an induced isomorphism

rpeq " :
ź

iPI

HkpKi;M
1q Ñ

à

iPI

Hn´k´1pKi;M bGM
1q

in every degree k and for every G–modules M,M 1. Therefore, K must be a finite collection

of subgroups.
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Lemma B.15. Let pG,Kq be a PDn-pair and R be the trivial G–module. The cap product

in degree n for the bar resolution is

" : HnpG,K,Rq bG HnpG,K,Rq Ñ R

rpg, h1, . . . , hmqs b rpu, f1, . . . , fmqs ÞÑ upgq ´
m
ÿ

i“1

fiphiq, (B.14)

where u : Gn Ñ R and fi : K
n´1
i Ñ R have been extended Z-linearly to ZrGns, respectively

ZrKn´1
i s.

Proof. We only check that (B.14) vanishes if pg, h1, . . . , hmq is exact. A complete proof is

given in [KM96, Proposition 5.8].

The condition Bnpu, f1, . . . , fmq “ 0 as defined in (B.8) means that Bnu “ 0 and uæKi ´

Bn´1fi “ 0 for all i. Since pg, h1, . . . , hmq is assumed to be exact, there exist pg1, h11, . . . , h
1
mq P

Cn`1pG,K,Rq such that

pg, h1, . . . , hmq “ Bn`1pg
1, h11, . . . , h

1
mq

“

˜

m
ÿ

i“1

h1i ´ Bn`1g
1, Bnh

1
1, . . . , Bnh

1
m

¸

.

We compute

upgq ´
m
ÿ

i“1

fiphiq “
m
ÿ

i“1

uæKiph
1
iq ´ upBn`1g

1q ´

m
ÿ

i“1

fipBnh
1
iq

“

m
ÿ

i“1

uæKiph
1
iq ´ B

nupg1q ´
m
ÿ

i“1

Bn´1fiph
1
iq,

where in the second equality we applied the relation (B.3). The last expression vanishes

because pu, f1, . . . , fmq is closed.

B.8. Parabolic group cohomology

Parabolic group cohomology was introduced in the sixties by André Weil. We give a

succinct introduction inspired from [GHJW97].

Let G be a discrete group and K “ tKi : i P Iu be a family of subgroups of G. Let M be a

G–module and k ě 0 an integer. Define the set of parabolic cocycles in the bar complex to
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be the set k-cocycle f : Gk Ñ M such that all the restrictions fæKi are exact, i.e. belong

to BkpKi,Mq. The set of parabolic cocycles in degree k is denoted

ZkparpG,Mq Ă ZkpG,Mq.

Parabolic cocycles are thus cocycles that are exact on the boundary.

Definition B.16 (Parabolic group cohomology). The parabolic group cohomology of G

with coefficients in the G–module M is defined to be

H˚parpG,Mq :“ Z˚parpG,Mq{B
˚pG,Mq Ă H˚pG;Mq.

It follows from Definition B.16 that parabolic group cohomology is related to relative group

cohomology as follows.

Lemma B.17. Let j : HkpG,K,Mq Ñ HkpG,Mq be the morphism of the long exact se-

quence (B.10) for the pair pG,Kq. Then,

Hk
parpG,Mq “ j

`

HkpG,K,Mq
˘

– HkpG,K,Mq{Kerpjq.

The Leibniz rule of Lemma B.10 implies that the kernel and the image of j are orthogonal

for the cup product (B.12). In particular, there is a non-degenerate induced product

! : Hk
parpG,Mq bG H

l
parpG,M

1q Ñ Hk`lpG,K,M bGM
1q. (B.15)
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