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Abstract

In this paper a one-dimensional Keller-Segel model with a logarithmic chemotactic-
sensitivity and a non-diffusing chemical is classified with respect to its long time be-
havior. The strength of production of the non-diffusive chemical has a strong influence
on the qualitative behavior of the system concerning existence of global solutions or
Dirac-mass formation. Further, the initial data play a crucial role.

1 Introduction

We consider a chemotaxis-system with a logarithmic chemotactic sensitivity and a non-
diffusing chemical. The main question addressed is whether smooth solutions exist globally
in time, or blowup happens. A crucial assumption is that the chemical is produced by
the chemotactic species and decay terms do not occur. Thus a drift-diffusion equation is
coupled to an ODE. In [5] Keller and Segel discussed traveling waves for a similar system,
where for the chemical reaction kinetics just a decay term is considered. Thus existence of
global solutions can always be expected. When varying the strength of the production an
interesting long time behavior can be expected for the system, as introduced in [11] and
formally explored in [8]. Existence of global solutions for linear production kinetics with
respect to the chemotactic species was proved in [13]. For a fixed and strong production
kinetics in [6] finite time blowup was shown for specific explicit initial data.

In this paper we classify the system for a variety of production kinetics and types of
initial data. The aim is to find “critical conditions” for the switch between existence of
global solutions and Dirac mass formation.

The system we study is

ut = uxx −
(
u

wx

w

)
x
, wt = uwλ for t > 0, x ∈ I = [0, π], and λ ∈ [0, 1) ,

∗Department of Mathematics, Sungkyunkwan University and Institute of Basic Science, Suwon 440-746,
Republic of Korea (kkang@skku.edu)

†University of Heidelberg, Applied Mathematics and Bioquant, BQ 0021, INF 267, D-69120 Heidelberg,
Germany (angela.stevens@uni-hd.de)
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with periodic boundary conditions. Here u models the chemotactic species and w the
non-diffusive memory. By setting θ = 1

1−λ and z = w
1
θ we obtain

ut = uxx − θ
(
u

zx

z

)
x
, zt = u for t > 0, x ∈ I = [0, π] . (1)

So θ ∈ [1,∞). In [13] a result for λ = 0, respectively θ = 1 was obtained. In [6] a result
for λ = 1 was given. We will have a closer look at the regime in between, where the
interesting switch from the existence of global solutions toward Dirac mass formation is
to be expected.

Throughout this paper we will use the following notation for the functional spaces for
given t > 0:

Hk = Hk(I) = { f(t, ·) : Djf(t, ·) ∈ L2(I), 0 ≤ j ≤ k }.

2 Qualitative behavior of system for θ = 1:

In this section C will always denote a generic constant that can change from line to
line. We will show that there exist global smooth solutions for system (1) with periodic
boundary conditions. In [13] an L∞-estimate was proved for this case.

First note that u(x, t) = a and z(x, t) = at + b with a, b > 0 are homogeneous solutions
of

ut = uxx −
(
u

zx

z

)
x
, zt = u for t > 0, x ∈ I = [0, π].

For convenience, define z̄(t) = at + b. We will first study the stability for this problem.
Due to translation, e.g. τ = t + b

a , one can assume w.l.o.g. that t ≥ b
a , so z̄(t) = at. For

simplicity, we set a = b. Our main result of this section is

Theorem 2.1 Let (a, at) be a space-independent solution of (1), where a > 0 is constant.
If (u, z) is a solution with initial data (u0, z0) sufficiently close to (a, a), then there exists
v∞ ∈ H2 such that u and z

t both converge to a + v∞ for t→∞.

We need several steps to prove this theorem. So we are looking for solutions of type

u(x, t) = a + v(x, t), z(x, t) = z̄(t) + ζ(x, t) . (2)

Assume that v0(x) = v(x, 1) and ζ0(x) = ζ(x, 1) are “sufficiently” small and regular.
Further details will be specified later. Substituting (2) into (1), we have

vt = vxx −
(

(a + v)
ζx

z̄ + ζ

)

x

= vxx −
(

1
t
ζx

)

x

−
(

ζx

z̄ + ζ
v − aζζx

z̄(z̄ + ζ)

)

x

, ζt = v. (3)

Also we will consider the Fourier-expansion

v(x, t) =
∞∑

n=−∞
vn(t)einx, ζ(x, t) =

∞∑
n=−∞

ζn(t)einx.
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2.1 The linearized problem

First we linearize system (3) around the homogenous solutions and obtain

vt = vxx − 1
t
ζxx , ζt = v , in I = [0, π] . (4)

We show that the space-independent solution (a, at) of (3) is stable on the linearized level.

Proposition 2.2 Let (v, ζ) be a solution of (4). There exist ε > 0 and δ = δ(ε) such
that for ‖v(1)‖H2 + ‖ζ(1)‖H2 < δ one obtains ‖v(t)‖H2 ≤ ε and ‖ζ(t)‖H2 ≤ εt for all
1 ≤ t < ∞. Moreover, there exists v∞ ∈ H2 with

∫

Ω
v∞einxdx = ζn(1)− (ζn(1)− vn(1))

∫ ∞

1

en2(1−s)

s2
ds

such that

‖v(t)− v∞‖H2 ,

∥∥∥∥
ζ(t)
t
− v∞

∥∥∥∥
H2

−→ 0 as t → ∞.

Proof. The Fourier coefficients of v and ζ must satisfy

v′n(t) = −n2vn(t) +
1
t
n2ζn(t), ζ ′n(t) = vn(t).

Therefore,

ζ
′′
n(t) = −n2ζ ′n(t) +

1
t
n2ζn(t).

Solving this ODE, we get

ζn(t) = Ant + Bnt

∫ ∞

t

e−n2s

s2
ds, vn(t) = An + Bn

∫ ∞

t

e−n2s

s2
ds− Bn

t
e−n2t, (5)

where

An = ζn(1)− (ζn(1)− vn(1))
∫ ∞

1

en2(1−s)

s2
ds, Bn = en2

(ζn(1)− vn(1)) .

Formula (5) is valid also for n = 0, in which case ζ0(t) = A0t + B0 and v0(t) = A0. Due
to the assumptions on the initial conditions, we have∑∞

n=−∞(1 + n4)
(
|vn(1)|2 + |ζn(1)|2

)
< δ2, and for all n ∈ Z we have vn − ζn/t =

−Bne−n2t/t. Thus, direct computations show that
∥∥∥∥v − ζ

t

∥∥∥∥
2

H2

≤
∞∑

n=−∞
(1 + n4)B2

n

e−2n2t

t2
=

∞∑
n=−∞

(1 + n4) |ζn(1)− vn(1)|2 e2n2(1−t)

t2

≤ ‖ζ(1)− v(1)‖2
H2

t2
<

δ2

t2
.
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It is straightforward that

∞∑
n=−∞

(1 + n4)A2
n ≤ C

∞∑
n=−∞

(1 + n4)
(
|vn(1)|2 + |ζn(1)|2

)
≤ Cδ2 ,

and for any t with 1 ≤ t < ∞ we have

∞∑
n=−∞

(1 + n4)B2
n

(∫ ∞

t

e−n2s

s2
ds

)2

≤
∞∑

n=−∞
(1 + n4)(ζn(1)− vn(1))2

(∫ ∞

t

en2(1−s)

s2
ds

)2

≤
∞∑

n=−∞
(1 + n4)(ζn(1)− vn(1))2

1
t2

<
δ2

t2
.

Summing up all estimates, we obtain

‖v‖2
H2 ≤

∞∑
n=−∞

(1 + n4)


A2

n + B2
n

(∫ ∞

t

e−n2s

s2
ds

)2

+ B2
n

e−2n2t

t2


 ≤ Cδ2, 1 ≤ t < ∞

and

‖v − v∞‖2
H2 =

∞∑
n=−∞

(1 + n4)


B2

n

(∫ ∞

t

e−n2s

s2
ds

)2

+ B2
n

e−2n2t

t2


 ≤ C

δ2

t2
.

This completes the proof.

2.2 Nonlinear stability

Let f(x, t) be the nonlinear part of (3) and let fn denote the n-th Fourier coefficient of f ,
namely

f(x, t) = −
(

ζx

z̄ + ζ
v − aζζx

z̄(z̄ + ζ)

)

x

= −
(

ζx

z̄ + ζ
(v − ζ

t
)
)

x

, fn(t) := (f(x, t), einx).

Recalling (3) and comparing Fourier coefficients, we have

ζ
′′
n(t) + n2ζ ′n(t)− 1

t
n2ζn(t) = fn(t). (6)

By setting ζn(t) = tΦn(t), we get

Φ′n(t) =
e−n2t

t2

∫ t

1
fn(s)sen2sds. So , Φn(t) =

∫ t

1

e−n2ξ

ξ2

(∫ ξ

1
fn(s)sen2sds

)
dξ.
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The general solution of (6) is given by

ζn(t) = Ant + Bnt

∫ ∞

t

e−n2s

s2
ds + t

∫ t

1

e−n2ξ

ξ2

(∫ ξ

1
fn(s)sen2sds

)
dξ,

vn(t) = An+Bn

∫ ∞

t

e−n2s

s2
ds−Bn

t
e−n2t+

∫ t

1

e−n2ξ

ξ2

(∫ ξ

1
fn(s)sen2sds

)
dξ+

e−n2t

t

(∫ t

1
fn(s)sen2sds

)
,

where

An = ζn(1)−Bn

∫ ∞

1

e−n2s

s2
ds, Bn = en2

(ζn(1)− vn(1)) .

In the sequel we assume that the solutions ζ(x, t) and v(x, t) are in H2, and that the initial
data are small, i.e.

∞∑
n=−∞

(1 + n4)
(
|vn(1)|2 + |ζn(1)|2

)
< ε.

Next we introduce the norm

|||ψ|||2L,k =
∫ L

(L−1)+
‖ψ(t)‖2

Hk(Ω) dt, k ≥ 0,

with L > 1, (L− 1)+ = max {L− 1, 1}.

Lemma 2.3 Let ψ be smooth in [(L− 1)+, L]× Ω. Then

sup
(L−1)+<t<L

‖ψ(t)‖H2 ≤ C (|||ψ|||L,2 + |||ψt|||L,2) . (7)

Proof. We note first that there exists t̄ ∈ ((L− 1)+, L) such that ‖ψ(t̄)‖H2 ≤ |||ψ|||L,2 .
Thus

ψ(x, t)− ψ(x, t̄) =
∫ t

t̄
ψs(x, s)ds, for any (L− 1)+ < t < L.

Taking the H2−norm on both sides of the equality and using Hölder’s inequality, (7) is
immediate.

Now we state local existence of small solutions.

Proposition 2.4 Let (v, ζ) be a solution of (3). There exist ε > 0 and δ = δ(ε) such that
for ‖v(1)‖H2 + ‖ζ(1)‖H2 < δ there exists T = T (ε) > 0 such that

sup
L<T

|||v|||L,2 < ε, sup
L<T

|||ζ|||L,2 < εL.

Proof. The proof is standard, so details are skipped.
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Lemma 2.5 Let T ∈ (1,∞] be the time in Proposition 2.4. Then for any t < T

‖ζ(t)‖L∞ + ‖ζ(t)‖H2 ≤ Cεt. (8)

Proof. Since ‖ζ(t)‖L∞ ≤ C ‖ζ(t)‖H2 , it is sufficient to estimate ‖ζ(t)‖H2 . Let t ∈
((L− 1)+, L) where L < min{T, 2t}. Due to Lemma 2.3 and Proposition 2.4 we have

‖ζ(t)‖H2 ≤ C (|||ζ|||L,2 + |||ζt|||L,2) ≤ C (|||ζ|||L,2 + |||v|||L,2) ≤ CεL ≤ Cεt.

This completes the proof.

Lemma 2.6 Let T ∈ (1,∞] be the time in Proposition 2.4. Then for any t < T ,
∥∥∥∥v(t)− ζ(t)

t

∥∥∥∥
H1

≤ Cεe−Ct, ‖f(t)‖L2 ≤ Cε2e−Ct.

Proof. With (8) we can estimate f(x, t) for t ∈ [1, T ) as follows

‖f(t)‖L2(Ω) ≤
∥∥∥∥
(

ζx

z̄ + ζ
(v − ζ

t
)
)

x

∥∥∥∥
L2(Ω)

≤ C

(
1
t
‖ζ‖H2

∥∥∥∥v − ζ

t

∥∥∥∥
H1

+
1
t2
‖ζ‖2

H2

∥∥∥∥v − ζ

t

∥∥∥∥
L2

)

≤ C(ε + ε2)
∥∥∥∥v − ζ

t

∥∥∥∥
H1

≤ Cε

∥∥∥∥v − ζ

t

∥∥∥∥
H2

. (9)

Since v′n + n2vn − n2

t ξn = fn, we have

d

dt
(vn − ξn

t
) + n2(vn − ξn

t
) +

1
t
(vn − ξn

t
) = fn.

Multiplying with n2(vn − ξn

t ), we get

n2

2
d

dt
(vn − ξn

t
)2 + n4(vn − ξn

t
)2 +

n2

t
(vn − ξn

t
)2 = fnn2(vn − ξn

t
).

This implies that

1
2

d

dt

∥∥∥∥v − ζ

t

∥∥∥∥
2

H1

+
∥∥∥∥v − ζ

t

∥∥∥∥
2

H2

+
∥∥∥∥

1√
t
(v − ζ

t
)
∥∥∥∥

2

H1

≤ ‖f‖L2

∥∥∥∥v − ζ

t

∥∥∥∥
H2

.

Due to (9), we obtain

1
2

d

dt

∥∥∥∥v − ζ

t

∥∥∥∥
2

H1

+ (1− Cε)
∥∥∥∥v − ζ

t

∥∥∥∥
2

H2

≤ 0. (10)

Hence as long as ε is sufficiently small, by integrating over [1, t) we obtain
∥∥∥∥v(t)− ζ(t)

t

∥∥∥∥
H1

≤ ‖v0 − ζ0‖H1 e−Ct ≤ εe−Ct. (11)

The second estimate is direct from (9) and (11). This completes the proof.
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Proposition 2.7 There exist ε > 0 and δ = δ(ε) such that for ‖v(1)‖H2 + ‖ζ(1)‖H2 < δ
we have |||v|||t,2 ≤ ε and |||ζ|||t,2 ≤ εt for all t < ∞. Moreover, there exists v∞ ∈ H2 such
that ∥∥∥∥

ζ(t)
t
− v∞

∥∥∥∥
H2

−→ 0 for t → ∞,

‖v(t)− v∞‖H1 −→ 0 for t → ∞, and

|||v − v∞|||L,2 −→ 0 for L → ∞.

Proof. Let T be the time in Proposition 2.4. We claim that T = ∞. Suppose that this
is not the case, i.e. T < ∞. Then either |||v|||T,2 > ε or |||ζ|||T,2 > εT . Suppose that
|||v|||T,2 > ε. For the case |||ζ|||T,2 > εT we could argue similarly.

Recall the representation formula for vn:

vn(t) = An + Bn

∫ ∞

t

e−n2s

s2
ds− Bn

t
e−n2t

+
∫ t

1

e−n2ξ

ξ2

(∫ ξ

1
fn(s)sen2sds

)
dξ +

e−n2t

t

(∫ t

1
fn(s)sen2sds

)
, (12)

where

An = ζn(1)−Bn

∫ ∞

1

e−n2s

s2
ds, Bn = en2

(ζn(1)− vn(1)) .

It is sufficient to consider the nonlinear parts (12). For simplicity denote

Ψn(t) :=
∫ t

1

e−n2ξ

ξ2

(∫ ξ

1
fn(s)sen2sds

)
dξ +

e−n2t

t

(∫ t

1
fn(s)sen2sds

)
= In(t) + IIn(t).

Integrating by parts we obtain

In(t) = −e−n2t

n2t2

∫ t

1
fn(s)sen2sds +

1
n2

∫ t

1

fn(ξ)
ξ

dξ − 2
n2

∫ t

1

e−n2ξ

ξ3

(∫ ξ

1
fn(s)sen2sds

)
dξ .

Direct computations show that
∫ T

(T−1)+

∞∑
n=−∞

n4I2
n(τ)dτ ≤ C

∫ T

1

∞∑
n=−∞

f2
n(s)ds = C ‖f‖2

L2(QT ) ≤ Cε4
∫ T

1
e−ctdt ≤ Cε4.

Next consider

|IIn(t)| ≤ e−n2t

t

(∫ t

1
|fn(s)| sen2sds

)
≤

∫ t

1
|fn(s)| en2(s−t)ds =: y(t).

Since the right hand side is a solution of y′(t) + n2y(t) = |fn|, one can estimate
∫ T

(T−1)+

∞∑
n=−∞

n4II2
n(τ)dτ ≤ C

∫ T

1

∞∑
n=−∞

f2
n(s)ds = C ‖f‖2

L2(QT ) ≤ Cε4. (13)

7



This can be seen by defining yn (t) =
∫ t
1 |fn (s)| en2(s−t)ds. Thus y′n (t)+n2yn (t) = |fn (t)|.

Define
Y (x, t) =

∑

n 6=0

yn (t) einx, F (x, t) =
∑

n6=0

|fn (t)| einx.

Then for t ≥ 1, Y solves in I = [0, π] the following equation

Yt = Yxx + F, Y (x, 1) = 0.

Further, classical estimates, using the fact that we do not have a neutral eigenvalue, yield

‖Y (·, t)‖2
L2 ≤ C

∫ T

1
‖F (·, t)‖2

L2 dt .

With classical regularity theory for the heat equation we obtain
∫ T

(T−1)+

‖Y (·, t)‖2
H2 ≤ C sup

t−1≤s≤t
‖Y (·, s)‖2

L2 + C

∫ T

(T−1)+

‖F (·, t)‖2
L2 dt

≤ C

∫ T

1
‖F (·, t)‖2

L2 dt .

Since ∑
n

n4II2
n =

∑

n 6=0

n4 |yn (t)|2 = ‖Y (·, t)‖2
H2 ,

the estimate (13) follows. Summing up, we obtain

‖v‖T,2 ≤ {linear terms}+

(∫ T

(T−1)+

∞∑
n=−∞

n4I2
n(τ)dτ

) 1
2

+

(∫ T

(T−1)+

∞∑
n=−∞

n4II2
n(τ)dτ

) 1
2

≤ Cδ + Cε2.

This shows |||v|||T,2 < ε, which contradicts our hypothesis. Thus, T cannot be finite.

Next we show convergence. We will prove that In(t) = ζn/t−An ∈ H2 and In(t) ≤ Cε2

for all t. By changing the order of integration and using Hölder’s inequality, we obtain

|In(t)| =
∣∣∣∣∣
∫ t

1
fn(s)sen2s

∫ t

s

e−n2ξ

ξ2
dξds

∣∣∣∣∣ ≤
∫ t

1
|fn(s)| sen2s

∫ t

s

e−n2ξ

ξ2
dξds

≤ C

n2

∫ t

1

|fn(s)|
s

ds ≤ C

n2

(∫ t

1
|fn|2 ds

) 1
2
(∫ t

1
s−2ds

) 1
2

≤ C

n2

(∫ t

1
|fn|2 ds

) 1
2

.

Due to Lemma 2.6, we have that n4 |In(t)|2 ≤ Cε4 for all t. This implies that ζ/t is in H2

and converges to v∞ ∈ H2 for t→∞, with

v∞ =
∑

(v∞)neinx, where (v∞)n = An + In(∞),
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and

In(∞) =
∫ ∞

1

e−n2ξ

ξ2

(∫ ξ

1
fn(s)sen2sds

)
dξ.

Now it is direct that
ζ

t
−→ v∞ in H2 for t → ∞. (14)

From (10), we have
∥∥∥∥v(t)− ζ(t)

t

∥∥∥∥
H1

−→ 0 for t → ∞,

∣∣∣∣
∣∣∣∣
∣∣∣∣v(t)− ζ(t)

t

∣∣∣∣
∣∣∣∣
∣∣∣∣
L,2

−→ 0 for L → ∞. (15)

Combining (14) and (15), we obtain that v converges to v∞ in the H1 and the (L, 2)−norm,
since

‖v − v∞‖H1 + |||v− v∞|||L,2 ≤
∥∥∥∥v − ζ

t

∥∥∥∥
H1

+
∥∥∥∥
ζ

t
− v∞

∥∥∥∥
H1

+
∣∣∣∣
∣∣∣∣
∣∣∣∣v −

ζ

t

∣∣∣∣
∣∣∣∣
∣∣∣∣
L,2

+
∣∣∣∣
∣∣∣∣
∣∣∣∣
ζ

t
− v∞

∣∣∣∣
∣∣∣∣
∣∣∣∣
L,2

≤
∥∥∥∥v − ζ

t

∥∥∥∥
H1

+
∣∣∣∣
∣∣∣∣
∣∣∣∣v −

ζ

t

∣∣∣∣
∣∣∣∣
∣∣∣∣
L,2

+
∥∥∥∥
ζ

t
− v∞

∥∥∥∥
H2

.

This completes the proof.

Summarizing the previous estimates, for θ = 1 we obtain our main result of this section,
namely Theorem 2.1.

3 Qualitative behavior of the system for 1 < θ < 3

From now on let I = [−1, 1]. The reason for this change of domain of integration is simply
to fix the expected singularity at the origin and avoid dealing with complicated shifts of
its location. We consider

ut = uxx − θ
(zx

z
u
)

x
, zt = u in I × [0,∞),

u(x, 0) = u0(x), z(x, 0) = z0(x) , with periodic boundary conditions.

First, to get a quick insight, we give a heuristic argument regarding the blow-up asymp-
totics for this system for t→∞. After this we will go into the details of the rigorous analysis.
For the heuristics we assume w.l.o.g. that

∫
I u dx = 1 and consider the simplified equation

z̄t =
z̄θ

∫
I z̄θdx

.

We expect this simplified equation to be a good approximation for the dynamics of the
original problem for t→∞. Assuming that z0(0) > z0(x) for any x ∈ I \ {0} we can solve
this equation and obtain

z̄1−θ(x, t) = z̄1−θ
0 (x)− (θ − 1)

∫ t

0

ds∫
I z̄θ(x, s)dx

.
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We assume further that z0 can be expanded near zero as follows:

z̄1−θ
0 (x) = z̄1−θ

0 (0) + Bx2 + h.o.t. for x → 0.

Here B is a positive constant depending on the initial data. Continuing the heuristic
argument, we thus obtain

z̄1−θ(x, t) ≈ z̄1−θ
0 (0) + Bx2 − (θ − 1)

∫ t

0

ds∫
I z̄θ(x, s)dx

.

Define

ψ(t) := z̄1−θ
0 (0)− (θ − 1)

∫ t

0

ds∫
I z̄θ(x, s)dx

.

Thus z̄1−θ(x, t) ≈ Bx2 + ψ(t), and

z̄(x, t) ≈ 1

(Bx2 + ψ(t))
1

θ−1

.

Direct computations show

−θ − 1
ψ′(t)

≈
∫

I

dx

(Bx2 + ψ(t))
θ

θ−1

.

So we get ψ′(t) ≈ −Kψ
θ+1

2(θ−1) (t), where K is a positive constant. This yields ψ(t) ≈
At−

2(θ−1)
3−θ with a constant A > 0 for t→∞. Since ψ(t)→0 for t→∞, we see that

z̄1−θ
0 (0) ≈ (θ − 1)

∫ ∞

0

ds∫
I z̄θ(x, s)dx

.

Therefore, noting that ψ′(t) ≈ −KA
θ+1

2(θ−1) t−
θ+1
3−θ for t→∞, we obtain

ψ(t) ≈ (θ − 1)
∫ ∞

t

ds∫
I z̄θdx

=⇒
∫

I
z̄θdx ≈ θ − 1

KA
θ+1

2(θ−1)

t
θ+1
3−θ ,

and

z̄(x, t) ≈ 1
(

Bx2 + At−
2(θ−1)
3−θ

) 1
θ−1

=
t

2
3−θ

(
Bx2t

2(θ−1)
3−θ + A

) 1
θ−1

.

Now we are ready to present rigorous arguments which justify the given heuristics. A first
idea for a quasi-steady state approximation of the system under consideration in the given
regime for θ was given by Schwetlick, [10]. The main theorem we will prove in this section
is the following
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Theorem 3.1 There exist initial data u0, z0 ∈ C2,ν such that the corresponding solutions

(u, z) of (1) satisfy u(x, t) → mδ(x) and z(x, t) ≈ t
2

3−θ

(Bx2t
2(θ−1)
3−θ +A)

1
θ−1

for t → ∞, where

m =
∫
I u0(x)dx and A, B are constants depending on the initial data.

Remark: As we will see in Assumption 3.5 later, the condition on the initial data is,
that u0, z0 are symmetric, u0 is concentrated at the origin, and z0 behaves like a power
law at the origin. For convenience we will also assume in the following that m = 1.

To prove this theorem we need several steps.

3.1 The Eigenvalue problem

We define the differential operator

Ãz(f) := fxx − θ
(zx

z
f
)

x
=

(
fx − θ

(zx

z
f
))

x
in [−1, 1].

Consider the eigenvalue problem Ãz(f) = λf , i.e.

fxx − θ
(zx

z
f
)

x
= λf, f(−1) = f(1), fx(−1) = fx(1).

Since we have assumed periodic boundary conditions in R, it is direct that f(−1) = f(1) =
fx(−1) = fx(1) = 0. Now a class of functions A is introduced, which is assumed to contain
z.

Assumption 3.2 Let 0 < ν < 1 and let A be a class of nonnegative functions such that
for g ∈ A the following conditions hold

1. g ∈ C2,ν is nonnegative and symmetric with respect to zero, i.e g(−x) = g(x). Fur-
thermore, there exists M > 0 such that

t−
2

3−θ


t−

θ−1
3−θ

(2+ν) sup
|x1|,|x2|≤t

− θ−1
3−θ

( |gxx (x1)− gxx (x2)|
|x1 − x2|ν

)


+ sup
t
− θ−1

3−θ≤R≤1

R
2

θ−1

[
R(2+ν) sup

R/2≤|x1|,|x2|≤R

|gxx (x1)− gxx (x2)|
|x1 − x2|ν

]
≤ M .

2. There exist A,B, M > 0 such that

t
2

3−θ

M

(
Bx2t

2(θ−1)
3−θ + A

) 1
θ−1

≤ g(x) ≤ Mt
2

3−θ

(
Bx2t

2(θ−1)
3−θ + A

) 1
θ−1

.
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3. There exist A,B, M > 0 such that

|gx| ≤ M
xt

2θ
3−θ

(
Bx2t

2(1−θ)
3−θ + A

) θ
θ−1

.

4. There exists ε0 > 0 such that
∣∣∣∣
gx

g
− 1

θ − 1
1
x

∣∣∣∣ ≤
ε0
|x| ,

∣∣∣∣
(

gx

g
− 1

θ − 1
1
x

)

x

∣∣∣∣ ≤
ε0

|x|2 .

From now on, and in difference to the previous section, the appearing constants C =
C(θ, M) will depend on θ and on M , as well as the constants denoted by Cδ, Cγ .

Lemma 3.3 The operator Ãz(t) is self-adjoint with respect to the weighted integral dx
zθ .

All eigenvalues are non-positive and the first eigenvalue λ0 is equal to 0 with corresponding
eigenfunction zθ.

Proof. We know that hx − θ zx
z h = ( h

zθ )xzθ for any h and

∫

I
Ãz(f)g

dx

zθ
= −

∫

I
(fx − θ

zx

z
f)

( g

zθ

)
x
dx = −

∫

I

(
f

zθ

)

x

(gx − θ
zx

z
g)dx =

∫

I
fÃz(g)

dx

zθ
.

It follows from standard arguments that all eigenvalues are non-positive (compare [1]). It
is straightforward that zθ is an eigenvector corresponding to the eigenvalue 0.

Proposition 3.4 Let λ1 be the second eigenvalue for the differential operator Ãz(t). Sup-
pose that z(x, t) satisfies Assumption 3.2. Then there exists an absolute constant C > 0
independent of z such that

λ1 ≤ −C for all t.

Proof. Suppose that this is not the case. Then there exist a sequence of tm, functions
zm ∈ A, and eigenvalues λ1,m ↗ 0 for tm → t∞ (with t∞ being either finite or infinite),
and corresponding eigenfunctions φ1,m such that

Ãzm(φ1,m) = (φ1,m)xx − θ

(
(zm)x

zm
φ1,m

)

x

= λ1,mφ1,m.

Here we assume that the eigenfunction φ1,m is normalized i.e.
∫ |φ1,m|2 dx

zθ
m

= 1.

• If t∞ < ∞, then by Assumption 3.2 we have that ‖zm‖C2,ν is uniformly bounded,
and zm converges to z∞ in C2. Classical regularity theory implies that φm ∈ C2,ν and
‖φm‖C2,ν ≤ C for all m. Due to Sturm-Liouville theory, the eigenfunctions φ1,m satisfy
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φ1,m(0) = 0 and φ1,m(x) > 0 for x ∈ (0, 1). In addition, there exists φ1,∞ such that
φ1,m → φ1,∞ in C2. Then the limiting equation becomes

Ãz∞(φ1,∞) = (φ1,∞)xx − θ

(
(z∞)x

z∞
φ1,∞

)

x

= 0.

This equation can be solved explicitly and we obtain

φ1,∞(x) = Kzθ
∞(x) + C

∫ x

0

zθ∞(x)
zθ∞(ξ)

dξ.

Since φ1,∞ is periodic and z∞ is nonnegative, the integral term above must vanish, and
thus φ1,∞(x) = Kzθ∞(x). This yields K = 0, because φ1,∞(0) = 0 and z∞(0) > 0. Hence
φ1,∞ = 0, which contradicts the fact that

∫ |φ1,∞|2 dx
zθ∞

= 1.

• The case t∞ = ∞. For any 0 < δ < 1 we note that ‖zm‖C2,ν(I\[−δ,δ]) ≤ Cδ. Let
δ0 > 0 be sufficiently small. Let ψ(x) = Cγxγ with γ > 1, where Cγ is a constant satisfying
Cγδγ

0 = Cδ in [0, δ0]. We show that ψ ≥ zm for all m. Indeed, for sufficiently small ε = ε(γ)
we have

Ãzm(ψ) = γ(γ − 1)xγ−2 − θ

θ − 1
(γ − 1)xγ−2 − θ

(
(
(zm)x

zm
− 1

(θ − 1)x
)ψ

)

x

= (γ − 1)
(

γ − θ

θ − 1

)
xγ−2 − θ

(
(zm)x

zm
− 1

(θ − 1)x

)

x

ψ − θ

(
(zm)x

zm
− 1

(θ − 1)x

)
ψx

≤ (γ − 1)
(

γ − θ

θ − 1

)
xγ−2 + θ

ε

x2
xγ + θγ

ε

x
xγ−1

= (γ − 1)
(

γ − θ

θ − 1
+ θε

1 + γ

γ − 1

)
xγ−2 .

So Ãzm(ψ) ≤ 0 in [0, δ0] for 1 < γ < θ
θ−1 and so ψ is a super-solution of φ1,m for all m,

namely, due to the maximum principle,

|φ1,m(x)| ≤ Cγ |x|γ , 0 ≤ x ≤ δ0.

There exists φ1,∞ such that φ1,m → φ1,∞ in C2 over [δ, 1] for any 0 < δ < 1 and thus the
limiting equation becomes

Ãz∞(φ1,∞) = (φ1,∞)xx − θ

(
(z∞)x

z∞
φ1,∞

)

x

= 0.

As in the previous case, this leads to a contradiction and completes the proof.
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For convenience, we denote < g, h >=
∫
I g(x)h(x)dx

zθ for functions g and h which are
integrable with respect to dx/zθ. We define v in terms of u := zθ∫

I zθdx
+ v. Note that∫

I vdx = 0 and < zθ, v >= 0. Furthermore, v solves

vt = vxx − θ
(zx

z
v
)

x
−

(
zθ

∫
I zθdx

)

t

. (16)

For simplicity we denote

R(x, t) := −
(

zθ

∫
I zθdx

)

t

= −θ
zθ−1u∫
I zθdx

+ θ
zθ

∫
zθ−1udx(∫

I zθdx
)2 . (17)

Now we make an assumption on v, which will be recovered in the end.

Assumption 3.5 Suppose that z(x, t) satisfies Assumption 3.2. Further suppose that

|v(x, t)| ≤ M
zθ(x, t)∫

I zθ(y, t)dx
,

for a suitable constant M > 0.

Let us first give a useful lemma, which is an adaptation of a result given in [7] and
provides one of the main estimates for the result stated thereafter. For the purpose of
this paper we use a formulation restated in [4], which is more accessible. The proof of our
lemma will be given later in the paper.

Lemma 3.6 Let 1 < θ < 3. Suppose that ζ ∈ C1([0, 1]) with ζ(0) = 0, and z satisfy
Assumption 3.2 for all t ≥ 1. Then

(∫ 1

0
z(p−1)θ |ζ|p dx

) 1
p

≤ C

(∫ 1

0
zθ |ζx|2 dx

) 1
2

, p =
6θ − 2
θ + 1

.

With this result we can show a Sobolev inequality with the weighted norm z−θ.

Lemma 3.7 Suppose that z(x, t) satisfies Assumption 3.2, and that hx ∈ L2(z−θdx) with∫
I h = 0, where I = [−1, 1]. Then

(∫

I
|h|p dx

zθ

) 1
p

≤ C

(∫

I

∣∣∣hx − θ
zx

z
h
∣∣∣
2 dx

zθ

) 1
2

, p =
6θ − 2
θ + 1

. (18)

Here C is an absolute constant independent of t, z, and θ, but depending on M .

Proof. We consider the following variational problem:

−
(
hx − θ

zx

z
h
)

x
= λ

(
|h|p−2 h− zθ

∫
I |h|p−2 hdx∫

I zθdx

)
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with
∫
I |h|p dx

zθ = 1. Due to Assumption 3.2, z(x, t) is non-singular for every finite t, and
thus classical theory for semi-linear elliptic boundary value problems with constraints,
compare [12] implies that there exists λ(t) > 0 such that

(∫

I
|h|p dx

zθ

) 1
p

≤ 1√
λ(t)

(∫

I

∣∣∣hx − θ
zx

z
h
∣∣∣
2 dx

zθ

) 1
2

.

Our goal is to show that there exists k > 0 such that λ ≥ k for all t ≥ t0.
Suppose that this not the case. Then there exist tn, zn, hn with

∫
I |hn|p dx

zθ
n

= 1 and
λn(tn) ↘ 0 for tn →∞, possibly after choosing a suitable subsequence, such that

λn =
∫

I

∣∣∣∣(hn)x − θ
(zn)x

zn
hn

∣∣∣∣
2 dx

zθ
n

.

We introduce a new function ϕn := hn

zθ
n
. Then, since we want to minimize the constant

C in (18), the given problem can be rewritten as an eigenvalue problem

−
(
zθ
n(ϕn)x

)
x

= λn

[
z(p−1)θ
n |ϕn|p−2 ϕn −

∫
I z

(p−1)θ
n |ϕn|p−2 ϕndx∫

I zθ
ndx

zθ
n

]
,

because
∫

I
|hn|p dx

zθ
n

=
∫

I
|ϕn|p z(p−1)θ

n dx . (19)

Additionally, the normalization and orthogonality condition have to be fulfilled, namely
∫

I
z(p−1)θ
n |ϕn|p dx = 1,

∫

I
zθ
nϕndx = 0, and λn =

∫

I
zθ
n |(ϕn)x|2 dx.

Now expressing ϕn = ϕn(0) + ψn we can estimate (19) by
∫

I
|ϕn|p z(p−1)θ

n dx ≤
∫

I
|ϕn(0, t)|p z(p−1)θ

n dx +
∫

I
|ψn(x, t)|p z(p−1)θ

n dx . (20)

To control the first term on the right hand side of (20), we estimate |ϕn(0, t)|. First, by
Hölder’s inequality we obtain

|ϕn(x, t)− ϕn(0, t)| =
∣∣∣∣
∫ x

0
(ϕn)x(ξ, t)dξ

∣∣∣∣ ≤
(∫ x

0
|(ϕn)x|2 zθ

ndξ

) 1
2
(∣∣∣∣

∫ x

0

dξ

zθ
n

∣∣∣∣
) 1

2

≤
√

λn

(∣∣∣∣
∫ x

0

dξ

zθ
n

∣∣∣∣
) 1

2

. (21)

Therefore, we have

|ϕn(x, t)| ≤ |ϕn(0, t)|+
√

λn

(∣∣∣∣
∫ x

0

dξ

zθ
n(ξ, t)

∣∣∣∣
) 1

2

. (22)
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Due to (21), it is direct that |ψn| ≤
√

λn

(∣∣∣
∫ x
0

dξ
zθ
n(ξ,t)

∣∣∣
) 1

2 . Using 0 =
∫
I zθ

nϕndx =

ϕn(0, t)
∫
I zθ

ndx +
∫
I zθ

nψndx, we obtain due to (22)

|ϕn(0, t)| =
∣∣∣∣∣

∫
I zθ

nψndx∫
I zθ

ndx

∣∣∣∣∣ ≤
√

λn

∫
I zθ

n

(∣∣∣
∫ x
0

dξ
zθ
n

∣∣∣
) 1

2
dx

t
θ+1
3−θ

≤ C
√

λnt−
θ+1
3−θ .

Here we used that
∫
I zθ

n

(∫
I

dξ
zθ
n

) 1
2
dx ≤ C. Due to Assumption 3.2, 2., we compute

∫

I
z(p−1)θ
n |ϕn(0)|p dx ≤ Cλ

p
2
n t−

(θ+1)p
3−θ

∫

I
z(p−1)θ
n dx ≤ Cλ

p
2
n t−

3θ−1
1+θ ,

where we used
∫
I(y

2 + a)−
θ(p−1)

θ−1 dy < ∞. Now we estimate the second term in (20). This
is done by Lemma 3.6. For p > 2 we obtain

(∫

I
z(p−1)θ
n |ϕn|p dx

) 1
p

≤
(∫

I
z(p−1)θ
n |ϕn(0, t)|p dx

) 1
p

+
(∫

I
z(p−1)θ
n |ψn|p dx

) 1
p

≤ Cλ
p
2
n t−

3θ−1
1+θ + C

(∫

I
zθ
n |(ψn)x|2 dx

) 1
2

≤ Cλn → 0 for n →∞ .

This is a contradiction to our hypothesis and thus completes the proof of Lemma 3.7.

Now we give the proof of Lemma 3.6. If z would behave like a power law, we could
have mainly used the estimate given in [4] to obtain our result. But unfortunately this is
not the case everywhere, so that we have to introduce boundary layer estimates.

Proof of Lemma 3.6
For convenience, we denote α = θ−1

3−θ . First the contributions where z is large are analyzed.
For this, as can be seen from Assumption 3.2, we have to look at a specific domain of
integration. So we show that for a smooth function ζ with ζ(0) = 0

(∫ 2t−α

0
z(p−1)θ |ζ|p dx

) 1
p

≤ C

(∫ 2t−α

0
zθ |ζx|2 dx

) 1
2

. (23)

Indeed, due to Assumption 3.2 and with the change of variables y = tαx and ζ̃(y) =
ζ(t−αy), we have

(∫ 2t−α

0
z(p−1)θ |ζ|p dx

) 1
p

≤



∫ 2t−α

0

t
2(p−1)θ

3−θ

(x2t2α + a)
(p−1)θ

θ−1

|ζ|p dx




1
p
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= t
2(p−1)θ

3−θ
−α

p

(∫ 2

0

1

(y2 + a)
(p−1)θ

θ−1

∣∣∣ζ̃
∣∣∣
p
dy

) 1
p

≤ Ct
2(p−1)θ

3−θ
−α

p

(∫ 2

0

1

(y2 + a)
pθ

θ−1

∣∣∣ζ̃x

∣∣∣
2
dy

) 1
2

≤ Ct
2(p−1)θ

3−θ
−α

p
− θ

3−θ
−α

2

(∫ 2t−α

0
zθ |ζx|2 dx

) 1
2

≤ C

(∫ 2t−α

0
zθ |ζx|2 dx

) 1
2

,

since 2(p−1)θ
3−θ − α

p − θ
3−θ − α

2 = 0 . Next we do a further splitting

ζ(x, t) = η(xtα)ζ(x, t) + (1− η(xtα))ζ(x, t) := ζ̃(x, t) + ζ̂(x, t),

where η is a standard cut-off function such that η(y) = 1 for y ≤ 1 and η = 0 if y ≥ 2.
Then, since ζ̃ is supported in [0, 2t−α) and ζ̃(0) = 0, using (23), we get

(∫ 1

0
z(p−1)θ

∣∣∣ζ̃
∣∣∣
p
dx

) 1
p

≤ C

(∫ 1

0
zθ

∣∣∣ζ̃x

∣∣∣
2
dx

) 1
2

.

Because ζ̃x = η(xtα)ζx + tαη′(xtα)ζ, we obtain

(∫ 1

0
z(p−1)θ

∣∣∣ζ̃
∣∣∣
p
dx

) 1
p

≤ C

(∫ 1

0
zθ |ζx|2 dx

) 1
2

+ C

(∫ 1

0
zθt2α

∣∣η′ζ∣∣2 dx

) 1
2

. (24)

We now give an estimate for the second term on the right hand side of (24). Noting that
η′ is supported in (t−α, 2t−α), we compute

(∫ 1

0
zθt2α

∣∣η′ζ∣∣2 dx

) 1
2

≤
(∫ 2t−α

t−α

t
2θ

3−θ

(x2t2α + a)
θ

θ−1

t2α |ζ|2 dx

) 1
2

= t
2θ

3−θ
+β

2

(∫ 2

1

1

(y2 + a)
θ

θ−1

|ζ|2 dy

) 1
2

≤ t
2θ

3−θ
+β

2

(∫ 2

0

1

(y2 + a)
θ

θ−1

|ζ|2 dy

) 1
2

≤ Ct
2θ

3−θ
+β

2

(∫ 2

0

1

(y2 + a)
θ

θ−1

|ζy|2 dy

) 1
2

≤ C

(∫ 2t−α

0
zθ |ζx|2 dx

) 1
2

, (25)

where we used ψn(0) = 0.
Combining (24) and (25), we obtain

(∫

I
z(p−1)θ

∣∣∣ζ̃
∣∣∣
p
dx

) 1
p

≤ C

(∫

I
zθ |ζx|2 dx

) 1
2

.
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It remains to show that
(∫

I
z(p−1)θ

∣∣∣ζ̂
∣∣∣
p
dx

) 1
p

≤ C

(∫

I
zθ |ζx|2 dx

) 1
2

. (26)

Keeping in mind that ζ̂ vanishes in [0, t−α], we note that z is comparable to |x|− 2
θ−1 .

It is direct that z ≤ C |x| 2
θ−1 . On the other hand, since x > t−α, we have |x|− 2

θ−1 ≤
C(x2 + t−α)−

1
θ−1 ≤ Cz. Therefore,

(∫

I
z(p−1)θ

∣∣∣ζ̂
∣∣∣
p
dx

) 1
p

≤ C

(∫

I
x−

2(p−1)θ
θ−1

∣∣∣ζ̂
∣∣∣
p
dx

) 1
p

≤ C

(∫

I
x−

2θ
θ−1

∣∣∣ζ̂x

∣∣∣
2
dx

) 1
2

≤ C

(∫

I
zθ

∣∣∣ζ̂x

∣∣∣
2
dx

) 1
2

,

where we used a known Sobolev inequality with weight (see e.g. [[7], Theorem 1 and
corollaries in 2]).

For ζ̃, we note that ζ̂x = (1− η(xtα))ζx − tαη′(xtα)ζ.
Following a similar procedure as for the estimate (25), we can show without giving further
details, that (∫

I
zθ

∣∣∣ζ̂x

∣∣∣
2
dx

) 1
2

≤ C

(∫

I
zθ |ζx|2 dx

) 1
2

.

Summarizing the above estimates, we obtain

(∫

I
z(p−1)θ

∣∣∣ζ̂
∣∣∣
p
dx

) 1
p

≤ C

(∫

I
zθ |ζx|2 dx

) 1
2

. (27)

Then estimates (26) and (27) lead to

(∫ 1

0
z(p−1)θ |ζ|p dx

) 1
p

≤
(∫ 1

0
z(p−1)θ

∣∣∣ζ̃
∣∣∣
p
dx

) 1
p

+
(∫ 1

0
z(p−1)θ

∣∣∣ζ̂
∣∣∣
p
dx

) 1
p

≤ C

(∫ 1

0
zθ |ζx|2 dx

) 1
2

.

This completes the proof of our lemma on the extension of the result given in [4].

Lemma 3.8 Suppose that z(x, t) and v(x, t) satisfy the Assumption 3.2 and the Assump-
tion 3.5, respectively. Then

〈v, v〉 ≤ C

t
θ+5
3−θ

and |v(x, t)| ≤ C

t
θ+5

2(3−θ)

for |x| > δ.
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Proof. First we see, that
∫

I
vvt

dx

zθ
=

∫

I

(
vxx − θ

(zx

z
v
)

x

)
v
dx

zθ
+

∫

I
R(x, t)v

dx

zθ
=< v, Ãz(v) > + < R, v > .

Now we split the first term on the right hand side into half and since < zθ, v >= 0, due
to Proposition 3.4, we have 1

2 < v, Ãz(v) >≤ −C < v, v > and thus obtain

d

dt
< v, v > +

C

2
< v, v > +

1
2

< vx − θ
zx

z
v, vx − θ

zx

z
v >≤ |< R, v >|+ C

t
< v, v > .

Using Hölder’s inequality and (18), we have

d

dt
‖v‖2

L2(z−θdx) + C ‖v‖2
L2(z−θdx) + C

∥∥∥vx − θ
zx

z
v
∥∥∥

2

L2(z−θdx)
≤ ‖R‖Lp′ (z−θdx) ‖v‖Lp(z−θdx)

≤ Cε ‖R‖2
Lp′ (z−θdx)

+ ε ‖v‖2
Lp(z−θdx) ≤ Cε ‖R‖2

Lp′ (z−θdx)
+ C · ε

∥∥∥vx − θ
zx

z
v
∥∥∥

2

L2(z−θdx)
,

where p is given as in (18) and p′ = (6θ − 2)/(5θ − 3) is its Hölder conjugate. Summing
up, we obtain

d

dt
‖v‖2

L2(z−θdx) + C ‖v‖2
L2(z−θdx) + C

∥∥∥vx − θ
zx

z
v
∥∥∥

2

L2(z−θdx)
≤ Cε ‖R‖2

Lp′ (z−θdx)
.

Due to Assumption 3.2, we compute

‖R‖2
Lp′ (z−θdx)

=

(∫ ∣∣∣∣
zθ−1u∫
zθdx

∣∣∣∣
p′

dx

zθ

) 2
p′

≤ C

(
∫

zθdx)4

(∫
z(2θ−1)p′−θdx

) 2
p′

≤ Ct−
4(θ+1)
3−θ t

4(2θ−1)p′−θ(3−θ)−(θ−1)

p′(3−θ) ≤ Ct−
θ+5
3−θ .

Therefore, < v, v >≤ Ct−
θ+5
3−θ and so |v(x, t)| ≤ Ct

− θ+5
2(3−θ) for |x| > δ. This completes the

proof.

3.2 Estimates for the solution near x = 0

We introduce an internal variable in the following way:

ξ = t
θ−1
3−θ x, v(x, t) = t

θ−1
3−θ G(ξ, t), z(x, t) = t

2
3−θ Z(ξ, t) , (28)

and let α = (θ − 1)/(3− θ) and γ = 2/(3− θ). Due to Lemma 3.8, we have

|G (ξ, t)| ≤ Ct
− θ+5

2(3−θ)
− θ−1

3−θ = Ct
−θ−5−2θ+2

2(3−θ) = Ct
− 3(θ+1)

2(3−θ) for |ξ| ≥ tαδ for any δ > 0 .
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If z satisfies Assumption 3.2, then Z(ξ, t) ≈ (ξ2+a)−
1

θ−1 . Furthermore, under Assumption
3.5, one can easily see that

|G(ξ, t)| ≤ M
Zθ

Γ(t)
, with Γ(t) =

∫ tα

−tα
Zθ(ξ, t)dξ.

Since Γ(t) ≤ C for all t > 0, we obtain |G(ξ, t)| ≤ CMZθ. Recalling (17), in terms of the
new variables, simple computations show that

R(ξ, t) = θtα−1

(
Z2θ−1

Γ2(t)
+

Zθ−1G

Γ2(t)
+

ZθΛ(t)
Γ3(t)

+
ZθΥ(t)
Γ2(t)

)
,

where

Λ(t) =
∫ tα

−tα
Z2θ−1(ξ, t)dξ, Υ(t) =

∫ tα

−tα
Zθ−1(ξ, t)G(ξ, t)dξ.

It is direct that Γ(t), Λ(t), and Υ(t) are uniformly bounded for any t as long as z and
v satisfy Assumptions 3.2 and 3.5, respectively. For convenience, denote R = tα−1R1 +
θtα−1Zθ−1Γ−2(t)G, where

R1(ξ, t) = θ

(
Z2θ−1

Γ2(t)
+

ZθΛ(t)
Γ3(t)

+
ZθΥ(t)
Γ2(t)

)
.

By change of variable, due to (16), G solves

θ − 1
3− θ

t
θ−1
3−θ

−1

(
G + ξ

∂G

∂ξ

)
+ t

θ−1
3−θ

∂G

∂t
= t

3(θ−1)
3−θ

[
Gξξ − θ

(
G

Zξ

Z

)

ξ

]
+R(ξ, t). (29)

Simplifying (29), we have

Gξξ − θ

(
G

Zξ

Z

)

ξ

= αt−2α−1

(
G + ξ

∂G

∂ξ

)
+ t−2α ∂G

∂t
− θt−2α−1 Zθ−1

Γ2(t)
G + t−2α−1R1.

The next Lemma shows the asymptotic behavior of u under Assumption 3.2.

Lemma 3.9 If z(x, t) satisfies Assumption 3.2, then
∣∣∣∣u (x, t)− zθ

∫
I zθdx

∣∣∣∣ ≤ ε (t)
zθ

∫
I zθdx

,

where ε (t) ≤ Ct−β for some β > 0.

The proof of Lemma 3.9 relies on

Lemma 3.10 Suppose that z(x, t) and v(x, t) satisfy Assumption 3.2 and Assumption
3.5, respectively. Let G be defined as in (28) so that G solves the equation (29). Then
there exists a super solution for G in the set ξ ≤ δt(θ−1)/(3−θ) with a sufficiently small
δ > 0.

20



Proof. First, we look for a super-solution of the form

G1(ξ, t) := Ŝ(ξ, t) + Û(ξ, t) = t−(2α+1)S(ξ, t) + t−2(2α+1)U(ξ, t),

where

S(ξ, t) = Zθ(ξ, t)
∫ ξ

0
Z−θ(y, t)

∫ ∞

y
R1(η, t)dηdy,

and Û solves

Uξξ − θ

(
U

Zξ

Z

)

ξ

=
K1

(ξ2 + a)
1

θ−1

.

Here K1 is a constant, which will be specified later. Since R ≈ Zθ, up to multiplicative
constants depending on M , one can check that Sξξ − θ

(
Zξ

Z S
)

ξ
≈ R1 and

|S|+ |ξSξ| ≈ 1

(ξ2 + a)
1

θ−1

, |St| ≈ 1

t(ξ2 + a)
1

θ−1

, (30)

again, all up to multiplicative constants depending on M . Similarly, we can show

|U |+ |ξUξ| ≈ 1

(ξ2 + a)
2−θ
θ−1

, |Ut| ≈ 1

t(ξ2 + a)
2−θ
θ−1

. (31)

Now we define a differential operator HZ as follows:

HZ(f) = −t−2α ∂f

∂t
+ fξξ − θ

(
Zξ

Z
f

)

ξ

− αt−2α−1

(
f + ξ

∂f

∂ξ

)
+ θt−2α−1 Zθ−1

Γ2(t)
f.

And compute

HZ(G1) = −t−2α ∂G1

∂t
+ t−2α−1)R1 + t−2(2α+1) K1

(ξ2 + a)
1

θ−1

−αt−2α−1

(
G1 + ξ

∂G1

∂ξ

)
+ θt−2α−1 Zθ−1

Γ2(t)
G1

= t−2(2α+1)

(
K1

(ξ2 + a)
1

θ−1

− α(S + ξSξ) + θZθ−1S − t2α+2 ∂

∂t
(t−(2α+1)S)

)

+t−3(2α+1)

(
θZθ−1U − α(U + ξUξ)− t2α+2 ∂

∂t
(t−2(2α+1)U)

)
+ t−2α−1R1.

≈ t−2(2α+1)(K1 + 1)(ξ2 + a)−
1

θ−1 + t−3(2α+1)(ξ2 + a)−
2−θ
θ−1 + t−2α−1R1, (32)

where we used (30) and (31) and where Cα,θ is a constant depending on α and θ.
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Next we are looking for a super-solution of (29), which is of the form

Ḡ(ξ, t) = γ(t)Zθ(ξ, t) + t−2α−1γ(t)ψ(ξ, t) + e−µ(t−t̄)Q(ξ, t),

where t̄ in the last term is fixed and

γ(t) = Cδt
− 1

2 , ψ(ξ, t) = K2Z
θ(ξ, t)

∫ ξ

0
Z−θ(y, t)

∫ ∞

y
Zθ(ν, t)dνdy,

with constants K2 and µ, which will be specified later, and Cδ with Cδ > 2C, where C is
the absolute constant appearing in Lemma 3.8. For convenience, denote

G2 := γ(t)Zθ(ξ, t) + t−2α−1γ(t)ψ(ξ, t), G3 := e−µ(t−t̄)Q(ξ, t).

We have

ψξξ − θ

(
Zξ

Z
ψ

)

ξ

=
K2

(ξ2 + a)
θ

θ−1

, (33)

|ψ|+ |ξψξ| ≈ 1

(ξ2 + a)
1

θ−1

, |ψt| ≈ 1

t(ξ2 + a)
1

θ−1

. (34)

With (33) and (34), we can show that

HZ(G2) = −t−2α ∂G2

∂t
+ t−2α−1γ(t)

K2

(ξ2 + a)
θ

θ−1

− αt−2α−1

(
G2 + ξ

∂G2

∂ξ

)
+ t−2α−1θZθ−1G2

≈ t−2α−1γ(t)
1 + K2

(ξ2 + a)
θ

θ−1

+ t−4α−2γ(t)

(
1

(ξ2 + a)
θ

θ−1

+
1

(ξ2 + a)
1

θ−1

)
. (35)

Finally, choose G3 = e−µ(t−t̄)Q(ξ, t) where Q satisfies

−t−2αQt + Qξξ − θ

(
Q

Zξ

Z

)

ξ

≤ αt−2α−1

(
Q + ξ

∂Q

∂ξ

)
− θt−2α−1 Zθ−1

Γ2(t)
Q− µt−2αQ (36)

as well as Q(ξ, t) > 0 on the boundary |ξ| = δt
θ−1
3−θ . We obtain a solution satisfying (36)

in a perturbative manner. To do this we take Q0(ξ, t) = a(Z(ξ, t))θ, where a is a constant
of order one to be determined. Then Q0 solves

Q0,ξξ − θ

(
Q0

Zξ

Z

)

ξ

= 0. (37)

We look for solutions of (36) of the form

Q (ξ, t) = Q0 (ξ, t) + Q1 (ξ, t) ,
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where Q0 is given in (37) and Q1 satisfies

Q1,ξξ − θ

(
Q1

Zξ

Z

)

ξ

≤ −2
(
αt−2α−1Q0 + αt−2α−1ξ

∣∣∣∣
∂Q0

∂ξ

∣∣∣∣

+θt−2α−1 Zθ−1

Γ2 (t)
Q0 + µt−2αQ0 + t−2α |Q0,t|

)
(38)

with Q1 (0, t) = 0. Now it remains show that Q = Q0 + Q1 satisfies (36). Suppose that δ
is sufficiently small. Assume that Q1 satisfies

|Q1| ≤ Q0 ,

∣∣∣∣
∂Q1

∂ξ

∣∣∣∣ ≤
∣∣∣∣
∂Q0

∂ξ

∣∣∣∣ ,

∣∣∣∣
∂Q1

∂t

∣∣∣∣ ≤
∣∣∣∣
∂Q0

∂t

∣∣∣∣ (39)

in the set |ξ| ≤ δt
θ−1
3−θ . We will check this condition ”a posteriori”. First we prove (36).

We compute the following quantity

J ≡ −t−2αQt + Qξξ − θ

(
Q

Zξ

Z

)

ξ

− αt−2α−1

(
Q +

∂Q

∂ξ

)
+ θt−2α−1 Zθ−1

Γ2 (t)
Q + µt−2αQ.

Using Q = Q0 + Q1 as well as (37), we obtain

J = Q1,ξξ − θ

(
Q1

Zξ

Z

)

ξ

− t−2αQ0,t − t−2αQ1,t − αt−2α−1

(
Q0 +

∂Q0

∂ξ

)

−αt−2α−1

(
Q1 +

∂Q1

∂ξ

)
+ θt−2α−1 Zθ−1

Γ2 (t)
Q0 + θt−2α−1 Zθ−1

Γ2 (t)
Q1 + µt−2αQ0 + µt−2αQ1.

Thus it is immediate that

J ≤ Q1,ξξ − θ

(
Q1

Zξ

Z

)

ξ

+
[
αt−2α−1Q0 + αt−2α−1ξ

∣∣∣∣
∂Q0

∂ξ

∣∣∣∣ + θt−2α−1 Zθ−1

Γ2 (t)
Q0 + µt−2αQ0 + t−2α |Q0,t|

]

+
[
αt−2α−1Q1 + αt−2α−1ξ

∣∣∣∣
∂Q1

∂ξ

∣∣∣∣ + θt−2α−1 Zθ−1

Γ2 (t)
Q10 + µt−2αQ1 + t−2α |Q1,t|

]
.

Using the inequalities in (39), we have

J ≤ Q1,ξξ − θ

(
Q1

Zξ

Z

)

ξ

+ 2
[
αt−2α−1Q0 + αt−2α−1ξ

∣∣∣∣
∂Q0

∂ξ

∣∣∣∣ + θt−2α−1 Zθ−1

Γ2 (t)
Q0 + µt−2αQ0 + t−2α |Q0,t|

]
.
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With (38), we obtain J ≤ 0, thus (36) follows.

Now we need to verify (39). We decompose Q1 as a sum of Q1,1 and Q1,2, which solve

Q1,1,ξξ − θ

(
Q1,1

Zξ

Z

)

ξ

= −2
[
αt−2α−1Q0 + αt−2α−1ξ

∣∣∣∣
∂Q0

∂ξ

∣∣∣∣ + θt−2α−1 Zθ−1

Γ2 (t)
Q0 + t−2α |Q0,t|

]
,

Q1,2,ξξ − θ

(
Q1,2

Zξ

Z

)

ξ

= −2µt−2αQ0 ,

Q1,1 (0, t) = Q1,2 (0, t) = 0 .

We will focus just on Q1,2 since the analysis of Q1,1 is similar and understanding Q1,2 is
more important in order to judge the role of µ. We are interested in obtaining a particular
solution for this differential equation. Because the equation for Q1,2 can be rewritten as(
Zθ

(
Z−θQ1,2

)
ξ

)
ξ

= −2µt−2αQ0, after integration we choose

(
Z−θQ1,2

)
ξ

= 2µt−2αZ−θ

∫ δ(t̄)
( θ−1
3−θ

)

ξ
Q0 (η, t) dη.

Using Q1,2 (0, t) = 0, we have

Q1,2 (ξ, t) = 2µt−2α (Z (ξ, t))θ
∫ ξ

0
dλ


(Z (λ, t))−θ

∫ δ(t̄)
( θ−1
3−θ

)

λ
Q0 (η, t) dη


 .

We can now estimate the behavior of Q1,2 (ξ, t) for ξ À 1 and see how we choose µ. Using

Assumption 3.2, it follows that Q0 behaves like ξ−
2θ

θ−1 for large ξ. It is then easy to see
that Q1,2, up to multiplicative constants, behaves like

Q1,2 ≈ µt−2α 1

ξ
2θ

θ−1

ξ2 ≈ µt−2αξ−
2

θ−1

for large ξ, by recalling that α = θ−1
3−θ . Now we can compare Q0 with Q1,2. Note that

Q0 > 0 for |ξ| ≈ δt
θ−1
3−θ . Moreover

Q0 ≈ ξ−
2θ

θ−1 , Q1,2 ≈ µt−2αξ−
2

θ−1 .

Therefore, for µ of order one and δ small it follows that |Q1,2| ¿ Q0. In a similar manner,
we can show that |(Q1,2)ξ| ¿ |(Q0)ξ| and |(Q1,2)t| ¿ |(Q0)t|. Details are omitted. This
completes the estimate (39).
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So, we conclude that HZ(G3) ≤ 0, which yields HZ(G) ≤ 0. Indeed, together with (32),
(35), we obtain

HZ(G1 + G2 + G3 −G) ≤ HZ(G1) +HZ(G2)−HZ(G)

≈ t−2(2α+1)(K1 + 1)(ξ2 + a)−
1

θ−1 + t−3(2α+1)(ξ2 + a)−
2−θ
θ−1

+t−2α−1γ(t)
1 + K2

(ξ2 + a)
θ

θ−1

+ t−4α−2γ(t)

(
1

(ξ2 + a)
θ

θ−1

+
1

(ξ2 + a)
1

θ−1

)
,

where we used that HZ(G) = t−2α−1R1. Suppose that t is as large as needed, which can
be obtained by setting t̄ ≥ t0 for an arbitrary large number t0. By choosing constants K1

and K2 such that K1+1 < 0 and K2+1 < 0, we can obtain that HZ(G1+G2+G3−G) < 0.
In order to apply the maximum principle, we need G1 + G2 + G3 > G for t = t̄ and

G ≥ Ct
− 3(θ+1)

2(3−θ) for |ξ| = δtα.
The positivity of G1 + G2 + G3 − G for t = t̄ is due to the fact that G3 is the largest

term among {Gi : i = 1, 2, 3} and G3 > G for t = t̄. On the other hand, at the boundary

|ξ| = δtα the inequality G ≥ Ct
− 3(θ+1)

2(3−θ) results from the fact that G3 > 0 and G2 > Ct
− 3(θ+1)

2(3−θ)

for |ξ| = δtα. Note that G1 is added to control the “small nonlinear terms”, which are very
small compared with G2. Summing up all above given, we conclude that G1 +G2 +G3 ≥ G
is a super-solution for G.

With this construction of a super-solution above, we can now prove Theorem 3.9.
Proof of Lemma 3.9 : Since the super-solution given above is bounded by Ct−

1
2 Zθ(ξ, t)

for large t with t ≥ t̄ + K log(t̄), it follows that there exists β > 0 such that the super-
solution is bounded by Ct−βZθ(ξ, t) for any t ≥ t0, and thus, back in the original variable,
we obtain

∣∣∣∣u (x, t)− zθ

∫
I zθdx

∣∣∣∣ = t
θ−1
3−θ |G(ξ, t)| ≤ Ct−βt

θ−1
3−θ

Zθ(ξ, t)∫
I Zθ(ξ, t)dξ

= Ct−β zθ(x, t)∫
I zθ(x, t)dx

,

where we used
∫
I Zθ(ξ, t)dξ ≤ C, with C = C(θ, M) depends on. This completes the proof

of our lemma.

Finally we conclude the proof of the main theorem in this section with

Lemma 3.11 There exist solutions u, z which satisfy all conditions of Assumption 3.2 for
all t ≥ t0.

Proof. Without loss of generality, the initial time of our problem is t0, since the system
under consideration is invariant under time translations t → t − t0. Our choice of initial
data u(·, t0) and z(·, t0) is sufficiently smooth and moreover, u(·, t0) is assumed to be very

close to the expected asymptotic behavior t
θ−1
3−θ

(
Bx2t

2(θ−1)
3−θ + A

)− 1
θ−1

.
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We begin proving the L∞-estimate for z according to Assumption 3.2, 2. By Lemma
3.9 we have ∣∣∣∣zt − zθ

∫
I zθdx

∣∣∣∣ ≤ ε (t)
zθ

∫
I zθdx

.

Integrating this equation starting from t = t0, exactly as we did in the formal computations
at the begining of Section 3 we obtain 2. in Assumption 3.2, which implies that z blows
up in infinite time. More precisely, if for the initial data we have

∣∣∣∣∣∣∣∣∣∣

z0(x, t0)− t
2

3−θ

0(
Bx2t

2(θ−1)
3−θ

0 + A

) 1
θ−1

∣∣∣∣∣∣∣∣∣∣

≤ 1
2

t
2

3−θ

0(
Bx2t

2(θ−1)
3−θ

0 + A

) 1
θ−1

.

Therefore we recover 2. in Assumption 3.2 with M replaced by M
2 for t0 ≤ t < ∞ , if M

is sufficiently large and then t0 chosen accordingly large enough.

Finally we derive the estimates for the derivatives and the Hölder norms in 1.,3., and
4. of Assumption 3.2. The arguments are similar as those given in [2] and [3]. Suppose
that t̄ ≥ t0. We introduce a characteristic length R satisfying 1

(t̄)
(
2(θ−1)
3−θ

)
≤ R < 1. Using

the new variables y = x/R and τ = (t− t̄)/R2, we define

vR(y, τ) := R
2θ

θ−1 v(Ry, t̄ + R2τ), zR(y, τ) := R
2

θ−1 z(Ry, t̄ + R2τ).

Then, for τ ∈ (0, 1) and |y| ∈ (1/2, 3/2), we have

|vR (y, τ)| ≤ 2ε (t̄)

(t̄)
θ+1
3−θ

, |zR (y, τ)| ≤ 2.

On the other hand vR and zR satisfy

vR,τ = vR,yy − θ

(
zR,y

zR
vR

)

y

− 1
R2

(
zθ
R

α (τ)

)

τ

, (40)

zR,τ =
zθ
R

α (τ)
+ vR, (41)

with
α (τ) =

∫

I
zθdx ≈ (t̄)(

θ+1
3−θ

).

The term
(

zθ
R

α(τ)

)
τ

can be shown to be sufficiently smooth and small by using (41), since

(
zθ
R

α(τ)

)

τ

=
θzθ−1

R

α(τ)

(
zθ
R

α(τ)
+ vR

)
− α′(τ)

α2(τ)
zθ
R.
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Note that α′(τ) ≈ (t̄)
2(θ−1)
3−θ . One can easily see that the above terms are small contributions

compared to other terms on the right hand side of (40). In order to obtain C2+ν estimates,
we first take two spatial derivatives in (41) and obtain

(
∂2zR

∂y2

)

τ

=
θ (θ − 1) zθ−2

R

α (τ)

(
∂zR

∂y

)2

+
θzθ−1

R

α (τ)
∂2zR

∂y2
+

∂2vR

∂y2
.

The above equation indicates that we have to control ∂2vR
∂y2 . In fact, an interior regularity

result for vR in the region 3
4 ≤ |y| ≤ 5

4 is needed. We introduce a cutoff ξ (y) which equals
1 for 3

4 ≤ |y| ≤ 5
4 and vanishes for |y − 1| > 1

2 . Then for ξ(y)vR =: v̄R it follows

v̄R,τ = v̄R,yy − θ

(
zR,y

zR
v̄R

)

y

− 2vR,yξy − vRξyy + θ

(
zR,y

zR
vRξy

)
− 1

R2

(
zθ
Rξ

α (τ)

)

τ

.

The equation for v̄R is similar to the one for vR except for some source terms that are of
order ε(t̄)

t̄
θ+1
3−θ

. Since v̄R vanishes, it follows that as long as zR satisfies Assumption 3.1, the

fundamental solution of the equation satisfied by v̄R decreases exponentially in τ, and the
C2,ν-derivatives in space also decay exponentially by standard regularizing effects. More
precisely, we obtain two types of contributions for the derivatives of v̄R, one of which is
the part associated to the initial data starting at t = t̄ that decreases exponentially, and
a second part associated to the source term which is of order ε(t̄)

(t̄)
θ+1
3−θ

. Due to the decay of

the function 1
α(τ) , we can obtain a similar decay for the derivatives of zR and the Hölder

estimates, by using derivatives of vR as source terms in the equation (41). This gives the
desired estimate for any t ≥ 2. If t ≤ 2 we obtain similar results for ‖vR(t)‖C2,ν , ‖zR‖C2,ν

using the regularity of the initial data v0(x), z0(x). In particular for t ∈ [t̄, t̄ + 1] we can
derive

‖vR (t̄ + 1)‖C2,ν ≤ σ ‖vR (t̄)‖C2,ν +
Cε (t̄)

(t̄)
θ+1
3−θ

,

‖zR (t̄ + 1)‖C2,ν ≤ σ ‖zR (t̄)‖C2,ν + Cε (t̄) ,

where 0 < σ < 1 due to the exponential decay of the solutions for the initial data mentioned
above. The main contribution is due to the sources. Usual iterative methods yield the
global smallness estimates as desired. Taking the supremum for all the admissible values of
R and returning to the original variables (x, t), we obtain estimates for the Hölder norms
defined in Assumption 3.2. This completes the proof of our main theorem.
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