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Abstract:

This PhD thesis describes the search for, and analysis of, substructure in the phase-space
distribution of stars within 1-2 kpc of the Sun. Such substructure, caused by stellar
streams, is an important diagnostic of stellar dynamics and hierarchical formation of the
Galaxy. While possibly phase-mixed, stellar streams remain detectable as coherent fea-
tures in the space of integrals of motion. We develop new search techniques in phase- and
[Fe/H]-space to derive "effective" integrals of motion that are most suitable for a compar-
ison with the observables. We apply our method to two new data sets which contain radial
velocity- and proper motion estimates: the first RAVE public data release and a sample
of metal-poor ([Fe/H]< −0.5) stars from the seventh SDSS data release, where [Fe/H]-
estimates exist. To convert proper motions to velocities, we obtain distances to all stars
from two different photometric parallax relations, one calibrated on Hipparcos stars for
RAVE stars and one derived by Ivezic et al. (2008) for SDSS stars. From comparisons of
the latter to cluster fiducial sequences from the literature we obtain a systematic relative
distance error of < 5%. Based on these 6D data, we identify significant “phase-space
overdensities” of stars on similar orbits, of which some are already known, but at least
five are described here for the first time. These kinematical detections are corroborated
by analyzing their clustering in [Fe/H]-space.

This thesis also outlines a preperatory study in the context of GAIA to measure the
local gravitational potential on kpc scale.

Zusammenfassung:

Diese Doktorarbeit behandelt die Suche und Analyse von Feinstruktur in der Phasenraum-
verteilung der Sterne, welche sich innerhalb von 1-2 kpc um die Sonne befinden. Diese
Feinstruktur, hervorgerufen durch Sternenströme, ist ein wichtiges diagnostisches Werk-
zeug auf den Gebieten der Stellardynamik und der hierarchischen Entstehung der Milch-
straße. Sternenströme bleiben im Raum der Bewegungsintegrale als koherente Strukturen
erkennbar, während sie im Phasenraum möglicherweise schon vermischt sind. Wir entwi-
ckeln neue Suchmethoden im Phasen- und [Fe/H]-Raum, um „effektive“ Bewegungsinte-
grale herzuleiten, welche sich sehr gut für einen Vergleich mit den Beobachtungsgrößen
eignen. Wir erproben unsere Methode an zwei neuen Datensätzen, die Radialgeschwin-
digkeiten und Eigenbewegungen beinhalten: der ersten Datenveröffentlichung von RAVE
sowie einem Sample metallarmer ([Fe/H]< −0.5) Sterne aus der siebten Datenveröffent-
lichung von SDSS, welche auch [Fe/H]-Bestimmungen enthält. Um Eigenbewegungen
in Geschwindigkeiten umzurechnen, leiten wir Entfernungen zu allen Sternen aus zwei
verschiedenen photometrischen Parallaxen-Beziehungen ab, einer für die RAVE Sterne,
die wir an Hipparcos Sternen geeicht haben, und einer, die von Ivezic et al. (2008) für
SDSS Sterne hergeleitet wurde. Für letztere erhalten wir durch Vergleich zu Sternhaufen-
Hauptreihen aus der Literatur einen systematischen Entfernungsfehler < 5%. Basierend
auf diesen 6D Daten identifizieren wir signifikante „Überdichten“ im Phasenraum, wel-
che Sternen auf ähnlichen Orbits entsprechen und von denen ein Teil schon bekannt ist,
aber mindestens fünf hier zum ersten mal beschrieben werden. Diese kinematischen Ent-
deckungen werden durch die Analyse ihres Clusterings im [Fe/H]-Raum untermauert.

Diese Arbeit fasst außerdem eine vorbereitende Studie zusammen, welche im Kontext
von GAIA das lokale Gravitationspotential im kpc-Bereich bestimmen soll.
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Chapter 1

An Introduction to Stellar Streams

�
ccording to current ideas about the cosmogony of galaxies these were assem-
bled through hierarchical merging, which should result in a richly structured
phase-space distribution of dark matter and stars. Direct emperical evidence
for such events has been sought among the stellar populations of the Milky

Way with large scale surveys. Ongoing satellite accretion events have been discovered
in several instances. A prominent example is the Sagittarius galaxy (Ibata et al., 1994)
with its associated tidal stream which wraps around the Galaxy nearly perpendicular to
the galactic plane (Ibata et al., 2001; Majewski et al., 2003; Belokurov et al., 2006). Nu-
merical simulations have shown that such debris streams can survive as coherent spatial
structures over gigayears (Helmi et al., 2003; Peñarrubia et al., 2005; Law et al., 2005).

Star streams, i.e. goups of stars on essentially the same orbits in the galactic potential,
have also been detected as overdensities in the phase space distribution of stars in the
Solar neighbourhood. The concept of "moving groups"originates from the work of Eggen
(Eggen, 1996, and references therein). Some of the moving groups are associated with
young open clusters and can be naturally explained as clouds of former cluster members,
now unbound and drifting away from their origin; these moving groups only reflect the
nature of star formation, not necessarily that of hierarchical galaxy formation.

However, data from the last decade seem to support the concept of cold1 star streams
in the Solar neighbourhood, consisting of old stars (5-10 Gyrs) (e.g. Helmi et al., 1999).
These mainly belong to the stellar halo, and – as relics from the formation of the Milk
Way – are essential tracers for carrying out "Milky Way archaeology"; but moving groups
of old stars are also observed in the velocity distribution of thin disk stars in the Solar
vicinity. These moving groups are very probably not related to tidal debris streams, but
originated from dynamical effects within the disk itself like resonances with the inner bar
of the Milky Way (Dehnen, 2000) or with spiral density waves (Quillen and Minchev,
2005).

With the advent of large sky surveys like the Radial Velocity Experiment (RAVE,
Steinmetz et al., 2006) or the Sloan Digital Sky Survey (SDSS, York et al., 2000) new
large data samples of stars in the Milky Way with kinematics have become available,
which are ideally suited for phase-space studies. In this thesis we report on the results
of such studies that we conducted with RAVE and SDSS data with the aim of identifying
stellar streams in the Solar neighborhood. This is the subject of Part II, where we describe

1By "cold"we mean clustered in phase-space compared to the background population.
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1 An Introduction to Stellar Streams

the data, our search strategies and stream detections. In Part III we develop a new method
to use the kinematics of stars to constrain the local gravitational potential. This method
is validated on theoretical disk models with the goal of applying it to large data sets like
RAVE and GAIA (Lindegren and Perryman, 1996).

1.1 The Formation of the Milky Way

1.1.1 Formation of the Galaxy in a Cosmological Context

The Milky Way has its name from the faint band of light that can be observed in clear
nights arching across the sky from horizon to horizon. Although Galileo Galilei (1564-
1642) recognized this band to consist of a huge number of stars, it was not until the
20th century that astronomers were able to deduce the distribution of those stars with any
accuracy and to figure out that they belong to only one of the stellar components out of
at least four that we nowadays associate with the Milky Way galaxy: the thin disk, thick
disk, halo and bulge. We classify the Milky Way as a SBbc spiral galaxy in the Hubble
sequence, thereby downgrading it to only one out of billions of spiral galaxies that have a
bar in their center. And still, the Milky Way is unique to us in the sense that it is the only
galaxy that we can study directly from within in 3D or 6D.

Not until the past two decades have we begun to understand the composition of our
Galaxy in a universal context of galaxy formation and evolution, thanks to great progress
in both observations and theoretical work. Historically, there have been two different toy
models for the early formation of the Milky Way’s stellar halo. Eggen et al. (1962) found
strong correlations between the metallicity and eccentricity of stars in the Solar neighbor-
hood. To explain the highly eccentric orbits of the oldest stars, they argued that at the time
of formation of these stars, the Galaxy could not have been in dynamical equilibrium, but
in a state of rapid gravitational collapse (∼ 108 yr) from a larger homogenous spheroid,
the "protogalaxy". After the Galaxy reached dynamical equilibrium and became rotation-
ally supported, further star formation would have taken place in a metal-enriched disk,
thereby explaining the disk-like orbits of the metal-rich stars. This scenario is called a
monolithic collapse. Although the correlation between eccenticity and metallicity found
by Eggen et al. (1962) is empirically correct for samples including both disk and halo
stars, many authors later questioned its validity for a pure halo sample and it was defin-
itively discarded from a kinematically unbiased sample of 1203 metal-poor stars (Chiba
and Beers, 2000, hereafter CB00, and references therein). However, early simulations
from Larson (1974) were able to reproduce the properties of elliptical galaxies by simu-
lating the collapse of a spherical protogalxy made up of stars and gas. A basic result was
that the model galaxies exhibit an abundance gradient with metal-poor stars being very
rare in the inner regions.

In the simplest scenario of a monolithic collapse, the halo has grown from the iso-
lated and uniform collapse of dark matter particles, which build up its halo, together with
baryonic matter, which has radiated away energy and therefore settled into the center of
the dark matter halo, eventually forming a disk. There have been two different models of
how galaxy formation proceeded.

The monolithic collapse of a uniform protogalaxy into the Milky Way’s halo through
rapid collapse was questioned by Searle and Zinn (1978), who found no abundance gra-
dient, but a substantial spread in ages in the distribution of globular clusters in the outer
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halo. They concluded that, although the lack of an abundance gradient would still be con-
sistent with cluster formation during the rapid free-falling phase of a galactic collapse,
it would not be possible to bring both the abundance and age distributions in concor-
dance with the monolithic collapse model. Therefore, Searle and Zinn (1978) proposed
a slow (∼ 108 yr) and more chaotic process in which the Milky Way was gradually built
through the merging of several small protogalactic "fragments". This is called a bottom-
up scenario, since galaxies are generally formed through the amalgamation of smaller
fragments. However, CB00 found that the density distribution of the halo changes from
highly flattened in the inner parts to nearly spherical in the outer parts with no discrete
boundary. Also they found a continous negative rotational velocity gradient with height
above the Galactic plane, both results that are hard to arrange with the original Searle and
Zinn (1978) scenario, because chaotic merging would not produce such kinematic and
spatial structures.

Therefore both simplistic models cannot fully explain the distribution, kinematics and
abundances of halo stars in the Milky Way. However, the stellar halo only accounts for
1% of all stars in the Milky Way, and a more general approach towards understanding the
formation of the Milky Way, and disk galaxies in general, is needed. Such an approach has
to take into account cosmological principles and the nature and properties of dark matter.
Dark matter is the dominant form of matter in the Universe and it should play the key
role in galaxy formation through gravitational collapse (Press and Schechter, 1974; White
and Rees, 1978). Numerical and semi-analytic models show that, if the random velocities
of the dark matter particles are small compared to the speed of light (cold dark matter
or CDM), present day galaxies can be formed through gravitational collapse of the small
density fluctuations which where present in the early Universe after the big bang. While
the average density of the cosmic matter declined as the Universe expanded, some density
enhancements of sufficient size became more pronounced, because of their own gravita-
tional attraction. These protosystems drew in more matter from surrounding regions and
subsequently merged to larger and larger structures, increasing further the lumpiness of
the once highly (but not perfectly) uniform distribution of matter. The "trunks"of such
"merger trees"in the hierarchical scenario are the present day galaxies (e.g. Katz, 1992;
Cole et al., 1994; Mo et al., 1998; Steinmetz and Navarro, 1999; Bekki and Chiba, 2001;
Steinmetz and Navarro, 2002). Although these simulations lack high enough resolution to
study the detailed spatial and kinematic distribution of stars, they qualitatively can explain
the formation and properties of different galactic components. CDM has become part of
the cosmological standard model, the power law-ΛCDM model, which is able to describe
the power spectrum of the Cosmic Microwave Background (Spergel et al., 2003, 2007),
the large scale distribution of galaxies (Springel et al., 2005), observations of supernovae
(Riess et al., 1998; Perlmutter et al., 1999) and observations of the baryon fraction of
clusters (White et al., 1993). In this model the Universe is spatially flat, isotropic and
homogeneous, contains radiation, baryonic matter and non-baryonic CDM, and is domi-
nated by dark energy in form of a cosmological constant Λ. Tiny, nearly scale-invariant
adiabatic Gaussian fluctuations that are still imprinted in the power-law power spectrum of
the Cosmic Microwave Background gave rise to the dark matter halos with their galaxies
and the large scale structures we observe today. Recent simulations of galaxy formation
in the ΛCDM cosmology were able to build Milky Way-like spiral galaxies including thin
disk, thick disk, bulge and halo (Abadi et al., 2003a,b; Brook et al., 2004b). A basic re-
sult of these simulations is that the thick disk was built from accreted gas during an early
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1 An Introduction to Stellar Streams

phase of hierarchical merging, while the thin disk formed in the quiescent phase after
the major merging processes ceased. As another example, Samland (2004) simulated the
baryonic growth of a Milky Way-like galaxy in a ΛCDM cosmology using a complex
chemodynamical model. In this simulation the inner stellar halo and a protobulge formed
first through collapse of a baryonic protogalactic cloud inside the dark matter halo during
redshift z = 10 to z = 2. At z = 2 the stellar feedback in form of supernovae that resulted
from the incresing star formation slows the collapse down into a quasi-static contraction.
The thick disk forms and supernovae drive metal-enriched gas from the bulge into the
disk. At redshifts between z = 1 and z = 0.5 the thin disk forms from pre-enriched
gas as the star formation moves more and more radially outwards. During the following
’quiescent’ evolution phase, when the galaxy has achieved its final shape, star forma-
tion slows down, but can be triggered locally by earlier expelled gas that is re-captured
from the still growing dark halo. In this scenario the Galaxy grows continously through
accretion without any major mergers. Another interesting outcome of that particular sim-
ulation is the trend that more metal-poor stars move on more eccentric orbits with lower
rotation speeds around the Galactic center, but with a large scatter, so that there also exist
metal-poor stars on nearly circular orbits. This would naturally explain the existence of
a metal-weak thick disk (Morrison et al., 1990; Beers and Sommer-Larsen, 1995; Chiba
and Beers, 2000; Arifyanto et al., 2005).

Recently, Veltz et al. (2008) have used star counts and kinematics of RAVE data to
claim the existence of a sharp spatial transition between the thin and thick disk and a
gap between their vertical velocity dispersions. These observations would be consistent
with the ΛCDM scenarios described above, but discard models where the thick disk built
through continous heating of the thin disk (by molecular clouds or spiral arms2).

Two main problems relating CDM structure growth have resulted from the analysis of
such simulations, namely that CDM produces too many dark matter halos and hence too
many satellite galaxies (Moore et al., 1999), and that the halo cores are too cuspy (Dal-
canton and Hogan, 2001). An alternative for CDM exists in the form of warm dark matter
(WDM), which has high enough thermal velocities to inhibit the dark halo formation be-
low a certain scale that depends on the exact velocities of the WDM particles. WDM
halos have far less substructure and less concentrated cores than their CDM counterparts,
which would naturally solve the two main problems associated with the CDM cosmology
(Bode et al., 2001). The large scale distribution of galaxies comes out to be the same in
CDM and WDM simulations(Gao and Theuns, 2007). On the other hand, observations
from the Wilkinson Microwave Anisotropy Probe rule out the contribution of WDM to
galaxy formation (Spergel et al., 2003). Therefore, the issues of satellite-halo numbers
and dark matter density cusps remain.

1.1.2 Tidal Streams as Relics from the Formation of the Milky
Way

We have seen that the amount of substructure as well as the chemical, dynamical and
spatial properties of the different Milky Way components provide important clues to the
question how the Milky Way formed. Hierarchical merging would result in a richly struc-
tured phase-space distribution of dark matter and stars (e.g. Bullock and Johnston, 2005).

2We also note the simulations by Sellwood and Binney (2002), showing that the dominant
effect of spiral arms is to cause radial migration without heating.
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As a satellite gets ’captured’3 by the Milky Way, it is subject to a tidal field that may
vary in space and time. Baryonic and non-baryonic matter gets stripped from the satellite
and forms two distinct tidal tails or streams, respectively – a leading tail ahead of the
satellite and a trailing tail behind it (e.g. Choi et al., 2007; Warnick et al., 2008). Tidal
streams connected with ongoing satellite accretion events have been discovered in several
instances. A prominent example is the Sagittarius galaxy (Ibata et al., 1994) with its as-
sociated tidal stream which wraps around the Galaxy nearly perpendicular to the galactic
plane (Ibata et al. (2001), Majewski et al. (2003), Belokurov et al. (2006)). Simmilarly the
Monoceros stream at low galactic latitudes (Yanny et al., 2003; Ibata et al., 2003) or the
recently discovered Orphan stream (Belokurov et al., 2006) are interpreted as tidal debris
from the Canis Major and Ursa Major II dwarf galaxies, respectively (Peñarrubia et al.,
2005; Fellhauer et al., 2007). Numerical simulations have shown that such debris streams
can survive as coherent structures over gigayears (Helmi et al., 2003; Peñarrubia et al.,
2005; Law et al., 2005).

Constraints on the Milky Way’s potential and Properties of the Progenitor

If such tidal streams result from the Milky Way’s formation, we can ask two questions:
can the observations of tidal streams constrain the Milky Way’s gravitational potential,
that is, the distribution of dark and luminous matter in the Milky Way? And: can tidal
streams reveal properties of their progenitor? The first question has been adressed using
simulations of satellite disruption in a fixed Milky Way potential by Johnston et al. (1999),
who showed that observational data, even without known distances, could be used to
constrain the circularvelocity and flattening of the dark halo. Many attemps have been
made to use the Sagittarius tidal tails to constrain the flattening of the halo. Ibata et al.
(2001) and Majewski et al. (2003) argued that the distribution of Sagittarius debris along
a great circle implies that the halo is nearly spherical. Later, Helmi (2004a) disagreed,
argueing that the Sagittarius trailing tail was dynamically too young to constrain the shape
of the dark halo. However, when new data of the leading, slightly older tail became
available, Helmi (2004b) used N-body Sagittarius disruption studies to claim that the halo
is prolate. Recently, SDSS data revealed the continuation of the Sagittarius stream towards
the North Galactic Cap and a bifurcation of the distribution of the debris (Belokurov
et al., 2006). This bifurcation was successfully modeled by Fellhauer et al. (2006) as the
projection of the old trailing and young leading tidal tails within a spherical halo potential.

According to Johnston et al. (1996), a spherical potential implies that satellite debris
remains aligned along great circles over the lifetime of the Galaxy. Helmi and White
(1999) pointed out that this could only be the case for late accretion events in the outer
halo; they performed simulations of disrupting satellites crossing the Solar neighborhood
and showed that the debris looses its spatial coherence completely over a Hubble time.
Instead, the stream stars stay clumped in velocity space, resembling classical moving
groups that have been known to exist in the velocity distribution of nearby stars for some
time (Proctor, 1869; Lindblad, 1925; Eggen, 1996, and references therein). This has been
confirmed with different data sets and stellar halo streams have been identified in the
kinematic distribution of Solar neighborhood stars (Helmi et al., 1999; Chiba and Beers,
2000; Navarro et al., 2004; Arifyanto and Fuchs, 2006; Helmi et al., 2006; Dettbarn et al.,

3By ’captured’ we mean it enters the virial radius of the Milky Way; see, however the discus-
sion of this definition in Diemand et al. (2007).
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2007). Tidal streams also conserve the so-called integrals of motion of their progenitor,
energy and angular momentum, allowing their recovery even if the halo has undergone
complete mixing (Helmi and de Zeeuw, 2000). Trying to confine Milky Way streams into
a small range of energies could yield a best-fit to the gravitational potential.

Peñarrubia et al. (2006) adressed the question whether observations of tidal streams
could also constrain the past evolution of the host halo’s potential in a ΛCDM cosmolog-
ical context. They found that present-day stream properties can only give informations
about the present gravitational potential. The most recent cosmological studies of subhalo
disruption, however, seem to question even this result. For example, Choi et al. (2007)
found that the leading and trailing X-points, the points where the attractive forces of the
host halo and the satellite are equal, lie at different distances from the satellite center,
leading to a different morphology of leading and trailing tail. Also, the escaped ejecta in
the leading (trailing) tail continue to be decelerated (accelerated) by the satellite’s gravity,
displacing their orbits from the original progenitor’s orbit. These effects have been found
to depend on the masses of the satellite and host proportional to (Ms/Mh)1/3, therefore
requiring modelling over a wide range of masses. But still, the leading and trailing stream
particles are clusterd in (E − Lz) space, albeit at different energies; this would, in prin-
cipal, still allow to derive a model of the potential which leads to the strongest clustering
for observed stream stars.

Another study was conducted by Warnick et al. (2008), who simulated the accretion
of subhalos onto "live"host halos with a wide range of masses which underwent a steady
hierarchical evolution. They found very little correlations between the properties of the
ejecta and the host halo’s potential, at most a trend of increasing differences between
leading and trailing tail masses with increasing host halo mass. But they confirmed the
findings of Johnston (1998) that the leading and trailing tails can be seperated by means
of their energy, which again would give an observer the opportunity to constrain the grav-
itational potential. It should be noted that these authors did not specifically look at the
phase-space and integrals-of-motion space distribution of stream particles. On the other
hand, they find correlations between the spread of stream particles about the best-fit debris
plane and the infall mass of the progenitor subhalo, allowing to reconstruct the infall mass
from the spread of tidal debris in space. They also find the spread in radial velocities of
the debris particles to be related with the infall eccenrtricity of the progenitor. So, even
in such "realistic"simulations, where the conditions of the host halo like the amount of
substructure and shape of the potential are undergoing steady changes, there exist corre-
lations between properties of the progenitor and its tidal debris, which can be constrained
by observations.

1.1.3 Dynamical Streams in the Disk

Besides the moving groups that are relics from the formation of the Milky Way and ex-
hibit the properties of their progenitor systems, there exist many groups of stars that share
the same kinematics. The concept of moving groups in the Solar neighborhood goes back
to the work of Eggen (1996, and references within), who connected them to certain open
clusters. He worked on the hypothesis that moving groups originate from the dispersion
of stellar clusters over several Galactic rotations. Once dispersed, the stars from such a
cluster would "remember"their common origin and keep moving on similar orbits as a
"supercluster". While this scenario seems to be valid for some stellar streams (e.g. the
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HR1614 De Silva et al., 2007), the chemical and chronological properties of the largest
moving groups are incompatible with it. For example, Chereul and Grenon (2001) re-
ported an age range of 0.5 Gyr to more than 2-3 Gyr for the Hyades supercluster and a
rather large velocity dispersion, which they identified with the presence of several sub-
groups. Such sub-groups have also been found by Dehnen (1998), who used sub-samples
of young and old stars based on their spectral types. He discovered an asymmetric drift
relation for the moving groups in the sense that those only present in red samples (old
stars) have larger radial velocity components and lag with respect to the Local Standard
of Rest4 than those containing also blue stars. In other words, old moving groups move
on more eccentric orbits. To explain this observation, Dehnen (1998) proposed that these
streams consist of stars that have been trapped onto nearly resonant orbits that oscillate
about their parent resonant orbits, while the latter slowly change their eccentricity along
with the non-axisymmetric potential. Therewith he picked up suggestions already made
by Mayor (1972) and Kalnajs (1991). The latter tried to explain the bimodal velocity dis-
tribution of the Sirius (moving radially inwards) and Hyades (moving radially outwards)
streams by putting the Sun at the position of the outer Lindblad resonance (OLR) of the
Galactic bar. However, Famaey et al. (2005) later pointed out that these steeams are better
explained as stars on horseshoe orbits that cross-corotate in the rest frame of spiral den-
sity waves (for more informations see Sellwood and Binney, 2002). They further argued
that the clusters of coeval stars that have traditionally been connected to these streams
would have been picked up by the spiral waves along with field stars of different ages,
therefore just moving in these kinematic groups by chance. De Simone et al. (2004) also
found that spiral waves can produce kinematic structures similar to those observed in the
Solar neighborhood, although they attributed this more to disk heating rather than radial
migration.

Dehnen (2000) and Fux (2001) later used the position of the Hercules stream, which
is lagging the Local Standard of Rest with sim50 km s−1, to constrain the inclination
angle and position of the OLR of the Galactic bar. Similarly, Quillen and Minchev (2005)
found that placing the Sun near the 4:1 inner Lindblad resonance with a two-armed spiral
density wave could account for the position of the Hyades and Coma Berenices moving
groups in velocity space. Very recently, simulations of the birth and evolution of disk stars
in in a Milky Way potential including an axisymmetric component of the disk, the bulge
and halo, spiral arms and a bar were able to reproduce the shape of the Hercules, Coma
Berenices, Hyades and Sirius moving groups in velocity space (Antoja et al. 2008, in
press). These examples show that the velocity distribution as well as the age and chemical
composition of dynamical streams in the Solar neighborhood can be used as tracers of the
Galactic potential.

1.1.4 The Goals of this Thesis

We have seen that hierarchical ΛCDM formation predicts substructure even in localized
small volumes. Further, the dynamics of nearby stars seem to be strongly influenced by
large-scale features of the Milky Way, such as the central ber or spiral arms. Therefore, our
primary goal is to find substructure in the Solar neighborhood. Surveys like the Hipparcos
mission (Perryman et al., 1997) or the Geneva-Copenhagen Survey (Nordstrom et al.,

4The Local Standard of Rest is the circular velocity of a perfectly circular orbit at the Solar
position; for more informations see Section 4.2.1
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2004) have in this context contributed significantly to our current understanding of origin
and evolution of the Milky Way. Currently, however, the Sloan Digital Sky Survey (SDSS
Stoughton et al., 2002) and the Radial Velocity Experiment (RAVE Steinmetz et al., 2006),
which have collected and will collect spectra of some 240,000 and one million stars,
respectively, promise the most extensive database both qualitatively and quantitatively
collected to date. In addition, GAIA, the succesor of the Hipparcos satellite, is expected to
measure positions, parallaxes and annual proper motions of many millions of stars with an
accuracy of 10 μas or better and also radial velocities for up to 100 million stars until 2018.
Given the already available data, and in prospect of such upcoming datasets, it is time to
develop new tools for finding and analyzing substructure in the Solar neighborhood. By
applying these tools to the new data sets, we hope to increase the number of currently
known stellar streams.

In addition, these data will allow the dynamical determination of the local gravita-
tional potential, and hence the amount of visible and dark matter in the disk with un-
precedented accuracy. Therefore, we set out to develop a new method for determining the
vertical disk potential using the vertical positions and velocities of disk stars. The method
is principally extendable to constrain also the radial dependency of the disk’s potential.

This thesis is structured as follows: After an introduction to the SDSS and RAVE sur-
veys in Chapter 2 and 3, we will shortly describe mathematical tools needed as the ground-
work for the following chapters of this thesis. In Part II, we present search strategies and
results of kinematic stream searches in the Solar neighborhood, using data from the first
RAVE public data release, as well as from the seventh SDSS data release. These include
the detection of already known stellar streams and of previously unknown features, which
we interpret as tidal debris from past accretion events. Finally, Part III describes first
tests of a new method to constrain the vertical component of the local gravitational dik
potential.
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Chapter 2

The Sloan Digital Sky Survey

�
he SDSS is an imaging and spectroscopic survey which began routine opera-
tions in April 2000 and lasted through June 2008. Recently, the SDSS finished
imaging the North Galacic Cap, covering about one quarter of the Celestial
Sphere (9583 deg2) and collecting images of 285 million objects. Originally,

the northern part of the survey was complemented by a smaller area (∼ 225 deg2), but
deeper survey in the Southern Galactic hemisphere (Stoughton et al., 2002; Abazajian
et al., 2003, 2004, 2005; Adelman-McCarthy et al., 2006, 2007, 2008). The SDSS uses a
dedicated 2.5 m telescope located at the Apache Point Observatory in New Mexico. The
telescope is equipped with an imaging camera and a pair of spectrographs. The imaging
camera (Gunn et al., 1998) contains an imaging array of 30 4-megapixel CCDs and as-
trometric arrays which measure fluxes for calibration with standard astrometric catalog
stars. The flux densities of observed objects are measured almost simultaneously in the
five bands [u, g, r, i, z] with effective wavelenghts of [3540, 4760, 6280„ 7690, 9250]
(Fukugita et al., 1996; Gunn et al., 1998; Hogg et al., 2001). The camera sweeps the sky
in great circles (drift scan mode) and a point on the sky passes the filters in the order of
r, i, u, z, g. The brightness limit where the imaging camera saturates is at g ∼ 14 mag.
The completeness at this magnitude is ∼ 99.3% for point sources (Ivezíc et al., 2001); it
drops to 95% at magnitudes of [22.1, 22.4, 22.1, 21.2, 20.3]1. The SDSS photometry is
accurate to 0.02 mag rms at the bright end2 with well controlled tails of the error distrib-
ution(Ivezić et al., 2003). Astrometric positions are accurate to about 0.1"per coordinate
for sources brighter than r ∼ 20.5 mag (Pier et al., 2003) and the morphological infor-
mation from the images allows point source-galaxy seperation to r ∼ 21.5 mag (Lupton
et al., 2002).

Originally, funding was provided for five years of operations, that is, through summer
2005 (SDSS-I). Thanks to further financial support from the National Science Foundation,
the Alfred P. Sloan Foundation and the member institutes, an extended phase of operations
could be started for another three years (SDSS-II). The SDSS-II contains three surveys:
Legacy had the goal to complete the imaging and spectroscopy of a contiguous ∼ 7700
deg2 region in the North Galactic Cap. Supernovae repeatedly imaged a ∼ 300 deg2

equatorial stripe in the Southern Galactic Cap to search for supernovae in the redshift

1These values have been derived by comparing multiple scans of the same area obtained during
the commissioning year with typical seeing of 1.5” ± 0.1”.

2This value is determined using repeated observations of 3,000,000 point sources over time
spans ranging from 3 hours to 3 years.

17



2 The Sloan Digital Sky Survey

range 0.05 < z < 0.35 with the goal to measure the redshift-distance relation. Finally,
SEGUE (Sloan Extension for Galactic Understanding and Exploration) has imaged an
additional 3500 deg2 and obtained ∼ 240, 000 spectra.

The goal of SEGUE, the part of SDSS-II most relevant for this thesis, is to trace
all stellar components of the Milky Way Galaxy. Therefore the imaging is not aimed to
cover a contiguous area, but designed to sample the large-scale structure of the Milky
Way. The 2.5◦ wide imaging stripes are separated by gaps of no more than 10◦ at high
Galacic latitude (|b| > 30◦) and no more than 20◦ at low Galactic latitude (|b| < 30◦).
Because the photometric pipeline is not designed for crowded fields, photometry at the
lowest Galactic latitudes is not reliable (if the density of objects exceeds ∼ 5000 per
10′ × 13′ field, roughly 10 times the number density of objects at high latitude). The
targets of SEGUE are selected using color-color and color-magnitude cuts designed to
sample at varying densities across the main sequence from g − r = 0.75 (K dwarfs at
Teff < 5000K) through the turn-off. The main sequence targets are complemented by
metal-poor turn-off stars, white dwarfs, distant BHB stars (e.g. Sirko et al., 2004) and
halo red giants. Distances probed by these target selections range from 0.5 to 100 kpc
from the Sun. The spectroscopic selection also includes some interesting targets like cool
white dwarfs und high proper motion stars.

The proper motions come from a combination of the SDSS and a recalibrated version
of the USNO-B catalog (Munn et al., 2004). Statistical errors in the USNO-B proper
motions have been reduced by 20%-30% and recently an systematical error in the right
ascension proper motions has been removed, improving the proper motion accuracy to
a few mas yr−1 (Munn et al. 2008, internal SDSS memorandum). The proper motions
are complemented by radial velocity estimates based on ∼ 250, 000 medium resolution
(R = 2000) spectra of stars in the magnitude range 14.0 ≤ g ≤ 20.5. The spectroscopic
pipeline provides two radial velocity estimates. One is based on a cross-correlation of the
observed spectra with a variety of templates in Fourier space to determine absorption-line
redshifts (Stoughton et al., 2002). The other comes from a χ2 fit of the spectra to external
templates (both SDSS derived stellar templates and templates from the high-resolution
ELODIE library, Prugniel and Soubiran, 2001). Usually, the adopted radial velocity value
comes from matching with the ELODIE template, because these are the most reliable
results when repeated observations are undertaken. Typical errors range from 5 km s−1

to ∼ 10 km s−1, with a systematic error being fixed recently (Adelman-McCarthy et al.,
2007).

The full potential of SEGUE for tracing the stellar populations of the Milky Way is
utilized with the determination of effective temperatures Teff, surface gravities log g (with
g in units of cm s−2) and metallicities [Fe/H] from the spectra. These values are obtained
from the SEGUE Stellar Parameter Pipeline (SSPP, Lee et al., 2007a) which measures 77
atomic and molecular line indices for each object. A total of eleven various techniques
is used to estimate the atmospheric parameters and the adopted values are chosen using a
decision tree based on the colors of the stars and the S/N of the spectra. More details on
the different techniques can be found in Lee et al. (2007a, and references therein). The
use of multiple approaches allows for an empirical determination of the internal errors
for each derived parameter, based on the range of the reported values from each method.
Typical internal errors for Teff, log g and [Fe/H] are smaller than 75 K, 0.2 dex and 0.1
dex, respectively. A comparison with an analysis of high-resolution spectra for over 150
SDSS-I/SEGUE stars suggests that the SSPP is able to estimate Teff, log g and [Fe/H]
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to an external uncertainty (random plus systematic errors) of 117 K, 0.26 dex, and 0.22
dex, respectively, in the temperature range 4500 K ≤ Teff ≤ 7,500K (Allende Prieto et al.,
2007). An analysis of likely member stars in a handful of Galactic open and globular
clusters indicates that the SSPP slightly over-estimates [Fe/H] (by on the order of 0.15
dex) for stars with [Fe/H] < -2.0, and underestimates [Fe/H] for stars with near solar
metallicities by ∼0.3 dex (Lee et al., 2007b). Determinations of Teff and log g exhibit no
obvious offsets relative to expectations.
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Chapter 3

The Radial Velocity Experiment

�
AVE1 is a large international collaboration (PI: Matthias Steinmetz) aimed at
revolutionizing our understanding of the formation of the different Milky Way
components (disk, bulge and halo). Science goals include the search for unique
chemical and kinematic signatures of stellar streams in the halo, outer bulge

and thick disk due to satellite accretion, the dynamical influence of the local spiral arms
and inner bar, and the first non-local measurement of surface density in the disk. A key as-
pect of the RAVE survey is the determination of radial velocities and chemical signatures
like [α/Fe] and [Fe/H] for the brightest 50 million stars in the Galaxy down to a com-
pleteness limit of V = 16 mag (Steinmetz, 2003). The survey is conducted using the Six
Degree Field (6dF) multiobject spectrograph at the 1.2m UK-Schmidt Telescope at the
Anglo-Australian Observatory. The RAVE program started in 2003, obtaining medium-

resolution spectra (median R = 7500) in the Ca-triplet region (8410-8795
A◦), which

has almost no atmospheric absorption line features and is also favoured by the GAIA in-
strument definition team. Over this wavelenght range the CCD used with the 6dF spectro-
graph has a quantum efficiency of 40%-30% (Steinmetz et al., 2006). This range containes
many metal lines dominated by CaII, FeI, TiI, Cn, MgI, SiI, CrI, NiI, MnI, SI and TiO,
allowing the determination of [α/Fe] abundance ratios to better than 0.15 dex and [Fe/H]
to similar precision.

The program is planned to run until 2010. The main data prouct will be a SOuthern
hemisphere survey of at least one million stars including 0.7 million thin disk main se-
quence stars, 250,000 thick disk stars, 100,000 bulge and halo stars, and a further 50,000
giant stars including some out to 10 kpc from the Sun. In 2006, the first data release
(DR1) has been published (Steinmetz et al.), containing radial velocities for 24,748 indi-
vidual stars which cover ∼ 4760 deg2 of the sky (see Figure 6.1 in Section 6.1 for a map
of the sky coverage). These stars where observed during the first year between 2003 April
11 and 2004 April 3 and selected from the Tycho-2 catalog of the 2.5 million brightest
stars (Høg et al., 2000) and the SuperCOSMOS Sky Survey (SSS, Hambly et al., 2001)
over the magnitude range 9 < I < 12. Both Tycho-2 and SSS are astrometric surveys
with faint and bright end respectively at I ∼ 11.2 To achieve better photometric accuracy,
the targets have been cross-matched with optical and near-infrared catalogs (USNO-B,
DENIS and 2MASS). 69.1% of the proper motions come from the Starnet 2.0 catalog,

1Homepage: http://www.rave-survey.aip.de
2For Tycho-2, this is only a pseudo-I , calculated from the Tycho-2 magnitudes V T and BT .
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which is currently being compiled at the Astronomisches Rechen-Institut Heidelberg, and
combines the former Starnet catalog (Röser, 1996) with new proper motion estimates
from Tycho-2, UCAC-2 and 2MASS. The mean proper motion error in the DR1 is 2.6
mas yr−1 in each coordinate for proper motions taken from Starnet 2.0. Another 29.3%
of the stars have proper motions from the SSS, and a minor fraction from either Tycho-2
or an auxiliary catalog combined from 2MASS and the Guide Star Catalog 1.2 (Morrison
et al., 2001).

Radial velocities are calculated from a cross-corelation technique which compares a
given spectrum to a library of theoretical spectra containing 62,659 synthetic spectra in
the RAVE/GAIA resolution (Zwitter et al., 2004). The spectra corresponding to DR1
are contaminated by second-order light, because no blue-blocking filter (Schott OG531)
has been used during the first year. Therefore a second library of synthetic spectra from
Munari et al. (2005) is used, which covers a bluer wavelenght range an is degraded to
RAVE’s spectral resolutoion. The effect of second-order light on the radial velocities,
however, is negligable, because the strong absorption lines in the first-order spectra, which
are used in the cross-correlation to determine the wavelenght shift, are not affected. The
internal errors of the radial velocities are better than 3 km s−1 for 80% of the RAVE
measurements with a mean error of 2.3 km s−1. The zero-point calibration is accurate to
better than 2 km s−1 for 97% of the targets.

Recently, the second data release (DR2, Zwitter et al., 2008) became public, contain-
ing 51,829 radial velocities for 49,327 stars. The second-order spectra have now been
blocked by a blue light blocking filter (Schott OG531), whis allows the estimation of stel-
lar parameters. DR2 contains stellar parameter estimates from 22,407 spectra of 21,121
individual stars. From comparison with external data sets, the estimates of errors of the
stellar parameters for a spectrum with an average signal-to-noise ratio of ∼ 40 are 400
K in temperature, 0.5 dex in gravity, and 0.2 dex in metallicity, slightly worse than for
SEGUE stars (Chapter 2). The release of DR2 was not in time for the studies conducted
in this thesis, but we are planning to use its data for future studies.
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Chapter 4

Mathematical Tools: The Orbits of
Stars

�
he stellar body of our Milky Way Galaxy consists of about 100 billion stars that
move on individual orbits that give rise to its overall structure and shape. De-
spite this vast number of stars, the Galaxy is a collisionless system: each star
only knows about the overall potential, not the other stars. The Solar neigh-

bourhood, a region of roughly 1-2 kpc around the Sun1, is dominated by the Milky Way’s
disk population of stars; these stars have a common clockwise sense of rotation about
the Galactic center, but their rotational, radial and vertical velocity components depend
on their age, chemical composition, origin and possible moving group membership as
well as the local gravitational potential. The Solar neighbourhood is also visited by halo
stars which – as a population – have no definite sense of rotation. If the Galaxy were old
enough the phase-space distribution of stars would be fully "phase-mixed"; however we
observe it to be richly sub-structured, because phase-space substructure is conserved. To
understand these sub-structures from a theoretical point of view one needs to know the
basic mathematical principles behind the orbits of stars.

This chapter serves as an introduction to the fields of stellar dynamics and potential
theory. It provides the essential mathematical concepts that will be needed for the remain-
der of this thesis. Some topics that follow are just briefly outlined; more informations will
be found in the cited works.

In addition, we present in Section 4.4.4 our own studies on an effective third integral
of the stellar orbits, which lays the theoretical groundwork for the use of larger samples
in future studies of the vertical gravitational potential.

4.1 General Aspects and Definitions

4.1.1 The Gravitational Potential

The orbit of a star depends on the gravitational potential created by all other gravitating
matter around the star, and hence the orbits of stars can be used to get information about
the gravitational potential and the mass density distribution of their host galaxy.

1this definition of the Solar neighbourhood is chosen for our applications; much more often it
is quite a bit smaller (50-100 pc).
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4 The Orbits of Stars

Newton’s law of gravity tells us that a star of mass m1 at position r1 is attracted by
another star of mass m2 at position r2 with the force

F(r1) = m1
d2r1

dt2
= − Gm1m2

|r1 − r2|3
(r1 − r2) (4.1)

(G is Newton’s gravitational constant).
In a cluster of N stars with masses mα (α = 1, 2, ..., N) at positions ri the force

acting on the star α is the sum of the forces from every other star:

Fi(ri) = mi
d2ri

dt2
= −

∑
j

i�=j

Gmimj

|ri − rj|3
(ri − rj) (4.2)

In the case of a continuos distribution of stars the summation is replaced by the integration
over the whole volume. If we allow the mass density to vary with time and define the
gravitational potential as

Φ(r, t) = −G

∫
ρ(r´, t)
|r − r´|d

3r´, (4.3)

we get for the force per unit mass at position r at any time t

F(r, t) = −∇Φ(r, t) = G

∫
ρ(r´, t)(r − r´)

|r − r´|3 d3r´. (4.4)

Note that the mass distribution ρ(r, t) can change with time as all the matter particles
move with respect to each other.

Applying ∇2 to both sides of (4.3) and using the divergence theorem (e.g. BT 1987),
one obtains thePoisson equation:

∇2Φ = 4πGρ. (4.5)

The Poisson equation is used in most cases to calculate the potential of a given mass
density distribution.

The form of the potential and its geometrical properties confine the orbit that is al-
lowed for a star. For example, the potential can be static and radially symmetric, i.e.
Φ(r, t) = Φ(r) and this will confine the orbit to a plane called the orbital plane (see
below). In the following, the potential is always assumed to be static.

4.1.2 The Distribution Function

Similar to the atoms of a gas, the motion of the stars of a stellar system such as a galaxy can
be described statistically in the 6-dimensional phase-space (q,p), where q = (q1, q2, q3)
are the n generalized coordinates and p = (p1, p2, p3) their conjugate momenta.2 Each
star of a stellar system defines through its generalized coordinates q and conjugate mo-
menta p a representative point in phase-space. Its orbit is then described by the evolution
of the representative point under the canonical equations of motion

q̇i =
∂H

∂pi
, ṗi = −∂H

∂qi
(i = 1, 2, 3), (4.6)

2In the general case, a system may have n generalised coordinates q = (q 1, q2, ..., qn) and
conjugate momenta p = (p1, p2, ..., pn), so the phase-space (q,p) has 2n dimensions.
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4.1 General Aspects and Definitions

where H = H(p, q, t) is the Hamiltonian function.
However, when describing a stellar system statistically, we are not so much interested

in the particular orbit of a specific star, but in the density of representative points in a
particular region of phase-space and their average movement. Therefore we introduce the
distribution function f(q, p, t) as the density of representative points in phase-space, so
that f(q, p, t)d3qd3p is the number of stars that at time t have generalised coordinates
between q and q + dq and conjugate momenta between p and p + dp. For stellar systems
that are in equilibrium, the time-dependece of the distribution function vanishes.

The distribution function is the most important quantity in the field of Galactic Dy-
namics. If f(q, p, t) is known for a stellar system, it is possible to derive all kinds of
observable photometric and kinematical data from it. Furthermore, f contains informa-
tion about the dynamical properties of the system that cannot be directly observed. For
example, the spatial number density of the system ρ(r, t) is obtained by integration of the
distribution function over velocities,

ν(r, t) =
∫ +∞

−∞
f(r, v, t) d3v. (4.7)

In turn, ν(r, t) can be used to get the gravitational potential via Poisson’s equation (4.5).
The surface mass density Σ(R, t), e.g. of the Milky Way disk, where R = (x, y), is

given through

Σ(R, t) =
∫ +∞

−∞

∫ +∞

−∞
f(r, v, t) dz d3v (4.8)

Practically, it is not possible to measure the distribution function f(r, v, t) at any
phase-space point (r, v). What is rather measured is the so-called coarse-grained distri-
bution function |f |, which is an average value of f in a finite phase-space cell centered
at (r, v).

4.1.3 The Collisionless Boltzmann Equations

As the representative points of stars of a stellar system move smoothly with time, their
density f(q, p, t) obeys Liouville’s theorem

df

dt
= 0 (4.9)

which states that the distribution function is constant along any trajectory in phase-space.
In other words, the number density of stars in any infinitesimally small phase-space ele-
ment d3qd3p is conserved during the evolution of the stellar system. equation (4.9) can
be re-written by using

d

dt
=

∂

∂t
+

3∑
i=1

(
ṗi

∂

∂pi
+ q̇i

∂

∂qi

)
(4.10)

together with the canonical equations of motion (4.6) as

∂f

∂t
+

3∑
i=1

(∂H

∂pi

∂f

∂qi
− ∂H

∂qi

∂f

∂pi

)
= 0. (4.11)
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4 The Orbits of Stars

We will apply Liouville’s theorem to a collisionless system of stars; this is a system
in which encounters between stars can be ignored so that every star moves under the mean
gravitational potential Φ(r, t) of the system, where r = (x1, x2, x3) is the position vector
of a star with respect to the center. In general, galaxies and star clusters are collisionless
systems. In this case the Hamiltonian for a star of mass m is given by

H =
p2

2m
+ Φ(r, t). (4.12)

p = mv with v = ṙ is the classical linear momentum. Therefore one can also consider
(r,v) as the "phase-space", and the phase-space density f becomes a function of r and v.
From equation (4.12) together with (4.6) follows

∂H

∂pi
=

pi

m
= vi

∂H

∂xi
=

∂Φ
∂xi

,

(4.13)

so Liouville’s theorem (equation 4.11) now takes the form

∂f

∂t
+

3∑
i=1

(
vi

∂f

∂xi
− ∂Φ

∂xi

∂f

∂vi

)
= 0, (4.14a)

or

∂f

∂t
+ v · ∇f −∇Φ · ∂f

∂v
= 0. (4.14b)

Equations (4.14) are called the collisionless Boltzmann equations; they are the funda-
mental equations of stellar dynamics. The collisionless Boltzmann equations can be re-
garded either as linear homogenous partial differential equations for f or as linear non-
homogenous partial differential equations for Φ. Finding a solution can be either ac-
complished by knowing the potential Φ and solving for f or vice versa. Generally, the
collisionless Boltzmann equations cannot be solved, because they involve seven indepen-
dent variables. Instead, numerical solutions using N -body simulations must be sought.
However, in the next section it is shown that solutions can be obtained if the potential is
static and has some kind of symmetry.

Phase-Mixing

A sub-population of stars with small initial replacements and velocity dispersions will
have slightly different orbital frequencies. Its representative points that evolve under the
canonical equations of motion (4.6) will disperse in phase-space, leading to a distortion
of the initial phase-space volume. Thereby the phase-space density f around any point in
phase-space remains constant according to the colissionless Boltzmann equations. This
behaviour, however, is of little use for an observer, because he will always measure the
coarse-grained density |f |. Initially f = |f |, but as the system evolves, the phase-space
regions with high density stretch out and get thinner; the coarse-grained density decreases
with time until a final equilibrium state is achived. In practise this means that in an
observational volume the stellar density of the sub-population decreases and its velocity
dispersion increases with time.
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4.1 General Aspects and Definitions

4.1.4 Integrals of Motion

Constants of motion are functions C(r, v, t) of the phase-space coordinates (r, v) and
time t, which are constant along any stellar orbit:

C(r(t), v(t), t) = const. (4.15)

Their value depends on the specific orbit, but is constant along that orbit. This is true for
every orbit.

An integral of motion I(r, v) is a function of the phase-space coordinates alone, that
is constant along any stellar trajectory in phase-space. It does not depend on time:

I(r(t), v(t)) = const. (4.16)

So every integral of motion is also a constant of motion, while the reverse is not true.
Examples for integrals of motion are the energy E in a static potential or the z-component
of angular momentum Lz in an axisymmetric potential. Integrals of motion allow the
identification of stellar streams even if their stars are dispersed in configuration space (see
also Section 6.2.

Each integral of motion defines a hypersurface in phase-space through equation (4.16).
If the phase-space has 2n dimensions there must exist 2n − 1 independent integrals of
motion, so the trajectory is the intersection of the 2n − 1 trajectories (Ollongren, 1962;
Henon and Heiles, 1964). But integrals of motion can be either isolating or non-isolating.
An non-isolating integral of motion is infinitely many-valued, i.e. the corresponding hy-
persurface consists of an infinity of sheets which fill the phase-space densely. Practi-
cally, these integrals give no information and are equivalent to no conditions at all. Non-
isolating integrals play no role in Galactic dynamics. On the other hand, isolating inte-
grals have the property of isolating points on a star’s trajectory from neighbouring points
in phase-space.

Regular orbits are those that have as many isolating integrals as spatial dimensions
n. A regular orbit can formally be decomposed into n independent periodic oscillations
(Binney and Tremaine, 1987). Orbits with less isolating integrals than spatial dimensions
are called irregular orbits.

It is worth to investigate the content of equation (4.16) in more detail. If it is rewritten
as

d

dt
I(r(t), v(t)) = 0, (4.17)

then

dI

dt
= ∇I

dr
dt

+
∂I

∂v
dv
dt

= 0, (4.18a)

or

v · ∇I −∇Φ · ∂I

∂v
= 0. (4.18b)

A comparison with equations (4.14) shows that the condition that I is an integral of mo-
tion is equivalent to the condition that I is a steady-state solution to the collisionless
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4 The Orbits of Stars

Boltzmann equations. Furthermore, if f(I1, I2, ..., In) is any function of n integrals of
motion, then f also satisfies the collisionless Boltzmann equations, because

d

dt
f
(
I1(r, v), ..., In(r, v)

)
=

n∑
m=1

∂f

∂Im

dIm

dt
= 0. (4.19)

So any function of the integrals of motion yields a solution to the (stationary) colli-
sionless Boltzmann equation. This statement is sometimes refered to as the Jeans theo-
rem (Binney and Tremaine, 1987, Sect. 4.4). Note that the function which solves the
Boltzmann equation can be a function of up to any number of integrals that the potential
admits. However, because the non-isolating integrals have no influence on the density
distribution, the distribution function is a function of the isolating integrals only.

4.2 Coordinate systems and velocities

In studying the Milky Way’s overall structure by observations from Earth, different coor-
dinate systems prove useful for different aspects. These will be described in the following
sections.

4.2.1 Definitions

Coordinates

The Equatorial coordinate system (α, δ), which is closely related to the Earth’s latitude-
longitude system, does not participate in Earth’s rotation. Figure 4.1 shows how the co-
ordinates and reference points are defined. The projection of the Earth’s equator onto the
celestial sphere is called the celestial equator. Similarly, projecting the geographic poles
onto the celestial sphere defines the north and south celestial poles. The point where the
Sun crosses the celestial equator in spring is called the vernal equinox. The declination
δ is the equivalent of geographical latitude and measured in degrees north or south of the
celestial equator. The analog to longitude is the right ascension α which is measured in
hours eastward along the celestial equator starting from the vernal equinox to the inter-
section with the great circle that passes through the observed object and the north celestial
pole.

Because the Equatorial coordinate system is based on the celestial equator and the
vernal equinox, the right ascension and declination of an object are independent of the
geographical latitude and longitude of the observer and the annual motion of the Earth
around the Sun. However, when studying the kinematics of stars in the Solar neighbour-
hood, it is more beneficial to define a coordinate system which reflects the symmetry of
the underlying gravitational potential. Such a symmetry is naturally introduced by the
existence of the Galactic disk. The Sun is located almost in the middle of the disk, called
the Galactic midplane, approximately 8 kpc from the Galactic center (Reid, 1993); its
offset is only about 24 pc above the plane (Juríc et al., 2008). The intersection of the
celestial sphere with the Galactic midplane therefore very nearly forms a great circle, the
Galactic equator. The Galactic coordinate system (l, b, d) is based on the Sun and re-
flects the symmetry of the Galactic plane as it is viewed from Earth (Figure 4.2). The two
angles Galactic longitude l and latitude b give the direction of an object in the sky and
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4.2 Coordinates and Velocities

Figure 4.1: The Equatorial coordinate system. Right ascension α is measured in hours eastward
along the celestial equator starting at the vernal equinox. Declination δ is measured in degrees
north or south of the celestial equator.

d its distance. The latitude is measured in degrees north (b positive) or south (b negative)
of the Galactic equator, so it ranges between b = +90◦ and b = −90◦. The longitude
ranges from l = 0◦ (roughly in the direction of the Galactic center), eastwards through
l = 90◦ (roughly in the direction of Galactic rotation), and on to l = 360◦. The Interna-
tional Astronomical Union (IAU) defined the Galactic coordinate system in reference to
the Equatorial coordinate system in 1959 (Blaauw et al., 1960).

Besides the Galactic coordinate system, a heliocentric Cartesian coordinate system
is very useful to describe the motion of stars in the Solar vicinity. We will use a right-
handed coordinate system with the x-axis pointing towards the Galactic center (l � 0◦),
the y-axis in the direction of Galactic rotation (l � 90◦) and the z-axis towards the North
Galactic Pole (b � 90◦)3

3The goal of setting up the Galactic coordinate system was to "choose a system which is so
oriented that the direction of the pole is perpendicular to the mean plane of the Galaxy, and the
zero of longitude passes through the Galactic center"(Blaauw et al., 1960); the small deviations of
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4 The Orbits of Stars

Figure 4.2: The Galactic coordinate system based on the Sun. Longitude l is measured along the
Galactic equator and increases eastwards from the Galactic center. Latitude b is measured north or
south of the Galactic equator.

Finally, for studies of large scale structure and kinematics of stars a cylindrical coor-
dinate system (R,φ, z) is introduced with the origin at the center of the Milky Way. The
radial coordinate R increases outwards, the angular coordinate φ is pointed in the direc-
tion of Galactic rotation and z increases to the north (and is equivalent to z in the Cartesian
coordinate system defined above). Figure 4.3 recapitulates the different coordinates that
can be assigned to a star and the unit vectors are given in equations (4.20a)-(4.20c).

l = 0◦ and b = 0◦ from the direction of the Galactic center and pole can be neglected compared
to measurement accuracies.
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4.2 Coordinates and Velocities

Figure 4.3: Coordinates normally assigned to stars when studying Galactic dynamics. The Carte-
sian and Galactic coordinate systems are heliocentric while the cylindrical coordinate systems is
based on the Galactic center as the center of the gravitational potential.

�ex =

( 1
0
0

)
, �ey =

( 0
1
0

)
, �ez =

( 0
0
1

)

(Cartesian coordinates)

(4.20a)

�ed =

( cos b cos l
cos b sin l

sin b

)
, �eb =

( − sin b cos l
− sin b sin l

cos b

)
, �el =

( − sin l
cos l
0

)

(Galactic coordinates)

(4.20b)

�eR =

( cos ϕ
sinϕ

0

)
, �eϕ =

( sin ϕ
cos ϕ

0

)
, �ez =

( 0
0
1

)

(Cylindrical coordinates)

(4.20c)

Velocities

Each of the coordinate systems described above implies different velocity components
which are given by the derivatives of the coordinates. When observing the motion of
stars from the Earth (or equivalently from the Sun) one can measure their line-of-sight
and tangential velocity components. The tangential velocity appears as a slow, angular
change in Equatorial or Galactic coordinates and is known as the proper motion �μ. The
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4 The Orbits of Stars

line-of-sight or radial velocity component is equal to the change in line-of-sight distance,
vrad = ḋ. Because the Sun itself is orbiting the Galactic center on a non-circular orbit, it
is better for our studies to refer the spatial velocity of stars to the Local Standard of Rest
(LSR) (�vLSR) or to the Galactic center (�vgc). The LSR is defined as the space velocity
at a perfectly circular orbit around the Galactic Center through the position of the Sun.
That means, the position of the LSR is exactly at the Sun at every time, while the Sun is
moving away from it.

The velocity components refered to the LSR are given as:

�vLSR = U �ex + V �ey + W �ez (4.21)

= vrad �ed + 4.74 d μb �eb + 4.74 d μl �el, (4.22)

with U = ẋ, V = ẏ, W = ż, vrad = ḋ, μb = ḃ and μl = l̇ cos b. If μl and μb are taken in
units of [mas yr−1] and d in [kpc], the factor 4.74 gives the result in [km s−1].

The space velocity refered to the GC is given by:

�vgc = Π �eR + Θ �eϕ + Z �ez (4.23)

= (U + U�) �ex + (V + V� + VLSR) �ey + (W + W�) �ez, (4.24)

with Π ≡ Ṙ, Θ ≡ R ϕ̇ and Z ≡ ż. The Sun’s space velocity relative to the LSR is
(Dehnen and Binney, 1998)

U� = 10.0 ± 0.4 km/s (4.25a)

V� = 5.2 ± 0.6 km/s (4.25b)

W� = 7.2 ± 0.4 km/s, (4.25c)

while the current IAU standard for the LSRs circular velocity is

VLSR = Θ� = 220km/s (4.26)

. From now on I will drop the index gc and simply write �v. This velocity and its compo-
nents actually goes into the calculation of a star’s orbital energy and angular momentum
(see Section 4.4.1). To derive �v from the measured velocity componenets (vrad, �μ), one
has to know the transformations from one set of velocities to another. These will be given
in the following subsection.

4.2.2 Transforming Coordinates and Velocities

We summerize the transformations between the different coordinate systems and velocity
components. All coordinates can be calculated from Equatorial coordinates and among
each other through straightforward matrix operations:⎛

⎝cos b cos l
cos b sin l

sin b

⎞
⎠ = T

⎛
⎝cos δ cos α

cos δ sin α
sin δ

⎞
⎠ (4.27)

⎛
⎝x

y
z

⎞
⎠ = d ·

⎛
⎝cos b cos l

cos b sin l
sin b

⎞
⎠ (4.28)
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⎛
⎝x

y
z

⎞
⎠ =

⎛
⎝R�

0
0

⎞
⎠+

⎛
⎝R cos φ

R sin φ
z

⎞
⎠ . (4.29)

R� is the distance of the Sun from the Galactic center; the transformation matrix T is
given in Johnson and Soderblom (1987, Section III) as

T =

⎛
⎝−0.06699 −0.87276 −0.48354

+0.49273 −0.45035 +0.74458
−0.86760 −0.18837 +0.46020

⎞
⎠ . (4.30)

The calculations of a star’s space velocity in the case that the proper motions are mea-
sured along right ascension α and declination δ is also given in Johnson and Soderblom
(1987, Section III):⎛

⎝U
V
W

⎞
⎠ =

⎛
⎝U�

V�
W�

⎞
⎠+ B

⎛
⎝ vrad

4.74 μα d
4.74 μδ d

⎞
⎠ (4.31)

The coordinate transformation matrix B is defined in Johnson and Soderblom (1987)
and we evaluated it for the epoch 2000 as

B =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− 0.063491 cos α cos δ

− 0.86554 sinα cos δ

− 0.496799 sin δ

0.063491 sinα

− 0.86554 cos α

0.063491 cos α sin δ

+ 0.86554 sinα sin δ

− 0.496799 cos δ

0.493076 cos α cos δ

− 0.460007 sinα cos δ

+ 0.738424 sin δ

− 0.493076 sin α

− 0.460007 cos α

− 0.493076 cos α sin δ

+ 0.460007 sin α sin δ

+ 0.738424 cos δ

− 0.867666 cos α cos δ

− 0.198076 sinα cos δ

+ 0.455984 sin δ

0.867666 sinα

− 0.198076 cos α

0.867666 cos α sin δ

+ 0.198076 sin α sin δ

+ 0.455984 cos δ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(4.32)

If the proper motions are given as (μl, μb), the transformations are:⎛
⎝U

V
W

⎞
⎠ =

⎛
⎝U�

V�
W�

⎞
⎠ + D

⎛
⎝ vrad

4.74 μb d
4.74 μl d

⎞
⎠ (4.33)

⎛
⎝ vrad

4.74 μb d
4.74 μl d

⎞
⎠ = D−1

⎛
⎝ U − U�

V − V�
W − W�

⎞
⎠ (4.34)

where the transformation matrix D is given as

D =

⎛
⎝cos b cos l − sin b cos l − sin l

cos b sin l − sin b sin l cos l
sin b cos b 0

⎞
⎠ (4.35)

D−1 =

⎛
⎝ cos b cos l cos b sin l sin b
− sin b cos l − sin b sin l cos b

− sin l cos l 0

⎞
⎠ (4.36)
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Note the addition of the sun’s peculiar motion with respect to the LSR to the
velocity components, because (U, V, W ) refer to the LSR restframe.

When transforming velocity components from the Cartesian LSR-restframe
(x, y, z) to the cylindrically symmetric restframe (R, φ, z) one can use the follow-
ing formulas:⎛

⎝U
V
W

⎞
⎠ = E

⎛
⎝Π

Θ
Z

⎞
⎠ (4.37)

⎛
⎝Π

Θ
Z

⎞
⎠ = E−1

⎛
⎝U

V
W

⎞
⎠ , (4.38)

where the matrix E is given as

E = E−1 =

⎛
⎝− cos ϕ sin ϕ 0

sin ϕ cos ϕ 0
0 0 1

⎞
⎠ . (4.39)

The angle ϕ between star-GC-sun can be expressed through

tanϕ =
d cos b sin l

R� − d cos b cos l
(4.40)

Usually, ϕ is very small if we deal with stars in the solar neighbourhood, ϕ ≈
7.12◦ for a star at 1 kpc distance at (l, b) = (90◦, 0), and the velocity components
can be approximated by

U + U� � −Π

V + VLSR + V� � Θ.
(4.41)

It’s important to mention that all of the above velocity components are ab-
solute, that means they refer to a fixed coordinate system with the Sun at rest. If
we want to transform some galactocentric velocities (e.g. that are output from
some simulations) to velocities as observed from the earth (e.g. vrad, μb, μl), the
solar motion around the Galactic center has to be concerned. Vice versa, if radial
velocities and proper motions from some star catologue should be transformed
to absolute space velocities, the solar motion around the Galactic center must be
added to the result.

4.3 Orbits in Spherical Potentials

In a spherically-symmetric potential Φ = Φ(|r|), the total angular momentum
of a star, L = r × dr

dt
, is conserved. It follows that the star moves in a plane

perpendicular to its angular momentum vector, so it is intuitive to introduce a polar
coordinate system (R = |r|, φ). The phase-space associated with this system thus
has 4 dimensions, of which 2 are spatial.
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4.3 Orbits in Spherical Potentials

The Hamiltonian H of this system is given through

H(R, φ, vR, L) =
1

2
(v2

R + v2
φ) + Φ(R), (4.42)

where vR = Ṙ is the radial and vφ = Rφ̇ = L/R the azimuthal velocity compo-
nent. L = |L| is the absolute value of the total angular momentum. vR and L are
the conjugate momenta to the coordinates R and φ, respectively.

The equations of motion follow from the Hamiltonian (4.42):

dR

dt
=

∂H

∂vR
= vR,

dvR

dt
= −∂H

∂R
= −dΦ

dR
+

L2

R3
,

dφ

dt
=

∂H

∂L
=

L

R2
,

dL

dt
= −∂H

∂φ
= 0.

(4.43)

Here dL
dt

= 0 because the conjugate coordinate φ does not appear in H; φ is
called a cyclic coordinate. Thus, there are two isolating integrals, namely the
energy E, which is numerically equal to H , and the total angular momentum L.
Each of these two integrals defines a hypersurface in phase-space, and the orbit is
confined to the intersection of these two hypersurfaces.

For an orbit of given L, the system may be reduced to one degree of freedom
by defining the effective potential

Φeff (R) = Φ(R) +
L2

2R2
. (4.44)

Then the equations of radial motion (Eqs.4.43) reduce to

dR

dt
= vR

dvR

dt
= −dΦeff

dR
.

(4.45)

The centrifugal barrier term L2/2R2 in the effective potential prohibits the
star from coming too close to the center. The star will periodically move back and
forth between the two turning points Rmin, called pericenter, and Rmax, called
apocenter. These turning points depend on the energy and angular momentum of
the star and are defined through the condition E = Φeff (Rmin/max).

Additionally, the star executes periodic azimuthal motions. When the radial
and azimuthal periods are commensurable, as is the case only for the Keplerian
and the harmonic potential, the orbit is called a resonant orbit; it will close upon
itself in phase-space. For the Keplerian potential - the potential of a point mass
- the radial and azimuthal periods for all bound orbits are equal and bound or-
bits form ellipses with the center of the potential in one focus. In the harmonic
potential generated by a homogenous spherical mass distribution the radial pe-
riod is half the azimuthal one. An orbit in the harmonic potential resembles an
ellipse centered on the bottom of the potential well. In the Keplerian case all
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4 The Orbits of Stars

stars advance in azimuth by Δφ = 2π between succesive pericenters, while in
the harmonic case they advance by Δφ = π. Galaxies are more extended than
point masses and less extended than homogenous spheres, so a star in a typical
spherical galaxy will advance by an angle between π and 2π between succesive
pericenters. In configuration space, such an orbit with incommensurable frequen-
cies describes a rosette in which a star will eventually pass through every point
on an annulus whose inner and outer radii are the peri- and apocenter distances.
Larger orbital energies result in larger apocenters, while smaller angular momen-
tum gives a smaller pericenter. Orbits like these are an example of so called loop
orbits, which generally fill elliptical annuli. The closed circular or elliptical or-
bits can be thought of as the parents of a family of loop orbits that have the same
energy and angular momentum.

4.4 Orbits in Axisymmetric Potentials

4.4.1 The Meridional Plane

Orbits in potentials which are axisymmetric with respect to the z-axis are best
studied using cylindrical coordinates (R, φ, z). The potential can then be written
as Φ = Φ(R, z). Again, it is straightforward formulating the equations of motion
starting with the Hamiltonian

H(R, φ, vR, L) =
1

2
(Π2 + Θ2 + Z2) + Φ(R, z), (4.46)

where Π = Ṙ, Θ = Rφ̇ and Z = ż (Section 4.2.1). The equations of motion of
a star accord to the spherically symmetric case (equations 4.43) with additional
expressions for z and Z:

dR

dt
= Π,

dΠ

dt
= −dΦ

dR
+

L2
z

R3
,

dφ

dt
=

Lz

R2
,

dLz

dt
= 0,

dz

dt
= Z,

dZ

dt
= −dΦ

dz
.

(4.47)

The z-component of the angular momentum Lz = R2φ̇ is conserved and hence
an integral of motion, the second integral besides the energy E. This integral of
motion reduces a star’s orbit to a two-dimensional non-uniformly rotating plane,
the meridional plane, under the influence of an effective potential

Φeff ≡ Φ(R, z) +
L2

z

2R2
. (4.48)

Instead of governing motion along a line as in the spherical case, the effective po-
tential now governs the star’s motion in the meridional plane, which rotates about
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4.4 Orbits in Axisymmetric Potentials

the z-axis. The orbit in the meridional plane can also be regarded as the cylindrical
projection of the three-dimensional orbit in a fixed plane (Ollongren, 1962). Again
note that, as R decreases, the repulsive force of the effective potential grows.

Using the effective potential, the equations of motion (4.47) in the meridional
plane reduce to

R̈ = −∂ Φeff

∂R

z̈ = −∂ Φeff

∂z
.

(4.49)

The meridional plane has cartesian coordinates (R, z) and rotates around the
z-axis with the angular velocity defined through

Ω(R) = φ̇ =
Lz

R2
. (4.50)

The angular velocity gives the third velocity component of the three-dimensional
space orbit:

Θ(R) = R Ω(R) =
Lz

R
. (4.51)

The energy E is the sum of kinetic energy of motion in the (R, z)-plane and the
effective potential energy:

E =
1

2
(Π2 + Θ2 + Z2) + Φ(R, z) =

1

2
(Π2 + Z2) + Φeff . (4.52)

On the meridional plane the effective potential Φeff has a minimum where

0 =
∂Φeff

∂R
=

∂Φ

∂R
− L2

z

R3

0 =
∂Φeff

∂z
.

(4.53)

The second condition is fulfilled everywhere on the plane where z = 0. The first
is true for a certain radius, called the guiding center (or epicenter) radius R0,
which is given through

∂Φ

∂R

∣∣∣
(R0,0)

=
L2

z

R3
0

= R0Ω
2(R0) . (4.54)

This is the radius of a circular orbit of a particle which moves with angular speed
Ω(R0) ≡ Ω0 and has angular momentum Lz. This circular path is the orbit with
minimum energy E0 for a given Lz. The energy of a star on the circular orbit at
R0 obviously is

E0 = Φ(R0) +
1

2
R2

0Ω
2
0. (4.55)
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4 The Orbits of Stars

Figure 4.4: Effective potential for a particlar choice of Φ(R, z) (see equation 5.1 in Section 5.1)
and Lz = 100 kpc km s−1.

The circular orbit is stable, and any other orbit with the same Lz , but higher en-
ergy, must oscillate around it in vertical and radial direction. Figure 4.4 shows the
effective potential which we have computed for a standard Milky Way potential
(see Section 5.1 in Part II) and a star of angular momentum Lz = 100 kpc km
s−1. The star will move between the two turning points Rmin and Rmax, that are
defined by the condition E = Φeff(Rmin/max).

4.4.2 The Epicycle Approximation

If the oscillations of a star around its stable circular orbit are small, i.e. the orbit
of a star is nearly circular, one can derive approximate solutions for the equations
of motion (4.49). The most popular approximation, the epicycle approximation
(Binney and Tremaine, 1987, Sect. 3.2.3), uses a Taylor expansion of the effective
potential Φeff around its minimum (R0, 0) up to second order:

Φeff = Φeff(R0, 0)+
1

2

∂2Φeff

∂R2

∣∣∣
(R0,0)

(R−R0)
2 +

1

2

∂2Φeff

∂z2

∣∣∣
(R0,0)

z2 + · · · (4.56)

With the definition of the two frequencies

κ2
0 ≡

∂2Φeff

∂R2

∣∣∣
(R0,0)

and ν2
0 ≡ ∂2Φeff

∂z2

∣∣∣
(R0,0)

, (4.57)

the equations of motion in the meridional plane (4.49) become

R̈ = −κ2
0(R − R0)

z̈ = −ν2
0z

2 .
(4.58)
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4.4 Orbits in Axisymmetric Potentials

Thus the motion of a star in the meridional plane on a nearly circular orbit can
be described as two independent harmonic oscillations around (R0, 0) with the
epicycle frequency κ0 in radial and the vertical frequency ν0 in vertical direc-
tion.

Inserting the definition of the effective potential from equation (4.48) into
(4.57), one gets

κ2
0 =

∂2Φ

∂R2

∣∣∣
(R0,0)

+
3L2

z

R4
0

(4.59)

ν2
0 =

∂2Φ

∂z2

∣∣∣
(R0,0)

. (4.60)

The epicycle frequency is connected to the angular frequency and velocity at R0

through equations (4.50) and (4.51):

κ2
0 = R

∂Ω2

∂R

∣∣∣
R0

+ 4Ω2
0 = 2

Θ2(R0)

R2
0

. (4.61)

In the solar neighbourhood the ratio κ0

Ω0
= 1.3 ± 0.2 (BT 1987) and ν0

κ0
≈ 1.9.

That means, the sun makes 1.3 radial oscillations while one full rotation around
the Galactc center and 1.9 vertical oscillations while one radial period. This is
also the reason why phase-mixing is more efficient in the vertical direction. In
general, the orbit of a star in an axisymmetric potential is not closed in an inertial
frame, but forms a rosette figure.

4.4.3 The Keplerian Approximation

Dekker (1976) has shown that the epicyclic approximation is only valid if the
orbit of a star is very close to circular, i.e. it’s eccentricity e � 1. For stronger
deviations, up to e = 0.5, Dekker provides another approximation, which she calls
the Keplerian approximation, because now the potential is expanded with respect
to 1

R
around 1

R0
(also up to second order). Here, R0 denotes again the epicenter

radius, where the effective potential has its minimum. We will concentrate on the
planar motion in the plane z = 0 and simply write Φ(R, 0) = Φ(R). Then we get

Φ(R) = Φ(R0) +
∂Φ

∂( 1
R
)

∣∣∣
R0

(
1

R
− 1

R0

) +
1

2

∂2Φ

∂( 1
R

)2

∣∣∣
R0

(
1

R
− 1

R0

)2 + · · · (4.62)

Note that now we do not expand the effective potential, but the true potential.
With the definition of the angular frequency Ω(R), equation (4.50), the Taylor
coefficients are

∂Φ

∂( 1
R

)

∣∣∣
R0

= −R0Ω0 (4.63)

∂2Φ

∂( 1
R
)2

∣∣∣
R0

= R4
0

(
κ2

0 − Ω2
0

)
, (4.64)
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and expression (4.62) becomes

Φ(R) = A0 − B0

R
+

C0

R2
, (4.65)

where

A0 = E0 +
1

2
R2

0κ
2 (4.66)

B0 = R3
0κ

2
0 (4.67)

C0 =
1

2
R4

0

(
κ2

0 − Ω2
0

)
. (4.68)

The effective potential, Φeff , then can be written as (up to second order):

Φeff(R) = A0 − B0

R
+

2C0 + R4
0Ω

2
0

2R2
, (4.69)

similar to the one in the Kepler problem. Above we have shown that the turning
points of the radial motion in the plane z = 0 in an axisymmetric potential are
given by E = Φeff (Rmin/max). Inserting the effective potential (4.69), we get for
the turning points in the Keplerian approximation

Rmin

R0
=

1

1 + e
and

Rmax

R0
=

1

1 − e
, (4.70)

with

e =

√
2(E − E0)

R2
0κ

2
0

(4.71)

being the eccentricity. The Keplerian approximation shows that the orbits are
characterized through the isolating integrals E and Lz .

We will now derive expressions for e and Lz using a star’s velocity compo-
nents with respect to the LSR (U, V ) for planar motion in the Solar neighbourhood
(Fuchs, private communication). For stars near the Sun we have

Lz = R2
0Ω(R0) = R0VLSR = R�(V + VLSR). (4.72)

The last step assumes that the rotation curve is flat. It follows that

R0 = R�
(
1 +

V

VLSR

)
(4.73)

Now we can express the effective potential (4.69) at the Solar position as

Φeff (R�) = E0 +
1

2
R2

0κ
2
0

(
1 − 2

R0

R�
+

R2
0

R2�

)
(4.61),(4.26)

= E0 + V 2
LSR

(
1 − R0

R�

)2
(4.73)
= E0 + V 2

LSR

(
1 − 1 − V

VLSR

)2
= E0 + V 2 .

(4.74)
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The energy in the effective potential at the Solar position follows from equa-
tion 4.52 as

E(R�) =
U2

2
+ Φeff(R�) = E0 + V 2 +

U2

2
(4.75)

So we have 2
(
E(R�)−E0

)
= U2 + 2V 2 and the eccentricity e of a nearby star’s

orbit follows from (4.71) as

e =

√
U2 + 2V 2

R2
0κ

2
0

(4.61)
=

1√
2VLSR

√
U2 + 2V 2

(4.76)

Dekker’s Keplerian approximation is a very powerful tool when searching for
stars on essentially the same orbits (stellar streams or moving groups). We will
give a more detailed description in Section 5.3.

4.4.4 The Third Integral And Surfaces Of Section

In this section we describe in principle established material, but also present some
new calculations geared towards a new method to estimate the Kz-force law.

The Third Isolating Integral Of Motion

It is interesting to ask what part of the phase-space associated with an axisym-
metric potential will be filled if one follows a star over many revolutions within a
galaxy. Because the phase-space (R, φ, z, Ṙ, φ̇, ż) is six-dimensional, any trajec-
tory must be defined by 5 integrals of motion, corresponding to 5 hypersurfaces
in phase-space (see Section 4.1.4). The trajectory is the intersection of these hy-
persurfaces. In the case of an axisymmetric potential, two isolating integrals are
already known: The energy E, also called I1, and angular momentum Lz, also
called I2. Besides these two integrals, there cannot be more than one additional
independent isolating integral (Ollongren, 1962). If it exists, it is called the third
integral I3.

Obtaining an analytical expression for I3 is only possible in very special cases;
one of them is if the stellar orbit oscillates with small amplitudes around the guid-
ing center, i.e. if the epicycle approximation is valid. Then it follows from the
equations of motion (4.58) that the energies of the two oscillators

ER =
1

2
Ṙ2 + κ2(R − R0)

2

Ez =
1

2
ż2 + ν2z2

(4.77)

are conserved and hence integrals of motion. Additionally the angular momentum
Lz is constant along the stellar orbit. All these integrals are isolating.
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More generally, we have shown to our knowledge for the first time that for a re-
alistic axisymmetric Milky Way potential (Johnston et al., 1999, see equation 5.1
in Section 5.1) the adiabatic integral of the vertical motions of the stars

Jz = (
1

2
W 2(R, z) + Φ(R, z) − Φ(R, 0))/

√
ρ(R, z) (4.78)

is an effective third integral of the stellar orbits for thin disk stars, Jz = I3. This is
true, even if the distribution of stars and the Galactic potential have non-negligible
radial gradients. Here, ρ(R, z) is the density associated with the potential as given
by Poisson’s equation (4.5). In Figure 4.5 we show a comparison between Jz and
the vertical orbital energy Ez along stellar orbits. The stars have been launched
at the Solar position (R, z) = (8, 0) kpc, and their orbits have been integrated
in the Johnston et al. (1999) potential (with a spherical dark halo). The initial
Cartesian velocities of the stars are indicated in the panels as follows: The Jz(R)-
and Ez(R)-curves run at higher values for higher W -velocities. The three colors
purple, green and red correspond to the initial V -velocities as indicated in the box
in the upper right of each plot. Finally, different panels corresponds to different
initial U-velocities. Note how the radial excursions depend on the initial U- and
V -velocities (R2 = U2 + V 2 at any time). While Jz does practically not vary
during the radial excursions of a star and is thus quite close to "isolating", Ez

shows a strong dependence on the radial variation of the orbit already at very low
values of W .

The constancy of Jz along a star’s orbit is not quite perfect; visible from Fig-
ure 4.5 is the trend that small radial variations emerge when the inital W -velocity
component increases, leading to higher vertical oscillations. In Figures 4.6 and 4.7
we investigate the behaviour of Jz for more sets of initial velocities and show that
the usability of Jz as an integral of motion breaks down at about W ≈ 30 km s−1.

This study shows that the adiabatic integral of the vertical motions of the stars
is approximately conserved along the orbit of a typical disk star and can be treated
as an effective third integral of motion. It lays the theoretical groundwork for
future investigations of the vertical gravitational potential of the Milky Way’s disk.
This has been determined in the past mainly under the assumption that its radial
gradient is negligable (see Section 8 for more details); now such studies can be
repeated, but in a column perpendicular to the Galactic plane with a broader base
than in previous studies.

If it is not possible to derive an analytic expression for the third integral I3,
one can still decide whether such an isolating integral exists by numerical orbit
integrations. Therefore it is usefull to introduce the concept of surfaces of section.

Surfaces of Section

The phase-space associated with the movement in the meridional plane under the
influece of the effective potential (4.48) has four dimensions. So there must exist
three integrals of motion, of which one, the energy E(R, z, Ṙ, ż) ≡ I1 is known to
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4.4 Orbits in Axisymmetric Potentials

Figure 4.5: Behaviour of the adiabatic integral of the vertical motion J z and the vertical energy
Ez along stellar orbits in the Johnston et al. (1999) potential. The orbits have been integrated in
a Johnston et al. (1999) potential starting at the Solar position (R, z) = (8, 0) kpc. The values of
Jz and Ez increase with increasing initial W -velocities. The radial R-excursions depend on the
initial U - and V -velocities, which we indicate through different panels and colors, respectively.

be isolating. Note that the effective potential could be an arbitrary planar potential
with no general symmetry, so there is no integral of angular momentum. The
three-dimensional orbit, however, does respect an angular momentum isolating
integral. Since the energy is conserved, one can restrict the movement to a three-
dimensional sub-manifold, e.g. (R, z, Ṙ). ż would then be determined (to within
the sign) through R, z, Ṙ and the known value of E from

E =
1

2
(Ṙ2 + ż2) + Φeff (R, z). (4.79)

Since the value of ż2 found from (4.79) is always non-negative, we get the condi-
tion

E ≥ 1

2
Ṙ2 + Φeff (R, z). (4.80)

This condition defines a bound volume in phase-space, which will be filled by
the trajectory of a star, if E is the only isolating integral. It can be shown that
one of the integrals, say I3, is generally non-isolating. However, the nature of the
remaining integral I2 can be determined from the condition whether the trajectory
will fill the volume defined by equation (4.80), or will lie on a surface whose
equation can be found by elimination of ż between (4.80) and I2 = const..
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Figure 4.6: Evolution of Jz along stellar orbits with initial conditions as displayed in the panels.
For values of W ≥ 20 km s−1 the radial variations of I3 become greater and its usability as an
integral of motion is no longer warranted.

Because the three-dimensional trajectory is still hard to imagine, one can make
things easier by plotting only the intersection of the trajectory with the plane z = 0
every time the star goes up, i.e. ż > 0. This is equivalent to plotting a point in the
(R, Ṙ)-plane every time the orbit satisfies

z = 0, ż > 0. (4.81)

If I2 were non-isolating, the points would fill the area

E ≥ 1

2
Ṙ2 + Φeff (R, 0), (4.82)

which is the intersection of the volume (4.80) with the plane z = 0. However, in
practise it is observed that the points rather lie on a curve, implying the existence
of a second isolating integral (Binney and Tremaine, 1987, Fig.3.4).

4.5 Summary

In this chapter we laid the theoretical groundwork for the following two parts
of this thesis. Besides definitions of various coordinate systems and velocities,
which we use to describe the position of stars in phase-space, we summarized the
most important concepts of stellar orbits in spherical and axisymmetric potentials.
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Figure 4.7: Same as Figure 4.6, but for different initial V -velocities.

In Chapter 6, where we mainly look for substructure among disk stars, we will
assume an axisymmetric potential; in contrast our goal in Chapter 7 is to identify
stellar halo streams, which are more subject to a (nearly) spherical potential. For
these chapters Dekker’s (1974) Keplerian approximation and its application to
nearby stars with (U, V, W )-velocities is an essential tool.

The existence of an effective third integral of motion for thin disk stars in the
form of the adiabatic vertical integral Jz for the first time justifies the seperate
estimation of the disk’s potential in the vertical and radial direction. Also, in
future studies a sample of stars with a broader base than in previous cone-samples
can be used.
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Part II

Searching for Stellar Streams in the
Solar Neighbourhood
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Chapter 5

Search Strategies and Stream
Properties

�
ithin the last few years it has become more and more obvious that the
phase space distribution of stars in the Solar neighbourhood is highly
substructured (e.g. Eggen, 1996; Dehnen, 1998; Helmi et al., 1999;
Chiba and Beers, 2000; Nordstrom et al., 2004; Arifyanto and Fuchs,

2006). The substructure is caused by stellar streams or moving groups, i.e. groups
of stars on essentially the same Galactic orbits. The distribution of stellar streams
in phase space is not uniform, reflecting the diversity of their origin, age and type.
There are three possible reasons for phase-space overdensities. i) Stars that were
born in the same molecular cloud keep moving at the same rate and in the same
direction of space as the original cloud, but dispese on timescales of ∼ 0.2 Gyr
(Wielen, 1971). ii) Field stars of various origins that herded into small regions
of phase space through dynamical resonances. iii) Stars that have been tidally
stripped from their precursor system. Stellar streams show up also as clumps in
the space of integrals of motion (e.g. Helmi et al., 1999), reflecting the strong
connection between the stream stars even after spatial dispersion. Any attempt to
detect such "overdensities"of stars either in phase- or integrals of motion-space
depends on what one expects for the "smooth background". In this chapter we
show what discriminates stellar streams from the "smooth expectations"and how
the observables of stars (positions, proper motions, radial velocities, magnitudes,
metallicities etc.) can be used to find groups of stars belonging to stellar streams.

5.1 Stellar Streams in Configuration Space

Neglecting young moving groups for now1, one shoulddistinguish between two
types of streams: dynamical streams, that is, groups of stars that are trapped in a
small region of phase space by dynamical resonances, and tidal streams, in which
the stars originated from the same bound object, such as a globular cluster or

1Of course, the very young open stars clusters appear as substructure in configuration space;
however, in this section we concentrate on tidal streams.
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a satellite galaxy. Dynamical streams consist of field stars with various origins
herded into a small region of phase space, but they have no spatial connection.
Therefore in this section we will only cover the spatial properties of tidal streams.
Distinctive features of disrupting Milky Way satellites include the leading and
trailing tidal tails which can be observed as a spectecular example stretching from
the Sagittarius dwarf spheroidal (Ibata et al., 2001; Majewski et al., 2003; Be-
lokurov et al., 2006) or globular cluster Palomar 5 (Odenkirchen et al., 2001;
Grillmair and Dionatos, 2006). The physical processes that lead to the formation
of these streamers are complex in nature because they involve a large number of
stars (105–107) and depend on the shape of the Milky Way’s gravitational po-
tential, the masses of the Milky Way and satellite including their halos and the
eccentricity of the orbit. On the other hand, modelling the observed properties
of tidal streams can give insights into the Milky Way’s potential and the stream
progenitor as was shown e.g. by Johnston et al. (1999); Peñarrubia et al. (2005);
Fellhauer et al. (2007).

Johnston et al. (1996) studied the disruption of satellites which were repre-
sented by a Plummer (1911) model in a three-component Milky Way potential
(equation 5.1,see below). They found that, for a Milky Way with a spherical halo,
debris trails can remain aligned in streamers near the parent satellite’s original
orbit over the lifetime of the Galaxy if the initial satellites velocity dispersion
is small compared to its orbital velocity. Helmi and White (1999) used similar
simulations under the restriction that the satellite’s orbit passes the Solar neigh-
bourhood. They pointed out that for non-spherical potentials the alignment in
thin streams breaks down, because the orbital plane of the satellite no longer has
a fixed orientation. The stream stars rather get spread over several tens of kpc
within 10-14 Gyr. This would explain why no stream-like density structures have
yet been found in the Solar vicinity (Seabroke et al., 2008).

We simulate the evolution of a tidal stream and study its spatial distribution
at different times.2 Therefore, we integrate N particles which have normally dis-
tributed velocities from the same starting position in a fixed Milky Way potential.
We define the progenitor of the stream as the hypothetic particle which has the
exact initial velocities (zero dispersion). For the Milky Way potential we choose
a three-component potential consisting of a Miyamoto-Nagai disk, a Hernquist
bulge and a logarithmic halo. This sort of potential is widely used in the literature
(e.g. Johnston et al., 1996; Helmi and White, 1999):

Φdisk = − GMdisk√
R2 + (a +

√
z2 + b2)2

Φbulge = −GMbulge

r + c

Φhalo =
1

2
v2

c ln(x2 +
y2

p2
+

z2

q2
+ d2).

(5.1)

2These simulations are very general and can describe the dissolution of a newly formed star
cluster as well as that of a Milky Way satellite galaxy, but not a resonance trapping.
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R =
√

x2 + y2 and r =
√

x2 + y2 + z2 denote the cylindrical and spherical
radii, respectively, in a galactocentric coordinate system. The values of the pa-
rameters are Mdisk = 1.0 × 1011M�, Mbulge = 3.4 × 1010M�, vc = 180km
s−1 and a = 6.5, b = 0.26, c = 0.7, d = 12.0, each in kpc. The parame-
ters were chosen to match the Galactic rotation curve. The flattening parameters
p and q can be adjusted to represent an oblate, spherical or prolate halo. Fig-
ure 5.1 shows the isodensity (a) and isopotential (b) contours of the total potential
Φ = Φdisk + Φbulge + Φhalo. Because we later want to simulate observations of

(a) Isodensity contours (b) Isopotential contours

Figure 5.1: Form of the Milky Way potential given through equation 5.1 with p=q=1. This poten-
tial is used for our simulations of satellite disruption.

the stream particles in the Solar neighbourhoud, we start with placing the stream’s
progenitor at the Solar position (x�, y�, z�) = (−8.0, 0, 0.014) kpc3 and choos-
ing its infall direction (lgc, bgc) and velocity vgc. Then we integrate it backwards
in time using a leap frog integrator (Press, 2002) which is time reversible. At the
new position we insert N particles with a Gaussian velocity distribution centered
around the progenitor’s velocity components. Simulating the loss of particles at
that position,4 we integrate each particle seperatly forward in time. We thereby
neglect the gravitational attraction between the stars.

5.1.1 The Global Morphology of Stellar Streams

We use, as examples, four models with different initial conditions which are
displayed in Table 5.1. In Figure 5.2 we show for models 1 and 2 the spa-
tial distribution of N = 200 stream particles at different times of their orbital
paths. The black filled circles mark the position of the progenitor orbit at times
t = 0, 0.1, 0.2, 0.5, 1.0 and 2.0 Gyr, respectively, and the different colors corre-
spond to the star’s positions at these times according to the legend.

3The distance of the Sun from the Galactic center was adopted from Reid (1993), and the
vertical Solar offset z� = 14 pc was taken from Jurić et al. (2008).

4We are interested only in the phase space distribution of the stream particles after a given time
since disruption. Therefore we determine the position where stream particles are lost not through
N-body-simulated tidal shocks as a result of the interaction between the precursor object and the
Milky Way, but through the evolution time we are interested in.

51



5 Search Strategies

Model lgc [◦] bgc [◦] vgc [km s−1] tend [Gyr] σ [km s−1] p q P [Gyr]
1 0 90 300 2 5 1 1 0.23
2 200 -45 300 2 5 1 1 0.22

3

a 60 30 216 2 5 1 1

0.15
b 60 30 216 2 10 1 1
c 60 30 216 2 5 1 0.8
d 60 30 216 2 5 1 1.2
e 60 30 216 10 5 1 1

4 30 -70 400 10 5 1 1 0.26

Table 5.1: Parameters of the models we use for our stream simulations. (l gc, bgc, vgc) denote the
direction and total velocity of the progenitor when it crosses the Sun at time t end; σ is the initial
velocity dispersion of the stream particles at time t = 0. p and q are the halo potential’s flattening
parameters from equation (5.1) and P the orbital period.

(a) Model 1 (b) Model 2

Figure 5.2: Orbital evolution of 200 stars from models 1 and 2. The black filled circles mark the
position of the progenitor at times t = 0, 0.1, 0.2, 0.5, 1.0 and 2.0 Gyr in a Cartesian coordinate
system (x, y, z) where the Sun is at (−8.0, 0, 0.014) kpc. The initial velocity dispersion gives rise
to a stream-like evolution of the particles which initially started at the same position at t = 0.
Different colors represent the position of the stream particles at different times on their orbit.

The initial velocity dispersions alone lead to the formation of a leading and
trailing tail, which increase their length and width with time. The stream particles
stay principally aligned along the progenitor’s orbit at least until 2 Gyr after dis-
ruption. We further investigate how a change of the initial velocity dispersion and
flattening of the halo potential effects the distribution of stream stars. Therefore
we have changed these parameters in model 3 and show the resulting distributions
in Figure 5.3.

As expected, an increase in the initial velocity dispersion σ leads to a broaden-
ing of the tails and a breakdown of the alignment at later times5. However, for this
model the alignment in general is not as good as in models 1 and 2. This is due
to the shorter period of model 3 compared to the other models; Helmi and White
(1999) also found that the satellites with the shortest periods develop the greatest
state of mixing, but that this process is still not completed after a Hubble time. We
finally evolve model 3a over 10 Gyr and show the resulting distribution of stream

5In general, a cluster at the Solar radius with an initial velocity dispersion σ will be dispersed
over all azimuths in a time 2πR/σ ≈ 10 Gyr for σ = 5 km s−1 (Dehnen, 1998).
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(a) Model 3a (b) Model 3b

(c) Model 3c (d) Model 3d

Figure 5.3: Same as Figure 5.2, but for different variations of model 3.

particles at 2.5, 5 and 10 Gyr in Figure 5.4 in the left panel. The right panel shows
the analogue distribution for model 4 at 0.5, 1, 2.5, 5 and 10 Gyr. While for model
3a the alignment into stream-like structures breaks down between 2 and 2.5 Gyr
(compare to panel mod3a in Figure 5.3), model 4 stays aligned at least until 5 Gyr.
However, model 4 also reaches a much larger apocentric distance and its debris
tails have a width of several kpc.

Although our simulations are very basic, because they neglect the time-varying
potential of the satellite, they nevertheless give insights into how an initial velocity
– or energy – dispersion leads to a spatial dispersion of particles with time. Re-
cently, however, Choi et al. (2007) performed more detailed simulations of satel-
lite disruption in a ΛCDM cosmology. They found that only for circular orbits the
tails of small satellites (up to the size of Sagittarius) approximately followed the
progenitor’s orbit. But for more massive satellites, and eccentric orbits in general,
they found little correlation between the tail location and the satellite orbit. The
ejected particles in the leading (trailing) tails continue to be decelerated (accel-
erated) by the satellite’s gravity, so that the leading tail fills the inner halo with
ejecta. However, in a small enough volume these tails would behave like our sim-
ulated streams and we can ask what is the best way to characterize members of a
given stream passing the Solar vicinity.
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(a) Model 3a (b) Model 4

Figure 5.4: Orbital evolution of 200 stars from models 3a and 4. The black filled circles
mark the position of the progenitor at times t = 0, 0.5, 1.0, 2.0 Gyr (left panel) and t =
0, 0.1, 0.2, 0.5, 1.0, 2.0 Gyr, respectively. Different colors represent the position of the stream
particles at different times on their orbit,according to the legends in each plot.

Conclusions

We have seen that, even if the tail morphology is conserved, the stream particles
can extend over several kpc. Therefore, to detect stellar streams as substructure in
configuration space, two priors have to be fulfilled: i) the disruption process must
have occured not too long ago for the stars to be fully phase mixed and ii) due
to the spatial extend of the debris, which increases with satellite mass and time,
a large observational sky coverage is needed. If an old stellar stream passes the
Solar neighborhood, a sphere of at most 2 kpc around the Sun, it will therefore not
be recognized as a thin coherent stream. Instead any observer who wants to find
tidal debris of disrupted satellites has to find out if other non-spatial correlations
between the stream particles exist. Therefore the question is, how close the debris
particles stay to the "same orbit", that is, the progenitor’s orbit in our simulations.
Apparently, the answer to this question depends on the parameters that are used
to define an orbit. For example we have seen that in the Keplerian approxima-
tion, which is valid for eccentricities up to e = 0.5 (Section 4.4.3) an orbit in
the (x, y)-plane is fully constrained by its energy E and z-component of the an-
gular momentum Lz, that is, by its integrals of motion. In Section 5.3 we will
investigate – again with the help of the simulations described above – what are the
best proxies for characterizing the orbits of stars in order to find "overdensities"of
stars on similar orbits. We will show that the stream particles are clustered in a
space spanned by orbital eccentricity, azimuthal velocity and inclination angle of
the orbital plane. But first, we stay in phase space and investigate the velocity
distribution of stellar streams in more detail.

5.2 Stellar Streams in Velocity Space

Stellar streams are also called moving groups, because they show typical features
in velocity space and appear as groups of stars moving in the same direction. In
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this section we describe the velocity distribution of stellar streams in the Solar
neighborhood, first for streams that share a common origin (tidal streams and dis-
persed young clusters) and then for dynamical streams that move close to resonant
orbits.

5.2.1 The Velocity Distribution of Tidal Streams

The colissionless Boltzmann equations (equations 4.14 in Section 4.1.3) state that
the phase space density around the phase point of any particular star is constant.
It follows that, as a sub-population of stars disperses in configuration space, at
any particular point in phase space they will grow together kinematically in an
infinitesimally small volume around that point. It has been shown for example
by Helmi and White (1999) that the velocity dispersions at each point along a
single stellar stream consisiting of stars lost at the same passage decrease overall
with t−1 with some periodic oscillations due to the spatial density enhancements
at the turning points. This is only of theoretical use, however, because in reality an
observer measures the spatial and kinematical distribution of stars not at a point
on a single stream, but in a finite volume. Phase mixing will lead to a steady
decrease of the coarse-grained phase space density. The result is a broadening in
the velocity distribution which is most prominent in the W -component, because
the vertical frequency is shorter than the horizontal frequencies (see Figures 5.2-
5.4). Nearby stream stars must have a narrow distribution in azimuthal velocity,
because these stars have basically the same azimuthal frequency or, equivalently,
angular momentum. It gets broader as the observational volume increases.

Old tidal streams near their apocenters will show a typical "banana"shaped
distribution in U and V and a symmetric distribution in U and W (Helmi and
White, 1999; Helmi et al., 2006). The banana shape results because the stream
stars have slightly different orbital phases. Stars located at the apocenter have Π =
0 and their lowest azimuthal velocity while those on their way towards or away
from the apocenter have positive or negative Π-velocity, respectively.6 For similar
reasons stars near their pericenter will show a switched and kinematically hotter
banana-shaped (U, V ) distribution. If the stars move on orbits that are highly
inclined with respect to the Galactic plane, the azimuthal velocity can no longer
be approximated by V ; instead, we can substitute the V -velocity by the azimuthal
velocity in a spherical potential

Vaz =

{
+
√

(V + VLSR)2 + W 2 if V ≥ 0,

−√(V + VLSR)2 + W 2 if V < 0.
(5.2)

The banana shape will then show up in the (U, Vaz)-distribution and only approxi-
mately in the (U, V )-distribution, if the dispersion in W is narrow. We will show in
Section 5.3.2, equation (5.10), that the banana shape is predicted when stars move
on orbits with similar eccentricities. In Dekker’s Keplerian approximation the ex-
pression for the eccentricity describes an ellipse in U and Vaz (see equation (4.76)

6For stars in the Solar vicinity U � −Π (Section 4.2.2).
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for the case of motion in the (x, y)-plane, and equation (5.9) in Section 7.2). Even
if the stars are somewhere between apo- and pericenter their (U, Vaz)-distribution
will form part of an ellipse; in this case a more clumplike (U, V ) and a tilted
(U, W ) distribution will result (Helmi and White, 1999, their Figure 5). In reality,
measurement errors tend to sphericalize the typical shapes of the velocity distribu-
tion. Also stellar encounters and scattering processes will randomly change stellar
orbits and lead to a loss of the stream signature for these stars.

We try to confirm the theoretically expected distributions with our own simu-
lations. Therefore we plot the velocity distribution of all stars from a given model
with N = 100, 000 stars that ended up within a given radius dmax around the
Sun after 10 Gyrs of evolution. Figure 5.5 shows the velocity distribution of 173
stars from model 3e that ended up in a sphere of dmax = 1 kpc radius around the
Sun. The stars belong to a stream of N = 100, 000 stars that had been lost 10
Gyr ago. The progenitor’s orbit at t = 0 passes exactly through the Sun in the
direction given in Table 5.1. The spatial distribution of the stars can be derived
from Figure 5.4, where 200 of the 100,000 stars are plotted. After 10 Gyr they are
thoroughly phase-mixed and occupy a very large volume; only 173 out of 100,000
stars have ended up near the Sun. The exact velocities of these stars are displayed
in the upper left panel in Figure 5.5, while in the other panels the velocities have
been convolved with simulated observational errors. The upper right, lower left
and lower right panels show how the velocity distribution gets affected when tak-
ing into account i) errors of 4 mas yr−1 in the proper motions (μl, μb) only, ii)
15% relative distance errors only, and iii) the effect of 4 mas yr−1 proper motion,
5 km s−1 radial velocity and 15% relative distance errors together. The symbols
are color-coded according to the star’s distance from the progenitor (and the Sun),
the velocity of which is displayed as the black cross. From Figure 5.4 we see
that the progenitor orbit at 10 Gyr is between apo- and pericenter, so we would
expect a symmetric bimodal (U, V )- and (U, W )-distribution with a "gap"around
U = 0, similar to that in Figure 5 in Helmi and White (1999). Indeed we find such
a distribution in the upper left panel, although ours is much more concentrated in
W . The difference is that we observe a single stream, while Helmi and White
(1999) show a phase-mixed population of stars lost at different times (mainly at
each pericentric passage). The velocity dispersion along the V - and Vaz-velocity
is narrow as expected. The dispersions in all directions increase with the distance
from the progenitor. This behaviour is conserved even with observational errors,
which sphericalize and broaden the velocity distribution. A proper motion error of
σμ = 4 mas yr−1 corresponds to an error of 19 km s−1 in the transverse velocity,
v⊥, at 1 kpc distance. The effect of the 15% relative distance error, σd

d
, depends

on the value of the proper motion. Both errors change the transverse velocity by
the same amount, if at a given distance the total proper motion |
μ| =

√
μ2

b + μ2
l is

equal to σμ/tfracσdd ≈ 27 mas yr−1. We find that the mean product of the total
proper motion and the distances of the 173 stars is 〈d ·√μ2

b + μ2
l 〉 = 25.6 kpc mas

yr−1, so we expect that the distance errors increase the velocity dispersion by a
similar amount as the proper motion errors. This is what is observed in Figure 5.5.
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However, when we include the effects of all observational errors, the transverse

velocity will change by approximately 4.74d
√

σ2
μ + (〈μ/d〉σd)2 = 26.3 km s−1,

which – together with the radial velocity error of σvrad = 5 km s−1 – results in a
∼ 26.8 km s−1 change in the total velocity.

The particles in Figure 5.5 sojourn in the Solar neighborhood at the same
time at which the progenitor’s orbit passes the Sun, so these presumably are the
particles that initially had the most similar velocity components with respect to the
progenitor’s orbit. We investigate a second case, where the debris particles pass
the Sun not coincidentally with the progenitor’s orbit. We insert 100, 000 stars in
model 2 (see Table 5.1) and pick out those that ended up inside a radius of dmax = 2
kpc of the Sun after 10 Gyr integration. In this model, the progenitor’s orbit passes
the Solar position already after 2 Gyr and after 10 Gyr is in the halo at position
(x, y, z) = (12.4,−2.83, 11.9) kpc. We show in Figure 5.6 that the debris particles
(marked as colored dots) pass the Solar neighborhood with approximately the
same velocities as the progenitor’s orbit (marked by the black cross) 8 Gyr earlier,
except for the W -component, which has the opposite sign for most stars. The
colors show the displacement of each particle with respect to the Sun, and we
can observe again a correlation between velocity dispersion and distance from the
Sun. Also, simulating observational errors now leads to a larger effect than in
model 3e, because the stars are on average farther away (dmax = 2 kpc instead of
1 kpc). Some errors change the value of the V -velocity such that its sign becomes
positive, leading to a positive value of the azimuthal velocity Vaz, which explains
the few "outliers"in the (U, Vaz)-distribution.

5.2.2 The Velocity Distribution of Young Moving Groups

A similar behaviour as described above for old tidal streams is true for young
moving groups which consist of stars that were born in the same cluster or asso-
ciation in Giant Molecular Clouds. Through encounters of star-forming clusters
with massive objects like the Giant Molecular Clouds themselves, they dissolve on
a short timescale of about 0.2 Gyr; only 2% of them live longer than 1 Gyr (Wie-
len, 1971). The stars from these clusters, however, keep moving at approximately
the same velocity in the same direction of the original cluster. Young moving
groups can even be compact in the W -velocity, if the dynamical time in the verti-
cal direction is shorter than the time since dissolution of the cluster. Again, they
span a very narrow range in V velocity, because in the Solar neighbourhood they
have the same azimuth. The (U, V ) distribution is symmetrically elongated along
the U-axis; one can think of it as only the middle part of the "banana", because
stars have not yet spread over a high range of U velocities. Further, it is found that
their orbits are more circular than that of old moving groups: the distribution of
moving groups in the Solar vicinity follows an asymmetric drift relation similar to
the smooth background (Dehnen, 1998). Almost all old moving groups have low
angular momenta. One explanation is that some of these groups stem from a dis-
rupted satellite galaxy and have been accreted on a highly eccentric orbit. Another
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explanation is that some of these streams have been born inside the Solar circle on
more eccentric orbits and immigrated radially outwards through their interaction
with spiral arms (Sellwood and Binney, 2002).

It should be mentioned that the spatial density contrast of young moving
groups in any surveyed volume of the Solar vicinity is higher than for old moving
groups, so younger groups will always dominate the sample over older ones.

5.2.3 The Velocity Distribution of Dynamical Streams

The main moving groups observed in the Solar neighbourhood display structures
different from those expected for dissolved or disrupted star clusters or galaxies.
The distribution function in the (U, V ) plane is dominated by a few branches that
are parallel to each other and inclined to the U-axis by an angle of ∼ 15◦ − 25◦,
but have no clearly defined shape nor boundary (Skuljan et al., 1999; Dehnen,
1998; Famaey et al., 2005, Antoja et al. 2008, in press). These structures are
now thought to be of dynamical origin, consisting of stars that are trapped in a
small region of phase space through perturbations of the axisymmetric potential
(e.g. Sridhar and Touma, 1996; Dehnen, 2000; Fux, 2001; De Simone et al., 2004;
Quillen and Minchev, 2005, Antoja et al., in press) Their location is primarily set
by the rotational velocity component V , because V is a measure for the guiding
radius of a star in the Solar neighbourhood, which itself is a measure for the loca-
tion of Lindblad resonances with a periodic perturbation (Binney and Tremaine,
1987; Quillen and Minchev, 2005).

In practise it is not easy to clearly distinguish dynamical streams from young
moving groups (or tidal streams) by their (U, V ) distribution alone, because it is
influenced by measurement errors and its theoretically predicted shape varies with
the parameters of the perturbation (e.g. the bar pattern speed). In this context, age
and abundance measurements can be used to constrain the true origin of phase
space clumps.

5.2.4 Conclusions

Stellar streams near the Sun have distinct velocitiy distributions that depend on
their origins. A common feature of all moving groups is that they have a narrow
azimuthal velocity-distribution, because for stars on similar orbits to be in the So-
lar neighborhood at the same time means they must have the same azimuths. The
azimuthal velocity for stars with disk-like kinematics (small orbital inclinations
with respect to the plane) is described by Θ (≈ V in the Solar neighborhood),
while for halo streams on more inclined orbits a better quantity is the azimuthal
velocity in a spherical potential Vaz =

√
(V + VLSR)2 + W 2. Only very young

moving groups (∼ 0.2 Gyr) are focused in the W -velocity distribution, because
phase mixing in the vertical direction is most effective.

The local velocity distribution is dominated by a few braches that are in-
clined to the U-axis and belong to the dynamical streams Sirius, Coma Berenices,
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Hyades-Pleiades and Hercules (e.g. Skuljan et al., 1999). There is even substruc-
ture among this substructure, because resonances can trap field stars together with
stellar clusters (Famaey et al., 2005). Tidal streams, which would belong to the
stellar halo and thick disk population, are hard to detect among the vast major-
ity of thin disk stars, with the local thick-to-thin disk and halo-to-thin disk ratios
being 12% and 0.5%, respectively (Jurić et al., 2008). Gould (2003) showed that
if the local stellar halo is composed of stellar streams, their average density con-
trast should be around 0.25% with no stream contributing to more than 5% alone.
However, samples that concentrate on very low-metallicity or high-velocity stars
would allow the detection of some tidal streams in sparsely populated regions of
velocity space.

5.3 Stellar Streams in Integrals of Motion Space

5.3.1 The Classical Integrals of Motion (E, Lz, L)

Initially, Helmi et al. (1999) and Helmi and de Zeeuw (2000) proposed to search
for streams from the same progenitor in the space spanned by the integrals of mo-
tion – that is, the energy E and angular momenta Lz, L⊥ =

√
L2

x + L2
y or Ltotal.

Because these quantities characterize the orbits of stars one would expect stellar
streams to form clumps in integrals of motion space. Indeed it was shown by
Helmi and de Zeeuw (2000) that this is true for small satellites that were accreted
in a fixed Milky Way potential. Later, however, Helmi et al. (2006) argued that
(E, Lz, L) is only suboptimal, for several reasons: First, the total angular mo-
mentum L is only strictly conserved in a spherical potential which is not the case
for the Milky Way. Second, continuing accretion and merging events would have
changed the potential steadily and altered the energy of an orbiting satellite. Third,
massive satellites suffer from dynamical friction so that stars lost at different pas-
sages end up having different energy levels. Still, Helmi et al. (1999) detected
two fossil streams originating from the same progenitor as a clump of solar neigh-
bourhood halo stars in (Lz, L⊥) space. Using cosmological N-body simulations,
Peñarrubia et al. (2006) showed that stream particles respond adiabatically to a
change in the Milky Way’s potential, that is, while Lz is adiabatically invariant,
the enegry E can only constrain the present-day Milky Way potential. Also, the
(E; Lz)-distribution shows a bimodality reflecting the different energy levels of
leading and trailing tail. Later, Choi et al. (2007) confirmed these findings by
showing that over 8 Gyr the overall position of a disrupting satellite and its tidal
tails basically remains the same in (E, Lz) space, but the shape of the distribution
shifts and one satellite can produce several apparently disassociated clumps. This,
together with the fact that the total angular momentum is not really an integral of
motion, can obscure the signature of a moving group that is otherwise well defined
in phase space. Because of this arguments, it seems that Lz remains the most re-
liable parameter that characterizes a moving group. This especially holds for the
Solar vicinity, since there Lz ≈ R�(V + VLSR).
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5.3.2 Alternate Ways to Define a Nearby Stellar Orbit

Other effective integrals of motion that characterize the orbits of stream stars have
been proposed by various authors. The philosophy behind such proposals is to stay
as close as possible to the observables and account for the errors. That is, the goal
is to find "effective"integrals of motion that are most suitable for a comparison
with observations. For example, Helmi et al. (2006) proposed to look for stellar
streams in a space spanned by the apocenter, pericenter and angular momentum
Lz. Moving groups then cluster around lines of constant eccentricity. However, to
calculate the eccentricity, a guess of the true potential is required. Arifyanto and
Fuchs (2006) followed a similar approach in the sense that they tried to find stars
with the same orbital eccentricity. Their strategy in finding nearby stellar streams
in velocity space is based on the Keplerian approximation for orbits developed by
Dekker (1976) (see Section 4.4.3). They assumed an axisymmetric potential and
that stars in the same stellar stream move on orbits that stay close together, which
is justified by numerical simulations of satellite disruption (Helmi et al., 2006).
These stars should form a clump in the projection of velocity space spanned by√

U2 + 2V 2 and V . The latter is related to the angular momentum Lz, which
defines the guiding center orbits of the stars. The first quantity is a measure of
a star’s eccentricity e. For a flat rotation curve e is given by equation (4.76) in
Section 4.4.3:

e =
1√

2VLSR

√
U2 + 2V 2.

Also, it can be shown that the radial action integral JR in the Keplerian approxi-
mation is approximately equal to πR�

2VLSR
(U2 +2V 2) (Burkhard Fuchs 2007, private

communication). Therefore, the quantity
√

U2 + 2V 2 should be robust even if the
Milky Way’s potential underwent slow changes in the past.

By deriving the expressing e through U and V , we have assumed that the stars
move on planar orbits in the plane z = 0. While this assumption seems reasonable
for thick and thin disk stars, for halo stars we have to project this formalism onto
their orbital plane (Dettbarn et al., 2007). We assume a spherical potential and
neglect any asphericity of the dark halo potential and the flattening of the disk
potential. This is justifyed by the work of Chiba and Beers (2000), who showed
that the distribution of halo stars in the space spanned by isolating integrals of
motion in an aspherical Stäckel-type potential can be closely mapped into the
integrals of motion-space of a spherical potential. Also, even for stars that move
in axisymmetric flattened potentials, L⊥ is approximately conserved (Binney and
Tremaine, 1987) and the orbits can be thought of as approximately planar. As an
example we refer to Section 6.8.2, where we show that stellar thick- and thin-disk
streams detected in (V,

√
U2 + 2V 2)-space are also clumped in (Lz , L⊥)-space.

In a spherical potential, a star with Cartesian velocity components (U, V, W )
moves in a fixed orbital plane that is inclined by an angle ν relative to the direction
towards the North Galactic Pole. ν is given through

ν = arctan
(V + VLSR

W

)
(5.3)
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and ranges from 0◦ to 180◦. Stars with inclination angles ν > 180◦ are treated as
stars moving on retrograde orbits in a plane with inclination angle ν − 180◦. The
azimuthal velociy of a star is

Vaz =
√

(V + VLSR)2 + W 2, (5.4)

so if the star is near the Sun we can approximate its total angular momentum by

L = R� · Vaz = R0 · VLSR. (5.5)

For the last step we have assumed a constant rotation curve. It follows that the
guiding center radius, R0, is related to the Solar radius through

R0 = R�
Vaz

VLSR
. (5.6)

We can proceed like in Section 4.4.3 to calculate the effective potential and the
energy of the star at the Solar radius in the Keplerian approximation:

Φeff(R�) = E0 + (VLSR − Vaz)
2 (5.7)

E(R�) = E0 + (VLSR − Vaz)
2 +

U2

2
(5.8)

Its eccentricity e =
√

2(E−E0)

R2
0κ2

0
then yields

e =
1√

2VLSR

VΔE, (5.9)

where we have introduced the quantity

VΔE =
√

U2 + 2(VLSR − Vaz)2. (5.10)

VΔE is the difference between the energy of a star at the guiding center and the
Solar radius and a measure of its orbital eccentricity. Also, VΔE is related to the
radial action integral and robust against slow changes in the gravitational poten-
tial (Burkhard Fuchs 2007, priv. comm.). Although the Keplerian approximation
breaks formally down for highly eccentric orbits (e > 0.5, Dekker, 1976), stars on
similar orbits will still get projected into the same region of phase space. Looking
for "overdensities"in (Vaz, VΔE, ν)-space is a practical way to find stellar streams,
because we don’t need to assume any form of the gravitational potential and any
pre-history of the stream. The first succesfull application of the generalized Ke-
plerian approximation has been done by Dettbarn et al. (2007), who were able
to re-discover amongst others the ’H99’ stream, which has been found by Helmi
et al. (1999) in (Lz, L⊥)-space.

We use two of our simulations as described in Section 5.2.1 to confirm that
stellar streams indeed cluster in (Vaz, VΔE, ν)-space. We show in Figure 5.7 the
distribution in (Vaz, VΔE) of all stars from model 3e and 2 that ended up within
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1 and 2 kpc, respectively, of the Sun after 10 Gyr of integration. On the left (a)
we show the exact values, while on the right (b) we have simulated observational
errors of 5 km s−1 for the radial velocity, 4 mas yr−1 for the proper motions and
15% for the distance. The black crosses give the values of the progenitor’s or-
bit as it exactly passes through the Sun after 10 and 2 Gyr, respectively. The
stream belonging to model 3e occupies only a small region in (Vaz, VΔE)-space,
and the Keplerian approximation is strictly valid because of the low eccentricity.
On the other hand, it formally breaks down for the model 2 stream (a value of
VΔE ≈ 660 km s−1 would predict an eccentricity of ≈ 2.1), but still this steam
occupies a well-defined region in (Vaz, VΔE)-space. The feature is more elongated
along the Vaz-axis, and it is not clear whether this is only caused by the larger
distances of its stars (there is no clear correlation between distance from the Sun
and (Vaz, VΔE)-difference to the progenitor). The effect of observational errors
is mainly to broaden the features (right panel), but still the streams can be iden-
tified as distinct clumps. Note the few stars that get projected towards positve
Vaz-values, because the errors change the sign of some V -velocities.

We show a histogram of the orbital inclination angles of the two stellar streams
in Figure 5.8. The left panels, (a) and (c), show the exact ν-angles obtained
through equation (5.3), while the right panels, (b) and (d), show the effect of
velocity errors that get intoduced by assuming proper motion, distance and ra-
dial velocity errors of 4 mas yr−1, 15% and 5 km s−1, respectively. The arrow
in each panel denotes the ν angle of the progenitor’s orbit as it passes the Sun at
t = 2 Gyr for model 2 and t = 10 Gyr for model 3e. For model 2, panels (a)
and (b), the solid and dotted histograms show all stars inside a sphere around the
Sun with 2 kpc and 1 kpc radius, respectively. The fact that stars that are closer
together spatially show a narrower ν-distibution is presumably explained by the
more similar initial velocities of these stars. Both distributions peak at the ν-angle
of the progenitor’s orbit mirrored at ν = 90◦. Also, there are two stars that are
distributied around the progenitor’s ν-value. The overall ν-distribution reflects
the bimodal W -distribution displayed in Figure 5.6. The effect of observational
velocity errors is to broaden the ν-distribution; however, most stars are included
in the range ±15◦ around the exact peak. For model 3e, where we only show stars
within 1 kpc of the Sun, we can observe similar effects of velocity errors, whereas
the bimodality in the ν-distribution is more prominent than for model 2.

5.3.3 Conclusions

The space where stellar streams show up most clearly is the space of the (nearly)
conserved quantities (E, Lz, L). This is confirmed by both simulations (e.g. Helmi
and de Zeeuw, 2000; Peñarrubia et al., 2006; Choi et al., 2007) and observations
(e.g. Helmi et al., 1999; Chiba and Beers, 2000; Navarro et al., 2004). However,
in reality we don’t know the gravitational potential and the integrals of motion
perfectly; we also don’t know the pre-history of the stream and if all stars from
the same precursor object actually have the same integrals of motion (because
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5.3 Stellar Streams in Integrals of Motion Space

the gravitational potential of the Milky Way and the satellity underwent changes).
Therefore we explored a practical way to identify stellar streams within a given
sample kinematically. We find that the Keplerian approximation, generalized to
orbits with arbitrary inclination angles (Dettbarn et al., 2007), is suited well to
project stellar stream members into a small region of a space spanned by total
angular momentum, eccentricity and orbital inclination with respect to the direc-
tion towards the North Galactic Pole. The first two quantities are approximated
by Vaz =

√
(V + VLSR)2 + W 2 and VΔE =

√
U2 + 2(Vaz − VLSR)2 respectively,

while the third is given through ν = arctan
(

V +VLSR
W

)
. Through our simulations we

have confirmed that tidal streams are concentrated in distinct regions of (Vaz, VΔE)-
space around the respective values of their progenitor’s orbit. Also, their orbital
inclination angles are very similar, which allows to search for stellar streams in
discrete ν-bins.

Stellar streams will even get projected into the same region of (Vaz, VΔE)-
space, if the Keplerian approximation formally is not valid (for e > 0.5). In
addition, we have proved that this approximation can be applied to stars as far as
2 kpc from the Sun. Observational errors will broaden the (Vaz, VΔE, ν)-distributin
of a stream, but not destroy its lumpiness completely. Therefore we conclude that
the Keplerian approximation of orbits near the Sun is a useful tool to detect stellar
streams in samples with 6D phase-space information.
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(a) Exact velocities (b) Including proper motion errors only

(c) Including distance errors only (d) Including proper motion, distance and radial veloc-
ity errors

Figure 5.5: Velocity distribution of the 173 stars that ended up in a sphere of 1 kpc around the
Sun from a stellar stream that resulted from disruption 10 Gyr ago (model 3e). V az =

√
V 2 + W 2

is the azimuthal velocity of a star in a spherical potential. The black cross denotes the velocity
of the progenitor’s orbit which exactly passes through the Sun and the symbols are color-coded
according to their distance from the progenitor’s orbit. (a) Exact velocities. Note the symmetry
with respect to the U - and W -velocities, indicating the high degree of mixing. (b) The effect of
estimating proper motions of the stars with a 4 mas yr−1 error has been included. (c) The effect
of estimating distances of the stars with a 15% relative distance error has been included. These
errors contribute comparably to proper motion errors for this particular stream. (d) The effect of
estimating proper motions, distances and radial velocities of the stars with errors of σ μ = 4 mas
yr−1, σd = 0.15d and σvrad = 5 km s−1 has been included.

64



5.3 Stellar Streams in Integrals of Motion Space

(a) Exact velocities (b) Including proper motion errors only

(c) Including distance errors only (d) Including proper motion, distance and radial veloc-
ity errors

Figure 5.6: Same as Figure 5.5, except for 172 stars of model 2 that ended up within a 2 kpc radius
around the Sun after 10 Gyr since disruption. The colors correspond to the distance from the Sun,
and the black cross marks the velocities of the progenitor at t = 2 Gyr, when its orbit exactly
crossed the Solar position. Note the outliers in Vaz that emerge when observational errors change
the sign of V .
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(a) Exact values of (Vaz, VΔE) (b) Including observation errors

Figure 5.7: Distribution in (Vaz, VΔE) of ∼ 173 and 172 stars respectively that have been lost 10
Gyr ago (models 3e an 2) and the position of which at time t = 10 Gyr is in a sphere of radius 1
kpc and 2 kpc respectively around the Sun. The black crosses denote the (V az, VΔE)-values of the
progenitor’s orbit which exactly passes through the Sun after t = 10 and t = 2 Gyr respectively
and the symbols are color-coded according to their distance from the Sun. Note the few stars that
have been "transformed"to positive values of V az, because the assumed error changed the sign of
their V -velocity.
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5.3 Stellar Streams in Integrals of Motion Space

(a) model 2, no errors (b) model 2, including observational errors

(c) model 3e, no errors (d) model 3e, including observational errors

Figure 5.8: ν-histograms of simulated tidal debris in the Solar neighborhood. (a) The solid his-
togram shows the exact ν-angles for stars from model 2 that ended up in a 2 kpc sphere around the
Sun after 10 Gyr. The dotted histogram is for the sub-sample of stars within 1 kpc of the Sun. (b)
The same as (a), but the velocities have been re-calculated after simulating observational errors
of μl, μb, d and vrad. (c) Histogram of the exact ν-angles for stars from model 3e inside a 1 kpc
sphere around the Sun. (d) Same as (c), but the velocities have been re-calculated after simulating
observational errors of μl, μb, d and vrad. The arrow marks the ν-angle of the progenitor’s orbit
when it passes the Sun after 2 Gyr in case of model 2, or 10 Gyr in case of model 3.
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Chapter 6

Identifying Stellar Streams in the 1st

RAVE Public Data Release

�
ith the first data release (DR1) from the Radial Velocity Experiment
(RAVE Steinmetz et al., 2006) a large new data sample of stars in the
Milky Way became available, which is ideally suited for kinematical
studies. To explore RAVE’s potential, we analyze the velocity distrib-

ution of more than 7000 stars within a distance of 500 pc and search for overden-
sities in phase space using the projection technique of Arifyanto and Fuchs (2006,
hereafter AF06). Even the first data release sample is so substantive that we can
determine signal-to-noise ratios for orbital "overdensities"and show the statistical
significance of the detected overdensities.

6.1 The Data

The RAVE DR1 (Steinmetz et al., 2006) contains 25,274 radial velocities for
24,748 individual stars together with proper motions and photometry from other
major catalogs (Starnet 2.0, Tycho-2, SuperCOSMOS, USNO-B, DENIS and 2MASS).
Its total sky coverage is ∼ 4760 deg2 and is shown in Figure 6.1.

6.1.1 Estimation of Distances using a Photometric Parallax Re-
lation

The only missing parameter to obtain all the velocity and position components is
a distance estimate. The photometric data, however, allows the application of a
photometric parallax relation.1 To calibrate such a relation for RAVE stars, we
used main-sequence (MS) stars (luminosity class V) from the Hipparcos Catalog
(Perryman and ESA, 1997). In detail, the following steps were completed:

1We assume that the vast majority of RAVE stars are main sequence stars, because giants in
the RAVE magnitude range would lie so far away, that the star density is substantially decreased.
See also the discussion in Siegel et al. (2002)
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6 Identifying Streams in the RAVE DR1

Figure 6.1: Sky coverage of the RAVE DR1. Each star is plotted individually.

1. We downloaded the Hipparcos catalog (Perryman et al., 1997) and kept
only those stars satisfying the following selection criteria: accurate paral-
laxes (σπ

π
< 0.1), non-periodic, no ’CCDM’ and ’multi flag’ entries and a

cross-identification in the Tycho-2, USNO-B and 2MASS data. These other
catalogs contain B1, VT and H-band magnitudes2.

The choice of using the H magnitude in the color – either B1−H or VT −
H – is motivated by its very good accuracy and availability for nearly all
stars in RAVE. We then calculated the absolute magnitudes MVT

and MB1

according to

M = m − 10 + 5 log
π

mas
. (6.1)

2. We considered two color-magnitude relations: VT −H vs. MVT
and B1−H

vs. MB1. These are shown in Figure 6.2 and Figure 6.3, respectively. In
both plots the solid black line was chosen to remove all stars that seemed to
be mis-classified as MS stars in the Hipparcos Catalog. This cut was done

2We do not consider very metal-poor (sub-) dwarfs, which can lie up to � 1 mag below the
Solar-metallicity MS; for metal-poor stars we would overestimate the distance and hence velocity.
The effect for disk stars, however, will be negligible, because they exhibit approximately Solar
metallicity. We will come back to the subdwarf problem in Section 6.6 in the context of the
detection of a new halo stream in the RAVE data.
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6.1 The Data

Figure 6.2: Absolute magnitude calibration for Hipparcos main sequence stars with a parallax
accuracy better than 10% with VT − H as the color. All stars above the solid black line are
assumed to be (sub-) giants incorrectly classified as MS stars and are not considered for the color-
magnitude fit. The red line shows the adopted MVT − (VT − H)-relation, and the dispersions σ
about this mean relation are indicated in three color regimes.

by eye, since one could only reliably distinguish a (sub-)giant from a MS
star in the vicinity of the MS by measuring its surface gravity which is not
available. The selection of giant stars in the B1 − H diagram also includes
all giants from the VT − H-selection, plus an additional 114 stars.

Next, the color-magnitude diagrams were divided into three color bins (dashed
lines) in which we separately fitted a color-magnitude relation (red solid
lines). For each bin, the intrinsic scatter of the color-magnitude relation
was calculated as follows: We took the differences ΔM between the true
absolute magnitudes (obtained through the parallax) and those obtained
through the fit. These deviations were plotted in a cumulative distribution
diagram. Figure 6.4 shows the result. The upper panel displays the cumu-
lative distribution of the deviations ΔM for the three color bins in VT −H ,
the lower panel for B1−H . The red lines mark the 1σ error, given through
the width of the cumulative distribution between 16% and 84%.

For our analysis we adopted the MVT
vs. VT − H-relation, because its

intrinsic scatter is slightly smaller than that of MB1 vs. B1 − H . Also,
the errors of B1 for each star in the RAVE catalog are unknown, while the
errors in VT are given. The formal error in H (from 2MASS) is typically
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6 Identifying Streams in the RAVE DR1

Figure 6.3: Same as Figure 6.2, but for B1 − H vs. MB1. The red line shows the adopted
MB1 − (B1 − H) relation, and the dispersions σ about this mean relation are indicated in three
color regimes.

very small, ∼ 0.01 mag. For these reasons we chose the MVT
(VT − H)-

relation to calculate absolute magnitudes MVT
for the RAVE stars:

MVT
= 0.903301 + 2.62445(VT − H) − 0.384382(VT − H)2

(−0.6 < (VT − H) ≤ 1.1)
(6.2a)

MVT
= −0.121440 + 3.14517(VT − H)

(1.1 < (VT − H) ≤ 1.9)
(6.2b)

MVT
= 2.53352 + 1.74142(VT − H)

(1.9 < (VT − H) < 4.1)
(6.2c)

3. The calibrations (6.2) were used to calculate MVT
for the RAVE stars, as-

suming all of them to be MS stars. Because the catalog is not complete
in magnitude, the goal was to derive the color VT − H for as many stars
as possible. Therefore, the RAVE catalog has been sorted by VT to get all
stars with that magnitude (12836 stars). For the stars without VT , we tried
to derive that magnitude from the USNO-B color B1 − R1. All stars with-
out VT have been sorted by B1 and R1 and eliminated, if they lacked those
magnitudes. Thus, 21094 stars remained with either VT or B1 − R1.

4. The stars with both VT and B1 − R1 were used to get color and magnitude
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6.1 The Data

Figure 6.4: A comparison of the intrinsic scatter of the color-magnitude relations discussed above.
The three upper panels correspond to the three color bins in V T −H and the three lower panels to
the bins in B1 − H . The scatter is marked through the red line in the corresponding diagram and
its value is written above that line.

conversion formulas:

VT = B1 + 0.0088 − 0.7167(B1 − R1) + 0.2073(B1 − R1)2;

(−0.25 ≤ B1 − R1 < 0.6)

(6.3a)

VT = B1 + 0.0641 − 0.645(B1 − R1);

(0.6 ≤ B1 − R1 < 2.5)
(6.3b)

VT = B1 + 0.7289 − 0.907(B1 − R1);

(2.5 < B1 − I ≤ 3.06)
(6.3c)

5. Because the chosen color-magnitude relation requires VT −H , 6 stars with-
out 2MASS H magnitudes were removed, leaving 21088 stars.

6. If unknown, VT was calculated by equations (6.3). However, 75 stars lay
beyond the scope of the conversion formulas (−0.25 ≤ B1 − R1 ≤ 3.06)
and were eliminated.

7. All stars with VT −H ≤ −0.6 or with VT −H ≥ 4.1 were removed because
they are beyond the scope of the color-magnitude relations (6.2). 20605
stars remained.
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8. Finally, 14 stars with no proper motions were removed, leaving 20591 stars
in the catalog.

9. For all of the remaining stars it was possible to calculate, if necessary, VT

and estimate the absolute magnitude MVT
through equations (6.2).

Figure 6.5: Distribution of absolute magnitudes of all DR1 RAVE stars (solid line) and our selected
sample (dash-dotted line). A large fraction have MVT > 6.

Figure 6.5 shows that a large fraction of all DR1 stars has absolute magnitudes
fainter than MVT

= 6, i.e. lie in the section of the color-magnitude relation where
its intrinsic scatter is smallest. Therefore one would expect to get a large sample
of stars with distance estimates good to 10%–20% in most cases (see below and
Figure 6.5, where the MVT

-distribution of the final sample is shown).

The distances follow from (VT , MVT
) via equation (6.1):

d [kpc] = 1
100

× 10(V T−MV T )/5. (6.4)

The distance error σd is determined through

σd =
1

5
d ln 10

√
(σVT

)2 + (σMVT
)2, (6.5)
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where σVT
and σMVT

denote the errors of VT and MVT
respectively. σVT

either is
given in the catalog or follows from the conversion formulas (6.3) as

σ2
VT

=
[
(0.2833 + 0.4146(B1 − R1))σB1

]2
+
[
0.4146(B1 − R1)σR1)

]2
(−0.25 ≤ B1 − R1 < 0.6)

(6.6a)

σ2
VT

= (0.355σB1)2 + (0.645σR1)2 ≈ 0.222;

(0.6 ≤ B1 − R1 < 2.5)
(6.6b)

σ2
VT

= (0.093σB1)2 + (0.907σR1)2 ≈ 0.272;

(2.5 < B1 − I ≤ 3.06)
(6.6c)

The error of B1 and R1 is not given in RAVE, but assumed to be 0.3 mag (USNO-
B information).

The absolute magnitude error σMVT
follows from the color-magnitude rela-

tions (6.2) and

σ2
MVT

=
[ ∂MVT

∂(VT − H)
σ(VT −H)

]2
+ σ2

MVT ,intrinsic

σ2
MVT

=
[
(2.62445 − 0.768764(VT − H))σ(VT −H)

]2
+ 0.472

(−0.6 < (VT − H) ≤ 1.1)
(6.7a)

σ2
MVT

= (3.14517σ(VT−H))
2 + 0.402

(1.1 < (VT − H) ≤ 1.9)
(6.7b)

σ2
MVT

= (1.74142σ(VT−H))
2 + 0.192

(1.9 < (VT − H) < 4.1)
(6.7c)

The intrinsic scatter σMV T,intrinsic
is taken from the fittings in Figure 6.2. It intro-

duces the main error in MVT
.

6.1.2 Deriving the velocities

We established a right-handed Cartesian coordinate system (x, y, z centered at
the Local Standard of Rest (LSR) with the x-axis pointing in the direction of the
Galactic center, the y-axis pointing in the direction of Galactic rotation, and the z-
axis in the direction of the North Galactic Pole. The velocity components of a star
can then be calculated from its position, radial velocity vrad and proper motions
(μα, μδ) through Equation (4.31) given in Section 4.2.2. The uncertainties in the
velocity components depend on the uncertainties in radial velocity, proper motions
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and distance (Johnson and Soderblom, 1987):

( σ2
U

σ2
V

σ2
W

)
= C

( σ2
vrad

(4.74d)2
[
σ2

μα
+ (μασd/d)2

]
(4.74d)2

[
σ2

μδ
+ (μδ σd/d)2

]
)

+ 2μαμδ(4.74σd)
2

( b12 · b13

b22 · b23

b32 · b33

) (6.8)

The elements of the matrix C are the squares of the corresponding elements of
matrix B which has been defined by Equation (4.32) in Section 4.2.2, that is,
cij = b2

ij for all (i, j). About 80% of the stars in the DR1 have radial velocity
accuracies better than 3.4 km s−1, and 69.1% have a mean proper motion error of
at most 2.6 mas yr−1 (Steinmetz et al., 2006). If we restrict our sample to stars
within dmax = 500pc from the Sun, that is, within a volume Vmax = 4π

3
d3

max, we
can assume a typical distance for a star as the distance where the volume is half as
large: 〈d〉 = 0.51/3dmax ≈ 400 pc. If we further restrict the sample to stars with
relative distance errors σd

d
≤ 0.25 and assume a typical proper motion of 15 mas

yr−1, we get as an estimate for the uncertainty of the transverse velocity �8.6 km
s−1. The velocity error distribution in U and V is shown in Figure 6.6. It peaks at
errors smaller than 5 km s−1.

Figure 6.6: Distribution of errors for the velocity components U (dashed line) and V(dotted line)
for all stars in RAVE DR1 as derived from equation 6.8. These errors include radial velocity
errors, proper motion errors and distance uncertainties. Both distributions have a peak around 2–3
km s−1 and a long tail reaching to much higher values.
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6.2 Search strategy for streams

For the kinematic stream search we selected only those stars that satisfy the
following criteria: σd

d
≤ 0.25, d ≤ 500 pc, a total space velocity |
vtot| ≤ 350 km

s−1, and σU , σV ≤ 35 km s−1. We also restricted ourselves to stars at l > 200◦

and b > 20◦, because in this field the observation density was highest. This leaves
7015 stars, among which we searched for signatures of local stellar streams.

6.2 Search strategy for streams

According to Helmi et al. (1999) and Helmi and de Zeeuw (2000) a good approach
to searching for streams is in the space spanned by the integrals of motion – that
is, the energy E and angular momentum Lz, L⊥ = (L2

x + L2
y)

1/2 or Ltotal. For
example, Helmi et al. (1999) detected two fossil streams originating from the same
progenitor as a clump of solar neighbourhood halo stars in (Lz, L⊥) space. Using
cosmological N-body simulations, Choi et al. (2007) showed that over 8 Gyr the
overall position of a disrupting satellite and its tidal tails basically remains the
same in (E, Lz)-space, but the shape of the distribution shifts and one satellite can
produce several apparently disassociated clumps. This, together with the fact that
the total angular momentum is not really an integral of motion, can obscure the
signature of a well defined moving group in phase space. Therefore, Helmi et al.
(2006) proposed looking for stellar streams in a space spanned by the apocenter,
pericenter and angular momentum Lz. Moving groups then cluster around lines
of constant eccentricity.

We use the approach of Arifyanto and Fuchs (2006), that is, we search for
clumps in the space spanned by

√
U2 + 2V 2 and V . The first quantity is a measure

of a star’s eccentricity e and also for the radial action integral. The latter is a
measure for the angular momentum Lz. More details can be found in Section 4.4.3
and 5.3.

For the current investigation we do not include W -velocity components in our
search for local streams because – as mentioned in Section 5.2 – strong phase-
mixing will smear out any coherent features over short timescales. However, in
Section 6.8 we will make use of the W velocities when we compare our method
with the more traditional searches in (U, V, W )- and (Lz , L⊥)-space.

6.3 Results and Discussion

We now use the distribution of the 7015 selected RAVE stars in
√

U2 + 2V 2 ver-
sus V , shown in Figure 6.7, to search for substructure in the kinematic distribution.
Figure 6.7 also shows the error ellipses for some points; most of the relative errors
are rather small, and even though some of the larger errors produce an uncertainty
in the exact position of the data points and tend to smear out substructure, several
suggestive "overdensities"of stars are visible by eye. In this section we focus on
identifying overdensities and on quantifying their significance.
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Figure 6.7: Distribution of our sample of RAVE stars in
√

U2 + 2V 2 vs. V . We also show error
ellipses for a small subset of stars; note that while the large error ellipses are most prominent, most
ellipses are very small.

6.4 The Wavelet Transform

To this end, we follow the same procedure outlined by AF06 and use the wavelet-
transform technique using a two-dimensional analyzing wavelet Ψ(x, y). We bin
the data in pixels of 2 km s−1 width on each side and calculate the value of the
wavelet-transform in each bin through

w(x, y) =

∫ ∫
dx′dy′Ψ(x − x′, y − y′) ×

N−1∑
i=0

δ(x′ − xi)δ(y
′ − yi)

=

N−1∑
i=0

Ψ(x − xi, y − yi), (6.9)

where N = 7015 is the number of stars in our sample.
Motivated by the work of Skuljan et al. (1999), AF06 used a Mexican-hat-

shaped kernel function to detect overdensities in
√

U2 + 2V 2 versus V . However,
since the former quantity is not uncorrelated with the latter, we expect clumps that
would be roughly spherical in, for example, U versus V , to be elongated along
U = 0. This means that the performance of a Mexican-hat kernel is sub-optimal
and might influence the significance of the overdensities. Therefore, we build a
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kernel function that is elongated about a factor q along the V-shaped U = 0 lines,
in the following way.

We rotate the coordinate axes such that the new V -axis, V ′, lies along the
line U = 0 and the new

√
U2 + 2V 2 axis is perpendicular to V ′. For simplicity

we rename V as x and
√

U2 + 2V 2 as y. This implies two different rotations,
depending whether the features are elongated in the region V ≤ 0 (clockwise
rotation by an angle ϕ = arccos

√
1/3) or in the region V > 0 (counter-clockwise

rotation by ϕ). Based on the Mexican-hat-shaped function, we then express the
analyzing wavelet as a function of the new coordinates (x′, y′) and elongate it
along the x′-axis by a factor q:

Ψ(x′, y′) =
(
2 − x′2

(qa)2
− y′2

a2

)
exp
(
− x′2

2(qa)2
− y′2

2a2

)
. (6.10)

This function is normalized in the sense that its volume integral is zero. The scale
parameter a is a measure for the extent of the "bumps". With the transformation
equations

x′ =

√
1

3
x ∓

√
2

3
y (6.11a)

y′ = ±
√

2

3
x +

√
1

3
y, (6.11b)

where the upper signs stand for the case V ≤ 0, it is straightforward to calculate
the kernel in the unrotated coordinate system:

Ψ(x, y) =
(
2 − 1

3(qa)2

(
(1 + 2q2)x2 + (2 + q2)y2 ∓ (1 − q2)2

√
2xy
))×

exp
(
− 1

6(qa)2

(
(1 + 2q2)x2 + (2 + q2)y2 ∓ (1 − q2)2

√
2xy
))

(6.12)

Then equation (6.9) can be used to calculate the value of the wavelet transform in
each bin.

For the elongation parameter q, we used
√

3 because the projection of a given
range in V along the line U = 0 is

√
3 times as long. For the scale parameter a we

chose 7 km s−1, comparable to the mean errors, which extracts the overdensities
most clearly (Figure 6.8).3

Figure 6.8 shows that the bulk of our sample stars have thin-disk-like kinemat-
ics, with |U | and |V |-values � 20 km s−1. The contour levels do not reflect some
finer structures at −80 km s−1 � V � 20 km s−1. In this range we would expect
the Hercules stream (V ≈ -50 km s−1), as well as the Hyades-Pleiades (V ≈ -20
km s−1) and Sirius/UMa (V ≈ +4 km s−1) streams (Famaey et al., 2005). Indeed,
the distribution in (

√
U2 + 2V 2, V ) is somewhat bulged at these velocities.

Among the stars with high orbital eccentricities, presumably thick-disk or halo
stars, Figure 6.8 appears to show five different overdensities. The first, at V ≈ -95

3We also tested different choices for the set (q, a), such as (
√

2, 8km s−1) and obtained essen-
tially unchanged results.
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Figure 6.8: Contours of the wavelet transform of the distribution of our sample of RAVE stars
(equation (6.9)) in

√
U2 + 2V 2 vs. V . The contour levels are displayed in the color bar; the scale

parameter of the analyzing wavelet is 10 km s−1.

km s−1, is most probably the stream that was discovered independently by Ar-
ifyanto and Fuchs (2006) and Helmi et al. (2006). The second overdensity, at
V ≈ -120 km s−1, has the same kinematics as the Arcturus group, discovered
by Navarro et al. (2004). Both streams are now believed to be related to reso-
nances with the Galactic bar. For example, chemical tagging of Arcturus member
stars suggests that Arcturus consists of field stars (Williams, 2008); its kinematics
would place it at the 4:1 resonance with the bar (Burkhard Fuchs 2008, private
communication). The third feature, at V ≈ -160 km s−1, has to our knowledge
not yet been described in the literature. The same is true for the two clumps at
V ≈ -200 km s−1 and V ≈ +50 km s−1. However, at these velocities our sample
is very sparsely populated, so that just a few stars are enough to create a high value
of the wavelet transform. Every isolated star in the middle of a bin increases the
value of the wavelet in that bin by 2. This also explains the other clumps lying off
the V-shaped main feature in Figure 6.8.

6.5 Subtracting a Smooth Velocity Distribution

To test whether any of these kinematic overdensities, or streams, reflected as peaks
or clumps in the wavelet transform, are significant, we performed 250 Monte
Carlo (MC) simulations of the same number of stars as in our sample, which
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6.5 Subtracting a Smooth Velocity Distribution

we randomly draw from a Galactic model consisting of three Schwarzschild dis-
tributions (Binney and Tremaine, 1987) to represent the thin and thick disk and
the halo. The goal was to create a "smooth"reference model velocity distribu-
tion that matches the overall velocities of the RAVE sample. To this distribution,
we then added normally disributed velocity errors, based on the observed error
distributions shown in Figure 6.6. We chose local thick-to-thin disk and halo-
to-thin disk normalizations of 0.1 and 0.001, respectively, in agreement with the
value from Chen et al. (2001) and Jurić et al. (2008) and the upper limit given
by Siegel et al. (2002). The thin and thick disk and halo are assumed to have
velocity dispersions (σU , σV , σW ) and rotational offsets from the LSR equal to
(25,21,17,-5), (74,50,50,-44), and (189,97,100,-219) km s−1, respectively. The
values for the thin disk were chosen to best match the smooth part of the observed
velocity distribution (Figure 6.9), although the ratio σU/σV in the thin disk should
be approximately 1.6 (Dehnen and Binney, 1998). Also, we chose offsets in the
W -distribution of +3 and +10 km s−1 for the thin and thick disks to obtain a good
match.4 The matches shown in Figure 6.9 are not perfect, but the slope of the
velocity distribution at negative V -velocities is reproduced well in the simulation.
The distributions differ most clearly around V = 0, because – possibly as a con-
sequence of the Sirius moving group – the RAVE stars are peaked around V ≈
+5 km s−1. Moreover, the assumption of a Schwarzschild distribution does not
reflect the skewness of the velocity distribution due to the asymmetric-drift effect.

Figure 6.9: Velocity distributions of our selected RAVE-stars compared with one MC realization.
The MC sample consists of three Schwarzschild distributions for the thin and thick disk and the
halo, respectively. Note the peak in the data at around V = +4 km s−1, which we interpret as the
Sirius moving group below.

For each MC sample of 7015 stars, we binned the velocities and calculated the
wavelet transform in each bin the same way as for the real sample. Figure 6.10

4This deviation from the expected mean value of W = 0 could be due to the limited sky
coverage of our sample.
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Figure 6.10: Same as Figure 6.8, but now for one of our 250 Monte Carlo samples of 7015 stars
drawn from a smooth velocity model (Section 6.3). Because of Poisson noise, some overdensities
emerge.

displays one randomly chosen MC realization. One can clearly detect several
peaks in the wavelet transform, seeming "overdensities"which must be, however,
by construction due to Poisson noise. This shows that in our real sample the
possibility for such "fake"streams also exists.

We proceeded to calculate the mean value wi,j and the standard deviation σi,j

of the 250 MC wavelet transforms in each (i, j)-bin. Because many bins are not
populated with stars, the standard deviation in those formally has values σi,j < 1;
when this was the case, we set σi,j = 1. The contours of the mean and the standard
deviation are shown in Figures 6.11 and 6.12, respectively.

While a single Monte Carlo sample shows various kinds of clumps and over-
densities due to statistical fluctuations (Figure 6.10; see also AF06)), the mean
value of all wavelet transforms represents a very smooth distribution, because the
clumps disappear when averaging over all samples.

The standard deviations σi,j define the significance of structure in our real
sample in the following way: because we are only interested in overdense regions,
that is, "pixels"where the wavelet transform takes positive values, we set the value
of the wavelet transform of the data, wobs

i,j , as well as the mean value of the wavelet
transform of the 500 MC samples, w̄MC

i,j , to zero whenever it is ≤ 0. By doing
so, we make sure that the residual wobs

i,j − w̄MC
i,j ≥ 0 in each pixel, where our

"smooth"model contains no stars. By dividing the residuum w obs
i,j − w̄MC

i,j in each
pixel by σi,j we define the significance of peaks of wobs

i,j . For a positive stream

82



6.6 Significance of the Streams

Figure 6.11: Same as Figure 6.10, but now the mean value of the wavelet transform for all 250
Monte Carlo samples is shown. Only values ≥ 1 are displayed.

detection, we require a significance of at least 2. Figure 6.13 shows the result.

6.6 Significance of the Streams

The first thing to mention is that in all bins where the standard deviation has a
value of 1, the significance has the same value as the residuum wobs

i,j − w̄MC
i,j . In

these bins, one or a few stars will result in a significant overdensity with σi,j � 2,
since for every star in the middle of a bin, the value of wobs increases by 2. This
effect could then produce "fake"stellar streams, just because of Poisson noise in
our RAVE sample and the smoothness of the combined Monte Carlo samples.
Since a solution to this problem is difficult, we don’t want to speculate about the
overdensities in bins with σi,j = 1, which we have circled in red in Figure 6.13.
We only give the number of stars that are contained in these features, as derived
from the scatterplot, Figure 6.7. For example the extended clump at V ≈ −200
km s−1 corresponds to a group of 8 stars, while the one at V ≈ −230 km s−1

contains only 2 stars. Further investigations with more data could provide more
hints for the nature of this features.

We try to match the remaining statistically significant peaks with streams that
have been already described in the literature.

Centered at V ≈ +4 km s−1 and |U | ≈ 10 km s−1 there is a large clump, signif-
icant at a level of � 10. This is probably the Sirius-UMa moving group (Dehnen,
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Figure 6.12: Same coordinates as Figure 6.10 and 6.11, but here the standard deviation of the
wavelet transform among the 250 Monte Carlo samples is shown. Outside of the contoured region,
the variance is set to unity. This variance map is used to asses the significance of wavelet transform
peaks in Figure 6.8.

1998; Famaey et al., 2005), its signal possibly amplified through the inability of
our simple three-component MC models to fully match the observed thin disk
distribution (see also Figure 6.9). The core of this group is in the direction of
Ursa Major. Its members are distributed all around the sky and can be very close
(Sirius at 2.65 pc distance is a member of the group), putting the Sun inside the
group (Bannister and Jameson, 2007, and references therein). The current under-
standing is that the Sirius stream consists not only of a cluster of coeval stars, but
also of different kinds of field stars, which altogether could have been forced onto
similar orbits by a spiral wave’s gravitational field (Sellwood and Binney, 2002;
Famaey et al., 2005; Quillen and Minchev, 2005).

The elongated clump streching from V ≈ −50 km s−1 to V ≈ −75 km s−1,
with peak significance σ = 4.5, can probably best be described as the Hercules
stream. This stream can be explained by the scattering of stars off the Galactic
bar, induced by the Outer Lindblad Resonance (Dehnen, 2000). Famaey et al.
(2005) also found a group of, most likely, thick-disk and halo stars located at
V = −53.3± 41.36 km s−1. Further, at V = −60 km s−1 there exists the moving
group HR 1614, which is thought to be a dispersed open cluster because of its
chemical homogeneity (Eggen, 1996; De Silva et al., 2007). It is possible that
these groups are present in our data, too, amplifying and elongating the signal of
the Hercules stream. Better velocity estimates would be needed in order to clearly
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Figure 6.13: Significance of the overdensities seen in Figure 6.8, obtained as described in the text.
Note that only areas with σ ≥ 2 are displayed. We encircled in black and labeled all features that
we consider to be stellar streams. We are not making further suggestions about the four features
circled with red but instead give the number of stars that make up these features.

distinguish between these features.

The feature at V ≈ -100 km s−1 stands out at the 4.3σ-level. It corresponds
to the "AF06"stream discovered independently by AF06 and Helmi et al. (2006).
This stream most likely has a dynamical origin resulting from a higher resonance
with the bar, similar to Arcturus (Williams, 2008).

At a velocity of V ≈ −160 km s−1, there is an overdensity that stands out at
the 3.0σ level in the center. A comparison with Figure 6.8 reveals that this feature
is probably more elongated, as one would also expect for a moving group of stars
at such velocities. However, with the current sample size our method seems not
to be fully able to recover the range from V = −180 km s−1 to V = −140 km
s−1 as a statistically significant overdensity. Figure 6.14 shows the stars that make
up the new feature in a color-magnitude diagram consisting of VT − H color and
absolute magnitude MVT

. Stars that lie in the area with a significance greater than
2 are plotted with heavy asterisks, while those that lie in the range V = −180
km s−1 to V = −140 km s−1 and presumably also belong to the stream have
light asterisks. We also show isochrones for a 13 Gyr old population of stars
with metallicities [Fe/H] of −1.5, −1.0 and 0.0 (from left to right). Most of the
stars seem to be consistent with having Solar metallicity; however, this is a result
that would be expected from the way we calculated their distances and velocities.
Our assumption was that all are MS stars of luminosity class V, and therefore
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we a priori excluded the possibility of having very metal-poor (sub-) dwarfs with
fainter luminosities (see also footnote 2, in Section 6.1). Right now, we can only
wait for future data releases that provide metallicity estimates to solve this issue.

Figure 6.14: Color-magnitude diagram of the stars that make up the feature between V ≈ −140
km s−1 and V ≈ −180 km s−1, highlighting those in the significantly overdense region −167 km
s−1 < V < −153 km s−1 (heavy asterisks). Also, isochrones for a 13 Gyr old population with
metallicities [Fe/H] of −1.5, −1.0, and 0.0 are plotted. The linearity of our adopted photometric
parallax relation in the range VT − H > 1.9 is clearly visible.

In Section 6.7 we investigate the Geneva-Copenhagen Survey of the Solar
Neighborhood (Nordstrom et al., 2004) with our method; although we do not
determine the significance of overdensities with the help of MC sampling, we can
see the same strong features detected by Helmi et al. (2006). It is striking that the
same stellar streams can be detected in different datasets using different methods.

Therefore – through the detection of three already known stellar streams in our
small RAVE dataset – we have enough confidence to claim that the new feature
centered on V = −160 km s−1 is a strong candidate for a new stellar stream. The
W -velocities of stars in this feature show a wide range of values, which makes it
likely that this stream was accreted long ago as tidal debris during the formation of
the Galaxy. To draw more conclusions, one would need metallicity measurements,
which will be available from RAVE in the future.

It is possible to place constraints on the density contrast in the streams in the
Milky Way stellar halo. Therefore, we estimate how many stars are needed to
yield a significant stream detection and divide this number by the total number of
halo stars. Because from kinematics alone it is very difficult to delimit halo from
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thick-disk stars (and even with metallicities there is no clear boundary; see Chiba
and Beers, 2000), we simply take all stars outside

(
V ± 2σV

)
thin disk

= −5 ± 42
as halo stars and accept a contamination from the thick disk. This gives 554 stars,
of which 230 (42%) are part of the Hercules stream, 47 (9%) belong to the AF06
stream, and seven (1%) make up the newly detected stream. We conclude that a
few-percent density contrast is enough to provide a significant stream detection.

6.7 Streams in the Geneva-Copenhagen survey

Here we demonstrate the performance of our method with the data taken from
the Geneva-Copenhagen Survey of the Solar Neighborhood (Nordstrom et al.,
2004). Helmi et al. (2006) searched for stellar steams in velocity and apocenter-
pericenter-angular momentum (APL) space in these data. While the dynamical
streams (Sirius, Hyades-Pleiades, and Hercules) can be seen as clumps in velocity
space, a detailed statistical analysis of the APL space revealed around 10 further
overdensities oriented along two to three segments of constant eccentricity. Helmi
et al. (2006) divided the stars in the overdense regions into three groups based on
their metallicities. There seems to be a relation of these three groups, the Arcturus
stream and the stream detected by Arifyanto and Fuchs (2006).

Figure 6.15: Contours of the wavelet transform of 13440 stars from the Geneva-Copenhagen Sur-
vey plotted in V vs.

√
U2 + 2V 2. The features described by Helmi et al. (2006) have been labeled.

In Figure 6.15, we just show the distribution of the 13240 Geneva-Copenhagen
stars in V versus

√
U2 + 2V 2, after convolution with the analyzing wavelet given
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by equation (6.10).5 The most striking features are those that were also found by
Helmi et al. (2006). In addition, a comparison with our RAVE sample (Figure 6.8)
seems to suggest that there is much more substructure present in the Geneva-
Copenhagen Survey, although it contains only ∼ 2 times more stars. We find
that 10,582 of the 13,240 stars are included in these features with a value of the
wavelet transform wi,j ≥ 1. That accounts for 79.9% of the sample. Our RAVE
sample contains 7015 stars, of which 5601, or 79.8%, correspond to regions with
wi,j ≥ 1. So, it seems that the size of the sample is the main reason that in the
Geneva-Copenhagen Survey we find more distinct overdensities. Furthermore, if
we connect the number of patches above the V-shaped U = 0 line (30 in Geneva-
Copenhagen, 14 in the RAVE sample) to the number of stars in the sample, we find
a similar relation; the larger number of stars increases the probability of finding
outliers in less populated regions. Finally, stars in the Geneva-Copenhagen Survey
have accurate trigonometric parallaxes from Hipparcos with relative errors (σπ/π)
better than 10%, in contrast to the less accurate photometric parallaxes of our
RAVE stars. This implies less accurate velocities, which tend to smear out small
nearby features in phase space.

Although it is unlikely that the majority of the small features in Fig.12 have
any statistical significance, this example still shows that a large sample size to-
gether with good distance estimates is crucial for detecting stellar streams in phase
space. Still, our photometric parallaxes seem to be good enough, and our sample
large enough, for significant stream detections. We don’t investigate the statistical
significance of the features in Figure 6.15, but leave this example as further evi-
dence that stellar streams will be detectable as clumps in (V,

√
U2 + 2V 2) space.

6.8 Searching for Stellar Streams in (U, V, W ) and
(Lz, L⊥) space

The traditional concept of moving groups refers to distinct clumps in (U, V, W )
velocity space (Eggen, 1996, and references therein). However, as explained in
Section 6.2, this space is not immune to the effects of phase-mixing: over time,
distinct clumps will disperse as a result of small initial differences in the oscil-
lation periods of the constituent stars and encounters with, for example, mole-
cular clouds. For a part of a stellar stream to be in the Solar neighborhood at
the same time means that its stars must have similar V -motions, but the U- and
W -velocities can differ by hundreds of kilometers per second.

In contrast, stellar streams can remain coherent features in the space of inte-
grals of motion. Therefore, in the style of Helmi’s work (Helmi et al., 1999), we
investigate to what extent the detected streams from Figure 6.13 can be recovered
in (U, V, W )- and (Lz, L⊥)-space.

5Arifyanto and Fuchs (2006) also performed this analysis, but using the presumably not opti-
mal Mexican-hat analyzing wavelet.
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6.8.1 Analyzing the RAVE Data in (U, V, W )-Space

Figure 6.16: Distribution of RAVE stars in velocity space. The top panels show scatter plots of U
vs. V and U vs. W , respectively. A great deal of substructure can be seen. In the bottom panels,
we show contours of a wavelet transform of the data. The convolution has been made using a
Mexican-hat kernel with scale parameter a = 5 km s−1.

In Figure 6.16, we show the distribution of our 7015 RAVE stars in velocity
space. The upper panels show how the stars are distributed with respect to their
(U, V, W )-velocities. The distribution is far from smooth, as can be seen more
clearly in the bottom panels, where we display the wavelet transform of the veloc-
ity components. For the convolution we chose a Mexican-hat kernel with a scale
parameter of a = 5 km s−1 (similar to Skuljan et al., 1999). The contour levels
range from 1 (black) to 50 (red). The most striking features are located around
V = 0, U = 0 and most probably can be attributed to dynamical thin-disk streams
such as the Sirius moving group. The elongated shape along the U-axis is typical
of stellar steams and is caused by the fact that we observe stars with slightly dif-
ferent orbital phases. The classical moving groups Sirius, at (U, V ) ≈ (+6, +4)
km s−1, the Hyades-Pleiades, at (U, V ) ≈ (−25,−15) km s−1, and Hercules, at
(U, V ) ≈ (−20,−50) km s−1, can be found with good agreement with the values
given by Famaey et al. (2005). The incomplete sky coverage of our sample as
well as the already described effects of phase-mixing makes it hard to speculate
about the meaning of the many other clumps. We nevertheless performed a sta-
tistical Monte Carlo analysis analogous to that described in Section 6.5 using 200
Monte Carlo simulations. Figure 6.17 provides the significance map of the veloc-
ity space, showing all overdensities from Figure 6.16 that have a significance of
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at least 2.

Figure 6.17: Significance of the overdensities seen in Figure 6.16. Only areas with σ ≥ 2 are
displayed. Note the richness of features compared with Figure 6.13, with many having a very
small extension.

Compared with (V,
√

U2 + 2V 2)-space (cf. Figure 6.13), there are more fea-
tures present, but most are very small and at lower significance levels. Besides
the prominent red feature around (U, V ) ≈ (0, 0), which can be attributed to the
Sirius stream, it is not easy to associate the identified streams from Figure 6.13
with clumps in the (U, V )- or (U, W )-diagrams. Because old moving groups are
not expected to remain coherent small clumps in velocity space, we have likely
over resolved substructure due to the small deviations of our Monte Carlo model
from the data. These deviations can also lead to a washing out of the banana-
shaped structures in (U, V ) that are expected for old tidal streams (Helmi et al.,
2006). Large errors in the velocities can wash out these structures, too, but in our
case the errors should allow their detection. The facts that a clear classification
of particularly old stellar streams from the (U, V )- and (U, W )-distributions is not
possible and that many small features are even less significant than the overden-
sities in (V,

√
U2 + 2V 2)-space let’s us conclude that (U, V, W )-space is not well

suited to the detection of moving groups.
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6.8.2 Analyzing the RAVE Data in (Lz, L⊥)-Space

Assuming a spherical static potential, the two components of the angular momen-
tum, Lz and L⊥ = (L2

x + L2
y)

1
2 , are integrals of motion. In this case, tidal and

dynamical streams will remain coherent clumps in (Lz , L⊥)-space. The assump-
tion of a spherical potential seems valid for large heights above or below the disk
that are reached only by halo stars, but not necessarily in our case of nearby stars
with planar orbits. These stars move under the influence of a flattened potential,
and the radial action integral JR would be better suited as a conserved quantity.
The space of integrals of motion has been shown to be useful for the detection of
stellar halo streams in recent studies (Helmi et al., 1999; Helmi and de Zeeuw,
2000; Chiba and Beers, 2000).

Figure 6.18: Distribution of RAVE stars in (Lz, L⊥) space. The top panel is a scatter plot of the
data. In the bottom panel, we show contours of a wavelet transform of the data. The convolution
has been made using a Mexican hat kernel with scale parameter a = 45 km s−1.

In Figure 6.18, we show the distribution of our RAVE stars in (Lz, L⊥) space,
again as a scatter plot (top) and after wavelet transformation using a Mexican-hat
kernel with scale parameter a = 45 kpc km s−1. For stars near the Sun, Lz �
R�(V + VLSR), so we expect to again identify the overdensities from Figure 6.8.
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A comparison shows first of all that (Lz, L⊥)-space seems to be much more
structured than (V,

√
U2 + 2V 2)-space, but this is partly due to the applied chosen

scale parameter a in the kernel function. The other reason is that now all three ve-
locity components go into the calculation of the angular momentum components.
Also, there are no "forbidden regions"like in case of (V,

√
U2 + 2V 2)-space.

Some overdense regions in the bottom panel can be related to overdensities in
(V,

√
U2 + 2V 2) space. For example, the "bump"in the distribution in Figure 6.8

at V ≈ −15 km s−1 is also present in Figure 6.18 at Lz ≈ 1650 kpc km s−1. Also,
the Hercules stream is present at Lz ≈ 1350 kpc km s−1.

We proceeded to investigate which overdensities prove significant in the same
way as before, by using 200 MC samples that were drawn from the three-component
Galaxy model described in Section 6.5. After building the mean value and stan-
dard deviation of their wavelet transforms we derived the significance map, which
is shown in Figure 6.19 in the upper panel.

Figure 6.19: Significance of the overdensities seen in Figure 6.18. Only areas with σ ≥ 2 are
displayed. Black circles mark features that we connect to the detections of Figure 6.13; there is
further evidence for the now significant Hyades-Pleiades group. Red circles mark features that
can be connected to doubtful features in Figure 6.13. Note that for stars near the Sun L z ≈ R�V ,
where we take R� = 8 kpc.

As in the case of (U, V, W )-space, the number of features with significance
σ ≥ 2 is larger than in Figure 6.13. We think that this is caused by the extra
information of the W -velocity required for the MC samples. Some of these fea-
tures are very small and again belong to regions of phase space that are sparsely
sampled, but others seem to be comparable to the already known ones. We cir-
cled all features that correspond to the detections of Figure 6.13 with black for the
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appointed streams and with red for the doubtful ones, respectively. In addition,
there is a new feature present at Lz ≈ 1650 kpc km s−1, which we identify as the
Hyades-Pleiades group. A hint to the presence of this group has already been seen
as a "bump"in the distribution of stars in (V,

√
U2 + 2V 2)-space (Figure 6.8). It

is interesting that some distinct features in (Lz, L⊥)-space (e.g. the new stream)
get projected onto the same feature in (V,

√
U2 + 2V 2)-space. Furthermore, when

we select stars from the fastest rotating clumps (Hyades-Pleiades, Sirius and the
red encircled clump on the right in Figure 6.19), we find that they span a wide
range of values in

√
U2 + 2V 2. On the other hand, we also find that clumps

in (V,
√

U2 + 2V 2)-space are not necessarily projected onto clumps in (Lz, L⊥)-
space, indicating that L⊥ is not conserved for their motion (Figure 6.20). There-
fore, we conclude that L⊥, compared with

√
U2 + 2V 2, is not a good choice as an

approximate integral of motion if the disk’s potential dominates the movement of
the stars.

Figure 6.20: Same as Figure 6.19 with all stars that belong to the features from Figure 6.13 over-
plotted. The doubtful detections are shown with different colors to better discriminate between
them. The fact that clumps from (V,

√
U2 + 2V 2)-space do not necessarily get projected onto

clumps in (Lz, L⊥)-space indicates that L⊥ is not conserved for their motion.

We note as a main result that the significances of the detected features are com-
parable, no matter which space we use for the stream search. As explained above,
we expect the significance of the detections to go up with a larger sample size.
For best results, it would probably be good to combine searches in (Lz, L⊥)- and
(V,

√
U2 + 2V 2)-space to find stellar streams on both inclined and planar orbits.

Also, the significance is influenced by the statistical method used to identify over-
dense regions. Our MC method has the drawback that a good Galactic velocity
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distribution model is needed in order to avoid "fake"detections in regions where
data points are scarce. A combination of different analyses might also enhance
the detection efficiency.

6.9 Conclusions

To explore RAVE’s practical potential for finding kinematic substructures (streams,
or moving groups) in the Solar neighborhood, we have studied a sample of 7015
nearby stars from the first RAVE public data release, which was selected to have
acceptable distance and velocity estimates. Distances were derived from a pho-
tometric parallax relation, based on Hipparcos main-sequence stars using the VT

and H bands. For our sample, we required a distance error better than 25%, while
the mean velocity errors in U and V are approximately −5 km s−1, respectively.

To search for streams, we plotted V -velocities against the quantity
√

U2 + 2V 2,
which essentially corresponds to angular momentum Lz versus orbital eccentricity
e. Streams should form clumps in this projection of phase space. To make such
clumps more identifiable, we applied a wavelet transform with a modified two-
dimensional Mexican-hat kernel as the analyzing wavelet. Several overdensities
are visible in this sample, presumably corresponding to stellar streams. We tested
whether these clumps are real or due to Poisson noise using 250 Monte Carlo sim-
ulations drawn from a three-component Schwarzschild distribution. While it is
very difficult to draw conclusions about the amount and significance of substruc-
ture present in the very few halo stars, we did detect three already known stellar
streams and one candidate for a newly discovered stream. The latter is present as
a broad feature in the range −180 km s−1 ≤ V ≤ −140, centered at V ≈ −160
km s−1 and, from its kinematics, would belong to the stellar halo population. Its
other velocity components (high W -velocities, with mean 〈W 〉 = 121±2 km s−1,
〈U〉 = 15±2 km s−1) make it likely that this stream is part of the tidal debris from
an accreted satellite rather thanbeing due to a dynamical resonance. The kinemat-
ics, however, could be somewhat biased, because we did not correct for metallicity
effects in the photometric parallax relation. The other moving groups are the Sir-
ius stream, at V ≈ +4 km s−1, the Hercules stream, centered at V ≈ −65 km
s−1 (Dehnen, 1998; Famaey et al., 2005), and the stream discovered by AF06 and
Helmi et al. (2006) at V ≈ −100 km s−1.

We are missing a detection of the Hyades-Pleiades and Arcturus streams which
were still present as peaks in the wavelet transform of the data in Figure 6.8. Here
the difference wobs

i,j − w̄MC
i,j is too small to make the peak in wobs

i,j statistically
significant.

However, we were able to detect the Hyades-Pleiades moving group in ve-
locity and angular momentum space, which we used to complement our stream
search. By comparing the detections in (U, V, W )-, (Lz , L⊥)- and (V,

√
U2 + 2V 2)-

space we showed (1) that the significances of the features are comparable, (2) that
velocity space is sub-optimal for detecting stellar streams but may be useful for
additional information on the age and origin of a stream (tidal streams look dif-
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ferent from dynamical streams, old streams disperse), and (3) that L⊥ is a poor
approximate integral of motion compared with

√
U2 + 2V 2 if the stars are mainly

moving under the influence of the disk’s potential.
The fact that only a fraction of the RAVE DR1 stars were enough to find sig-

nificant substructure in the Solar neighborhood shows the power of the method
used. Subsequent data releases will not only enlarge the sample of stars and even-
tually allow the detection of further clumps in phase space but will also provide
measurements of log g, Teff and [M/H ]. The full data set will include these mea-
surements for up to 1 million stars (Steinmetz et al., 2006). Simply speaking, and
neglecting an increase in spatial coverage, an enlargement of the sample size by
a factor of N leads to N times more stars in a stellar stream, while the standard
deviation of the MC samples with be increased by a factor of

√
N (Poisson noise).

The mean value of the wavelet transform of the MC samples stays the same, so
that the significance of the features will be N/

√
N =

√
N times as high. In this

way we can hope to detect more features and place further constraints on the exact
nature and origin of the detected streams.
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Chapter 7

Halo Streams in the Seventh SDSS
Data Release

�
he Sloan Digital Sky Survey (SDSS York et al., 2000) has provided
data of both unprecedented quantity and quality to study the overall
structure and kinematics of the Milky Way (e.g. Carollo et al., 2007;
Jurić et al., 2008; Ivezic et al., 2008; Xue et al.). As part of SDSS-II,

the Sloan Extension for Galactic Understanding and Exploration (SEGUE) will
obtain some 250,000 spectra of stars in the Galaxy allowing to derive the six-
dimensional phase-space distribution of various components of the Milky Way.

Our goal is to find stellar streams among the halo population of stars in the
Solar neighborhood, which are presumably remnants of past accretion events. We
have available ∼ 155, 000 stars targeted by SEGUE which have radial velocities,
iron abundance ratios and proper motions from USNO-B accurate to 5-10 km
s−1, 0.18 dex and a few mas yr−1, respectively. A crucial quantity to estimate
the 6D phase-space coordinates of stars is their distance, which enters in 
r and

v⊥ = d
μ. We use the photometric parallx relation from Ivezic et al. (2008), which
includes a correction for metallicity, to estimate distances to all stars. We examine
and quantify the accuracy of this relation by applying it to a set of globular and
open clusters observed by the SDSS and comparing the resulting sequence to the
fiducial cluster sequences obtained by An et al. (2008, in prep.). Our final sample
consists of 22,321 nearby (d ≤ 2 kpc), metal-poor ([Fe/H]≤ −0.5) main sequence
stars, with 6D estimates of (
r, 
v), which allow us to conduct a search for stellar
streams using the method outlined in Dettbarn et al. (2007).

7.1 The Data

We start the sample selection from all stars targeted by SEGUE with S/N> 10,
photometry in all five bands and estimates for the radial velocity, [Fe/H] and
proper motions. These stars have been taken from the seventh data release (DR7.2)
and their proper motions have been corrected for a systematic error that occured in
the data reduction procedure (Munn 2008, internal SDSS memorandum).There are
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a number of repeated observations for quality insurance reasons, mainly among
the photometric calibration stars. These repeats are independent observations and
listed seperately with different identification numbers. Therefore we only keep
one single object, to which we assign a radial velocity averaged over all repeats.
We show the sky coverage of the resultant sample of 154,888 stars in Figure 7.1.
The data covers a large, almost contiguous area in the Northern Galactic Cap plus
three stripes in the South Galactic Cap.

Figure 7.1: Sky coverage of our sample of SEGUE stars. Each star is plotted individually. The red
data points give the positions of metalpoor stars that meet the selection criteria of our final sample
(see Section 7.1.2). Note the sparse sampling obtained during SDSS-I vs. the focussed sampling
of the SDSS-II SEGUE pointings.

7.1.1 Distance Estimates

The majority of stars observed by SDSS are main-sequence stars (∼ 99%, Finlator
et al., 2000). Although the targets selected by SEGUE explicitly include giants,
their fraction based on spectoscopic surface gravity estimates remains low. This
is shown in Figure 7.2, where we show the log g-distribution of the total sample.
Only 8.8% of the stars have log g < 3.5, where we make the seperation between
dwarfs and giants. This is a bit more stringent than the seperation made e.g. by
Ivezic et al. (2008) at log g = 3, but we want to make sure to only select late-type
dwarfs and sub-dwarfs.1 Presuming a sample dominated by main-sequence stars,

1A subdwarf is defined as a star with luminosity 1.5 to 2 magnitudes lower than that of a
main-sequence star of the same spectral type.
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Figure 7.2: Distribution of surface gravities of the total sample of 154,888 SEGUE stars. We cut
at log g = 3.5 to select only the dwarfs and sub-dwarfs.

we can apply a photometric parallax relation to derive distances. Because we
want to concentrate on a wide range of metal-poor stars, the effect of metallicity
on the absolute magnitude at a given color becomes important. There have been
several attempts to include a metallicity correction in the photometric parallax
relation. For example, Siegel et al. (2002) give a correction based on the distance
of a star from the Galactic plane, assuming that the mean metallicities of tracer
stars like K giants also apply to the dwarf population. Another approach makes
use of the ultraviolet excess, δ(U − B), which has been found to be correlated to
the metal-deficiency for F and G stars (Wallerstein, 1962, and references therein).
δ(U −B) is originally defined as the difference between a star’s U −B color and
that of a Hyades member star at the same B − V color. The ultraviolet excess,
however, loses its sensitivity as a metallicity estimator outside a restricted color
range (roughly 0.4 ≤ (B − V ) ≤ 0.8 Carney, 1979) and any relations based on
δ(U − B)-derived metallicities are doubtful beyond this range (e.g. Laird et al.,
1988; Karaali et al., 2003, 2005).

Another problem with the previous photometric parallax relations is that they
are not expressed in the SDSS photometric system. Therefore Jurić et al. (2008)
converted several relations from the literature into a (r − i) vs. Mr relation using
color conversion formulas from Ivezić et al. (2007) and fits to the stellar locus
in SDSS color-color diagrams from Ivezić et al. (2004). They then constructed
a relation which attempts to fit the different relations at the red end (r − i �
1.4) and reproduces SDSS observations of globular cluster M13 at the blue end
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(r− i = 0.10). Because this relation is tied to nearby metal-rich stars via relations
that have been calibrated using geometric parallaxes, and to M13 on the blue end,
it implies metal-richness for red stars and lower metallicity for bluer stars. It is
therefore not suited for our purpose to detect stellar streams among nearby metal-
poor stars. Also we have spectroscopic metallicities available for each star, so
we wish to adopt a photometric parallax relation which explicitly accounts for
metallicity over a wide range of colors.

Such a relation has been derived by Ivezic et al. (2008). They use the g − i
color instead of r − i, because g − i spans a wider color range for a given stellar
type and they argued that it has better signal-to-noise properties. The shape of
the color-magnitude relation, M 0

r (g − i), is constrained by simultaniously fitting
SDSS data of five globular clusters that have been normalized to the same arbitrary
magnitude scale by requiring the same median magnitude of r = 0 for stars in the
color range 0.5 < g− i < 0.7. By assuming that this shape only depends on color,
not metallicity and its normalization depends only on metallicity, not color, the
absolute magnitude offset of each cluster from the mean relation can be expressed
as a function of metallicity. The absolute magnitude of a star is then calculated as

Mr(g − i, [Fe/H]) = M0
r (g − i) + ΔMr([Fe/H]) (7.1)

With distances adopted from Harris (1996) and six additional open and glob-
ular cluster data from VandenBerg and Clem (2003), they derive the following
absolute magnitude correction:

ΔMr([Fe/H]) = 4.50 − 1.11[Fe/H] − 0.18[Fe/H]2 (7.2)

The correction (7.2) suggests an offset of the mean relation of 4.5 for Solar
metallicity. This is caused by the scaling of the individual cluster sequences to
a median of r = 0 in the color range 0.5 < g − i < 0.7. Ivezic et al. (2008)
further expand the mean photometric parallax relation to the color range 0.2 <
g− i < 4.0 by using constraints from trigonometric parallaxes given in Bochanski
et al. (2008, in prep.), additional cluster data observed in the SDSS from Clem
et al. (2008) and an age correction for turn-off stars. The result is a fifth-order
polynomial

M0
r (g − i) = − 5.06 + 14.32(g − i) − 12.97(g − i)2

+ 6.127(g − i)3 − 1.267(g − i)4 + 0.0967(g − i)5,
(7.3)

which – together with Equations (7.1) and (7.2), is the final photometric parallax
relation.

We test the validity of this relation for our sample using different approaches
which are described in the following.

Comparison of the Photometric Parallax Relation with Cluster Fiducial Se-
quences

An et al. (2008, hereafter An08) have reduced the SDSS imaging data for 17
globular and 3 open clusters and estimated fiducial sequences from the color-
magnitude diagrams (CMDs). The sequences give the r band magnitude as a
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function of either u − g, g − r, g − i or g − z color. This is the first time that
cluster fiducial sequences have been evaluated in the native SDSS ugriz system.
This allows us to test the photometric parallax relation from Ivezic et al. (2008)
without relying on color transformations.

We use 15 of the cluster fiducials and compare them to the sequences derived
from Equations (7.1)-(7.3). In addition, we show the fiducial sequences from
Clem et al. (2008) for five clusters after transforming them into the ugriz system
using the transformations given by Tucker et al. (2006). These sequences have
been shown to match the An08 fiducials within the errors of the photometric zero
points. Because they were obtained from observations with various integration
times, they extend over a broader magnitide range than the An08 sequences. We
calculated the absolute magnitude Mr for each cluster by adopting the distance
modulus and metallicity as given in An08. From the distance modulus and the
absolute magnitude difference, ΔMr, between the fiducials and the Ivezic et al.
(2008) sequences we calculate the absolute relative distance error |Δd/d|. The
results are shown in Figures 7.3-7.6, sorted by descending cluster metallicity.

Figure 7.3: Comparison of cluster fiducial sequences taken from An08 (solid black lines) and
Clem et al. (2008) (dashed red line), respectively, and the [Fe/H]-dependent photometric parallax
relation from Ivezic et al. (2008) (dotted line) for the metalpoor clusters NGC5053, M92, M15
and NGC5466. The upper panels show the absolute magnitude M r as a function of the g− i color.
The lower panels show the corresponding absolute relative distance error. The adopted distance
moduli and metallicities are taken from various sources in the literature (see An08, section 2 for
all references).

The photometric parallax relation of Ivezic et al. (2008) fits the fiducial main
sequences remarkably well for most of the clusters. For most of the metal-poor
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Figure 7.4: Same as Figure 7.3, but for clusters M53, NGC4147, M2 and M3.

clusters with [Fe/H]< −1.0 the relative distance error stays below ∼10% for g −
i � 0.4. An exception is M15 where the turn-off is slightly redwards from g− i =
0.4 and the relative distance error roughly drops from 20% at g − i ≈ 0.5 to 15%
at g − i ≈ 0.8. Note also the good agreement between the An08 and Clem et al.
(2008) fiducial sequences.

From the clusters with intermediate metallicies, M13 and M5 show very good
agreements, while for Palomar 5 and M17 the discrepancies are large. For Palo-
mar 5 the discrepancy is more than 30%; however, this cluster is known to be in
the process of tidal disruption (Odenkirchen et al., 2001; Grillmair and Dionatos,
2006) and is sparsely populated in the observations – a contamination by for- and
background stars is possible. Also, the color range spanned by the main sequence
is very small compared with the giant branches and it may not extend far enough
from the turn-off for the photometric parallax relation to be valid. The An08 fidu-
cial sequence of M17 has to be taken with caution, because the zero points for the
M17 photometry were very uncertain, and there was a strong contamination by
background stars (An08). The uncertain fiducial sequence could account for the
offsets. The cluster M5 is an example for the shift of the turn-off towards redder
colors with increasing metallicity.

For the metal-rich open cluster NGC2420 (Figure 7.6) the absolute relative
distance error stays below 5% for roughly half the main sequence (g − i ≈ 1.4),
but rises steeply to 25% at g − i ≈ 2.2. For M67 we find an absolute relative
distance error smaller than 15% along the main sequence from g − i ≈ 0.5 to
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Figure 7.5: Same as Figure 7.3, but for the more metal-rich clusters M13, Pal5, M5 and M71. Note
that the fiducial sequence from An08 for M71 can’t be trusted because of a wrong photometric zero
point and contamination by background stars.

g − i ≈ 2.4. Finally, NGC6791 is fitted well to within a distance error smaller
than 20% for the color range 1.1 < g − i < 2.0.

To derive an estimate of the systematic distance error of the photometric par-
allax relation, we average over the differences between the distance that is pre-
dicted by the relation, dphot, and the distance given by the distance modulus of
each cluster, dcluster, using Δd/d instead of |Δd|/d here. To this end, we con-
centrate on the color range (g − i)TO + 0.05 < g − i < 1.6, where (g − i)TO

denotes the turn-off color, that is, the color at which a cluster’s main sequence
runs vertically.2 g − i = 1.6 corresponds approximately to the reddest color in
our our sample (see Figure 7.8 below). If available, we prefer the cluster se-
quences of Clem et al. (2008) for calculating Δd/d. Eliminating two outliers
(M15 and Pal5), we find across −2.0 < [Fe/H] < −0.3 relative distance errors
Δd/d = (dphot − dcluster)/dcluster) that are displayed in Figure 7.7. Nine of the
eleven considered cluster sequences suggest very small systematic errors, while
the distances to NGC5466 and M71 get under-estimated by 9.61% and 17.44%,
respectively. Averaging over all considered clusters, the systematic distance error
comes out as

〈Δd

d
〉 =

{
−3.28% ± 1.78% including M71,

−1.86% ± 1.19% excluding M71.
(7.4)

2This is the bluest color for which a value of the fiducial sequence exists.
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Figure 7.6: Same as Figure 7.3, but for the metal-rich clusters NGC2420, M67 and NGC6791.
Note the different color ranges between the cluster sequences.

Because we have found no annotation in Clem et al. (2008) that their sequence for
M71 might be unreliable, we will use the more stringent value of -3.28% when
we deal with the effects of velocity errors on our results.

The photometric parallax relation of Ivezic et al. (2008) is constructed from
redder than turn-off stars. Although the authors included an correction for age
effects and give a validity of their formula over the color range 0.2 < g− i < 4.0,
we see from Figures 7.3-7.6 that the application of the formula breaks down near
the turn-off, the color of which depends on metallicity and cluster age. Metal-poor
F stars in the disk, for example, have a lifetime considerably shorter than the age
of the stellar disk and are already in the turn-off phase. Having turn-off stars in
our sample can result in additional systematic distance and hence velocity errors,
which could lead to false stream detections. Theoretical isochrones could be used
to determine the color at which stars of a given metallicity and age are in the turn-
off phase. For example, the Girardi et al. (2004) ugriz isochrones would predict
a turn-off color of g − i ≈ 0.36 (0.22) for a 13.5 Gyr old stellar population with
[Fe/H]= −1.0 (−2.0). However, An08 have shown that the theoretical isochrones
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Figure 7.7: Distribution of relative distance errors Δd/d = (dphot − dcluster)/dcluster) derived from
eleven of the 13 clusters that lie in the metallicity range −2.0 < [Fe/H] < −0.3. The errors
of each cluster have been averaged over the color range (g − i) TO + 0.05 < g − i < 1.5. The
two clusters M15 and Pal5 have not been considered, while M71 has been kept, because it has a
sequence measured by Clem et al. (2008) with deep photometry.

of Girardi et al. (2000) are not consistent with their fiducial sequences; the model
colors for the main sequence are 2-5% too blue. Therefore we apply to our sample
a color cut that is based on the location of the turn-off and the behaviour of the
distance errors in Figures 7.3-7.5 rather than on theoretical models.

We show in Figure 7.8 the g − i-distribution of all stars with log g > 3.5,
flag=’nnnn’ (indicating normal spectra), d ≤ 2.0 kpc, σd/d ≤ 0.15 and [Fe/H]≤
−0.5. This is basically our final sample bevore applying a color cut. The dis-
tribution of the most metal-poor stars peaks at g − i = 0.4, at the approximate
position of the turn-off for thick-disk stars. Excluding all these stars from our
sample would yield more accurate distances, but decrease our sample by some
thousands of stars. One has to balance the more robust statistics of a larger sam-
ple size against the more reliable velocities and avoidance of "fake"stellar stream
detections. We decide in favour of the latter and apply a stringent color cut in
order to remove turn-off stars. We will, however, later investigate if we obtain
the same results using a larger sample, where we only require g − i > 0.2 in or-
der to stay in the valid range of the photometric parallax relation given by Ivezic
et al. (2008). We choose the color cuts depending on the metallicity of the stars as
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Figure 7.8: Distribution of the g − i color for all stars with flag=’nnnn’, log g≥ 3.5, d ≤ 2 kpc,
σd/d ≤ 15%, and [Fe/H]≤ −0.5. The peak at g − i = 0.4 approximately corresponds to the
location of the turn-off for clusters with thick-disk-like metallicities (Figure 7.5). In good part,
these histograms reflect the (complex) SDSS/SEGUE spectroscopic target selection.

follows:

g − i ≥

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0.55 if [Fe/H] > −1.0

0.50 if − 1.5 < [Fe/H] ≤ −1.0

0.45 if − 2.0 < [Fe/H] ≤ −1.5

0.40 if [Fe/H] ≤ −2.0

(7.5)

These color cuts ensure that we select stars that are at least 0.05 mag redwards of
the cluster turn-offs in the corresponding metallicity bins. We will not use stars
from the most metal-rich bin for our stream search, so we do not divide this bin
further. The color cut, however, should be valid for stars up to Solar metallicity.
For reference, the Sun (a G2 star) has a g− i color of 0.546 - 0.595, depending on
the color transformations used (Andreas Just 2008, priv. comm.).

To summarize our results, the photometric parallax relation from Ivezic et al.
(2008) performs very well in fitting the main sequences for clusters with metal-
licities of [Fe/H] � −0.3. On average, it predicts distances that are wrong by
−3.28% ± 1.78%. For this reason we adopt it to determine distances to all the
dwarfs and sub-dwarfs (log g > 3.5) in our sample. For more metal-rich clusters
([Fe/H] � −0.3) the uncertainties are generally higher, although they can vary a
lot along the main sequence. Further investigations with a larger number of clus-
ters will be needed in order to clearly determine the accuray of the relation for
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metal-rich stars. The location of the turn-off in the cluster sequences allows us to
apply a color cut to get rid of turn-off stars without relying on theoretical models.

3D Velocities, from vrad, dphot and 
μ

From the photometric parallax relation, Equation (7.1)-(7.3), and the dereddend
r-band magnitudes we calculate the distance to each star via

d[kpc] =
1

100
× 100.2(r−Mr). (7.6)

We calculate the statistical distance error from the Gaussian error propagation:

σd =
1

5
d ln 10

√
(σr)2 + (σMr)

2, (7.7)

σr is given for each star in our sample. σMr follows from Equations (7.1)-(7.3) and
the given errors for [Fe/H] and g − i. The mean statistical relative distance error
of our sample account for 7.58% ± 0.01%. The intrinsic (systematic) scatter of
3.28% (equation 7.4) is less than half of this value, and can be neglected against
the statistical errors (see Section 7.4 below). Later, we restrict our selection to
stars with statistical distance errors σd

d
≤ 15% and distances d ≤ 2kpc, so in the

worst case when we add statistical and systematic errors the actual distance could
be 2.37 kpc instead of 2 kpc (with a total distance error of 28.28%).

Typical proper motion errors are 3.5 mas yr−1 (Munn et al., 2004), so a typical
proper motion of 10 mas yr−1 together with 15% (25%) distance error leads to
an error of the transverse velocity of a star of 18 · d [kpc] (20 · d [kpc]) km s−1.
We show in Figure 7.9 the statistical velocity error distribution of 37,136 stars
satisfying flag=’nnnn’, log g ≥ 3.5, d ≤ 2 kpc, σd/d ≤ 15%, and our color cuts,
equation (7.5). Additionally, we show in the small window all 23,512 stars that
also fulfill [Fe/H]≤ −0.5, because we cut at this metallicity for our final sample
of metal-poor stars. The velocities and their errors have been calculated using
equations (4.30) and (4.32) in Section 4.2.2 and equation (6.8) in Section 6.1.2.
The velocity error distribution rises to its peak around 10 km s−1 for W and around
12–15 km s−1 for U and V and then falls off quickly. If we only select metal-poor
stars from the above sample, the error distribution for U and V shifts to a peak
around 13-15 km s−1. For W the errors increase only slightly. The reason is that
the more metal-poor stars are on average farther away. We choose to accept errors
up to 35 km s−1 for all three velocity components.

We look at the metallicity-velocity-distribution for all stars that have flag=’nnnn’,
log g≥ 3.5, d ≤ 2 kpc, σd/d ≤ 15% and satisfy the color cuts, equation (7.5), to
get further support for the correctness of our adopted distances. In Figure 7.10 we
have plotted [Fe/H] versus the radial, rotational and vertical velocity components,
respectively3.

3vϕ and vR are the azimuthal and radial velocity components in cylindrical coordinates and
equal to Θ or Π, respectively, which have been introduced in Equation (4.23), Section 4.2.1.
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Figure 7.9: Distribution of errors for the velocity components U (solid), V (dotted) and W (dash-
dotted) for all stars with flag=’nnnn’, log g ≥ 3.5, d ≤ 2 kpc and σd

d ≤ 15%. The small window
shows the same distribution, but now for stars with the additional restriction [Fe/H]≤ −0.5.

Figure 7.10 not only shows the trend of decreasing rotational velocity with
decreasing metallicity, but also exhibits the stellar components of the Milky Way
near the Sun. The thin disk is visible as a horizontal balk of metal-rich stars
([Fe/H]� −0.3) on nearly circular orbits, lagging the LSR with about 20 km s−1

on average. At [Fe/H]≈ −0.5 there is a smooth transition to a balk of stars that
is tilted towards lower vϕ values and has increasing velocity dispersions. This
is the thick disk which is usually considered to be dominated by stars within
−1 < Fe/H < −0.5 (Freeman, 1987; Carney et al., 1989). We confirm the
findings of e.g. Chiba and Beers (2000) and Arifyanto et al. (2005) of a large
number of stars with disk-like kinematics at intermediate metallicities in the range
−1.7 � Fe/H] � −1. Some authors found this metal-weak tail of the thick disk
even reaching beyond [Fe/H]� −2 (e.g. Beers and Sommer-Larsen, 1995). For
even lower metallicities the stars "purely"belong to the halo component, which is
clearly visible as the spheroidal distribution centered at [Fe/H]≈ −1.7 at slightly
prograde rotation. The stars with [Fe/H]< −2.0 move on average with veloci-
ties (vR, vϕ, W ) = (−2 ± 4, 37 ± 4, 0 ± 3) km s−1 with velocity dispersions of
(σR, σϕ, σW ) = (121 ± 3, 106 ± 3, 100 ± 2), in good agreement with the results
obtained by Chiba and Beers (2000). This gives us further reason to believe that
our adopted distances are correct.

108



7.1 The Data

Figure 7.10: Distribution of stars that have flag=’nnnn’, log g ≥ 3.5, d ≤ 2 kpc and σd

d ≤ 15%,
and satisfy the color cuts, equation (7.5), in [Fe/H] versus vϕ, vR and W . The components of the
Milky Way near the Sun are clearly visible from the middle panel: the thin disk ([Fe/H]� −0.3),
thick disk (the tilted thick balk dropping towards lower vϕ from [Fe/H]≈ −0.3) and the stellar
halo (the spheroidal distribution centered at [Fe/H]≈ −1.6, vϕ slightly above 0). The dotted lines
are for reference and mark the velocity of the LSR (vϕ = 220 km s−1.

7.1.2 A Sample of Metal-Poor Stars within 2 kpc with 6D Phase-
Space Coordinates

In order to get the best available sample regarding accuracy of distances and suit-
ability for our stellar stream search, we only keep stars satisfying the following
criteria (the number in parentheses indicates the number of stars that are left after
each step):

• log g≥ 3.5 in order to only select (sub-)dwarfs to which we can apply the
photometric parallax relation (141,286)

• flag=’nnnn’, indicating that there is no problem with the spectrum (118,584)
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• distance d ≤ 2 kpc, because our search strategy requires nearby stars; also,
the proper motions are more accurate for nearby stars (44,484)

• relative distance errors σd/d ≤ 0.15 (44,087)

• total space velocity vtotal < 600 km s−1 to exclude stars with apparently
false proper motion measurements (44,034)

• velocity errors smaller than 35 km s−1 for U , V and W (43,512)

• g − i ≥ (g − i)TO, where (g − i)TO depends on the metallicity of a star
according to equation (7.5), to exclude turn-off stars (35,864)

• we restrict ourselvs to [Fe/H]≤ −0.5, because we concentrate on thick-disk
and halo substructure4(22,321)

The distance-cut of 2 kpc is necessary, because our search strategy for streams
assumes a constant rotation curve and that we can approximate the radial and ro-
tational velocities by U and V , respectively. In addition, we gain higher accuracy
in the velocities, because the proper motions are more accurate for more nearby
stars. The spatial distribution of our sample is shown in Figure 7.1 as the red dots.
It is distributed over the same volume as the full DR7 sample.

Although our final sample is only 14% of the original 154,888 stars, we have
a sample of nearby metal-poor stars of both unprecedented quantity and quality
(compare to e.g. Helmi et al., 1999; Chiba and Beers, 2000; Arifyanto and Fuchs,
2006; Dettbarn et al., 2007). We show the color, distance and metallicity distribu-
tion of our final sample in Figure 7.11. The distribution peaks at g − i = 0.7 (the
color of a G star) with a tail extending to g − i ≈ 1.3 (K6-K7 stars). It is inter-
esting that there remain some presumable turn-off stars in the g − r-distribution
at g − r ≈ 0.3 for the most metal-rich bin (−1.0 < [Fe/H] ≤ −0.5)5, although
this is not the case in the g − i-distribution. It is known that the g − r color has
worse signal-to-noise properties than the g − i color (Ivezic et al., 2008), which
could cause some larger scatter in the g− r-distribution. Also, the fraction of pre-
sumable turn-off stars is so small that the influence of their systematically wrong
distances on our analysis can be neglected.

7.2 Search Strategy for Streams

To search for stellar halo streams in our sample we adopt the method outlined by
Dettbarn et al. (2007) and described more detailed in Section 5.3.2. This method
is a generalization of the formalism outlined in Section 4.4.3 and used in Chapter 6
to identify stellar streams in RAVE data. For the RAVE stars, which are dominated
by stars with disk-like kinematics, we assumed that their azimuthal velocity could

4Also, higher metallicities are unreliable because of a calibration error that has only been fixed
recently and is not yet corrected in the CAS (Timothy Beers 2008, private communication)

5For the more metal-poor bins the turn-off lies bluewards of g − r = 0.3.
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(a) g − r (b) g − i

(c) d (d) [Fe/H]

Figure 7.11: Distribution of stars from our final sample in colors g − r (a), g − i (b), distance d
(c), and metallicity [Fe/H] (d). Because of the applied color-cuts, the sample consists of G and
K stars. In panels a and b we display the color distribution for three bins in [Fe/H]. The different
panels show that our sample is dominated by stars of the thick disk.

be approximated by V + VLSR, thereby projecting their orbits into the meridional
plane. Halo stars move on random, more eccentric orbits, and we can apply the
same formalism if we group them together according to the inclination of their
orbital planes. According to our simulations in Section 5.3.2, stellar streams will
then show up as overdensities in (Vaz, VΔE)-space, even for highly eccentric orbits.

We use metallicities [Fe/H] to discriminate between stellar populations with
different origins. We divide our sample into 4 sub-samples (hereafter s1,s2,s3,s4)
with decreasing metallicity:

• s1: −1.0 < [Fe/H] ≤ −0.5 (15856)

• s2: −1.5 < [Fe/H] ≤ −1.0 (3676)

• s3: −2.0 < [Fe/H] ≤ −1.5 (1931)

• s4: [Fe/H] ≤ −2.0 (858)

The number in parenthesis is the number of stars in the corresponding sub-sample.
For each sub-sample, we collect the stars with similar orbital inclinations in small
ν-slices. We bin the inclination angles into 30◦ wide bins that overlap by 15◦.
Thereby we make sure to reduce bin boundary effects on the results. In each
ν-slice we conduct the search for stellar streams in the space spanned by angu-
lar momentum and eccentricity, or (Vaz, VΔE. To amplify the overdensities we
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use the wavelet transform technique with a skewed Mexican-hat-shaped analyz-
ing wavelet (see Section 6.4 for more details). We set the scale parameter to
a = 12 km s−1, comparable to the velocity errors, and the elongation parameter
to q =

√
3. We use cells in (Vaz, VΔE-space of 3 km s−1 width on each side. The

resulting contours of the wavelet transform are shown in Figures 7.12-fig:wl-s4.

Figure 7.12: Wavelet transform of the distribution of stars from the metallicity sub-sample s1 (de-
fined on page 111) in (Vaz, VΔE-space, shown in bins of different orbital inclination. The contours
in each ν-bin range from 10% to 100% of the maximum value of the wavelet transform and are
color coded accordingly from purple to red. We have marked the positions of all already known
stellar streams given in Table 7.3 with thick crosses and circled in red overdensities that we discuss
in Section 7.6.
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Figure 7.13: Same as Figure 7.12, but now for stars in the metallicity sub-sample s2.

7.3 Placing Solar Neighborhood Streams in the (Vaz, VΔE)-
Plane

An important difference between tidal streams in the halo and dynamical steams
in the disk is the expected shape of the velocity distribution function f(U, V, W ).
Dynamical streams, that is, stars trapped around resonant circular orbits, perform
small radial oscillations around their closed parent orbit; the vertical motion, how-
ever, is unaffected by the resonance and can be treated as independend from the
planar motion. In the flattened disk potential phase-mixing is most efficient in the
vertical direction, hence increasing the W -velocity dispersion of the stars faster
than in the other two directions. These streams can be identified by their dis-
tinct location in (U, V )-space, but not in W . Therefore, their inclination angles
ν, which depend on W , can not be clearly assigned. However, the W -velocities
usually are so small that they can be neglected, and the stars are concentrated
around ν = 90◦ in both ν-directions. For tidal streams that generally are expected
to reach higher distances above and below the plane, the vertical and planar mo-
tions are not independent, but express the tidal origin of the stream. The stars
show a characteristic shape of f(U, V, W ) and move on orbits with both similar
eccentricities and inclinations (see Sections 5.2.1 and 5.3.2).

As a first step in the analysis of the SDSS data, we explore whether we see
evidence in these data for the already known strams. We have taken the velocities
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Figure 7.14: Same as Figure 7.12, but now for stars in the metallicity sub-sample s3.

of already known stellar streams from the literature and evaluated their velocities
Vaz, VΔE, and orbital inclinations ν. The results are given in Table 7.3 and marked
with thick crosses in Figures 7.12- 7.15. For the streams AF06, Arcturus and
Kapteyn’s stream we give mean values of their W -velocities for both the stars
moving upwards and downwards. This locates these streams in a broad band of
ν-angles around ν = 90◦ (the plane), which we delimit by marking the stream
location over multiple panels in Figures 7.12-7.15.
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Figure 7.15: Same as Figure 7.12, but now for stars in the metallicity sub-sample s4.
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stream 〈|U |〉 σ|U | 〈V 〉 σV 〈W 〉 σW 〈Vaz〉 〈VΔE〉 〈ν〉
expected
in sub-
sample

Herculesa 42 28 169 9 −8 17 52 240 81 s1,s2,s3
AF06b 64 140 −46

41
27
30

147
146

121
121

108
74

all
Arcturusb 55 95 −57

31
31
26

110
100

165
180

120
72

all
Kapteync 13 82 −69 6 −47

−43
42
38

−83
−81

425 56
122

s1,s2,s3

RAVEd 24 15 61 5 121 30 135 122 27
un-
known

H99e 80 150 −250
290 130 150 s2,s3,s4

S1
f 100 250 165

un-
known

S2
f

−100
520 6

un-
known

S3
f

−100
470 170

un-
known

ωCeng ∼
−100

∼
520

∼
25

s2,s3

a Famaey et al. (2005)
b Arifyanto and Fuchs (2006)
c Eggen (1996)
d Section 6.6
e Helmi et al. (1999)
f Dettbarn et al. (2007)
g Dinescu (2002); Brook et al. (2004a)

Table 7.1: Velocities and derived effective integrals of motion for already known solar neighborhoodstreams.
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7.4 The Effects of Systematic Distance Errors

To test the effects of possible systematic errors on our results, we have added the
-3.28% systemtic distance error that we found through comparison of the photo-
metric parallax relation to cluster fiducial sequences in Section 7.1.1 to each star
and then re-calculated their velocities and the wavelet transform for a subset of
stars. As an example we show in Figure 7.16 contours of the wavelet transform
of the distribution of stars from sub-sample s4 in the ν-slice 150◦-180◦ without
(a) and with additional distane errors (b). The effect of additional errors is to
slightly change the shape and relative "height"of some features, but the location
of the overdensities does not change much. Therefore our results should be robust
against any systematic distance errors.

(a) without additional distance errors (b) with additional 10% distance errors

Figure 7.16: Contours of the wavelet transform of the distribution of stars from sub-sample s4 that
lie in the ν-range 150◦-180◦ (a). Panel (b) is the same distribution, but after adding a systematic
distance error of -3.28% to the data. Note that the overdensities slightly change shape and relative
"height", but keep their position.

7.5 Estimating the Significance of Overdensities

It is clear that overdensities in (Vaz, VΔE) can and will emerge through Poisson
noise, especially in regions that are sparsely sampled by the data. As described in
Section 6.5, we can adress this problem by performing Monte Carlo simulations
with stars randomly drawn from a smooth distribution. From these we can build
the residuals of the wavelet transforms of each individual simulation against the
mean value of all wavelet transforms, which represents a smooth distribution.
For each cell in (Vaz, VΔE we can calculate the variance and use it to obtain a
significance map of the overdensities (more details are given in Section 6.5).

For the smooth halo and thick disk components, we adopt the results of Chiba
and Beers (2000), who characterize the halo through a mean rotational velocity
at 〈Θ〉 ≈ 30 km s−1 with a radially elongated velocity ellipsoid (σU , σV , σW ) =
(141 ± 11, 106 ± 9, 94 ± 8) km s−1. We further use 〈Θ〉 = 190 km s−1 and
(σU , σV , σW ) = (46±4, 50±4, 35±3) for the thick disk and adopt their estimated
fraction of thick disk stars in our sub-sample s0 as 80%, in s1 as 30% and in s2
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as 10%. We are aware that the azimuthal drift for the thick disk stars is at the
lower end of values given in the literature; for example, Soubiran et al. (2003)
find 〈Θ〉 = 159 ± 5 km s−1 from spectoscopic and kinematical analysis of nearly
400, mostly clump giant stars. However, there sample was limited to stars with
abundances [Fe/H]> −0.65 and distances d � 800 pc, so the Chiba and Beers
(2000) data more closely resemble our own data.

To each velocity drawn from the smooth kinematic models with Gaussian ve-
locity ellipsoids we assigned as an additional velocity error the mean velocity
error of our data, that is,

(〈ΔU〉,〈ΔV 〉,〈ΔW 〉)=(14.9, 15.7, 12.2) km s−1. For
each metallicity sub-sample we built 30 Monte Carlo realizations with (by con-
struction) smooth velocity distributions, consisting of the same number of stars as
the sub-sample. The Monte Carlo samples were then analyzed in the same way
as the real data, that is, through collecting the stars in different ν-bins and per-
forming the wavelet analyses in these bins. Because the number of stars in each
ν-bin is small, we expect a considerable amount of shot-noise. Also, because the
velocity dispersions are very large, small deviations from our choice of the ve-
locity ellipsoid would probably result in large changes of the significances. We
therefore treat the significances not as the definitive proof that an overdensity is
real, but more as an additional support. The significance maps for sub-samples
s1-s4 are shown in Figures 7.17 - 7.20, where we have only displayed areas with
σ ≥ 2. Apparently the Monte Carlo samples predict to few stars on disk-like
orbits, especially for the metallicity sub-samples s1 and s2.

7.6 The Results: Stellar Halo Streams

Here we explore the best "slicing"in orbit parameter and metallicity space by
using (Vaz, VΔE, ν, [Fe/H]). Metallicity is an additional constraint to distinguish
tidal and dynamical streams, or different streams that occupy the same region
in (Vaz, VΔE, ν)-space. Tidal debris still carries the chemical information of its
progenitor, while dynamical streams are composed of stars that lack a common
origin. We will start our discussion with a short investigation of substructure in
the thick disk, but then concentrate on presumable halo stars on non-disk-like
orbits.

7.6.1 Substructure in the Thick Disk

We will discuss the phase-space distribution of the stars starting with the highest
metallicity bin s1 (Figure 7.17). Stars in this metallicity range between [Fe/H]=
−0.5 and −1.0 should be dominated by members of the thick disk; this is clearly
discernible as the smooth distribution of stars with inclination angles around 90◦

that rotate with 〈Vaz〉 ≈ 200 km s−1 around the Galactic center. A hint of the
Hercules stream is present, marked by a cross symbol. The streams Hercules,
AF06 and Arcturus are thought to be different resonances with the bar of the
Milky Way and as such to affect also thick-disk stars.
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Figure 7.17: Significance map of the overdensities from Figure 7.12. Only areas with a σ ≥ 2 are
shown. The contours range from 2 (blue) to 10 (red). Note the abundance of stars on disk-like
orbits. The crosses mark the expected position of already known stellar streams. Some appear
more than once, because the steams associated with them are well-defined in (U, V ), but not W ,
so they span a broader range of orbital inclinations (because ν = arctan V

W ).

For higher inclined orbits the distribution of stars peaks at lower azimuthal
velocities (see also Figure 7.12), indicating that the fraction of halo stars increases.
In addition, at angles of |ν−90◦| � 45◦ overdensities of stars on retrograde orbits
start to show up. There is no more smooth stellar component on such orbits. At
such orbital inclinations, a few stars are enough to create an artificially high signal,
because the variances of the residuals between the single Monte Carlo realizations
and their smooth superposition are nominally very small. Therefore we question
such overdensities in s1 to be real, unless they also show up in other metallicity
sub-samples.

The amount of substructure increases for the sub-sample s2, which consists
of stars in the range −1.5 < [Fe/H] ≤ −1.0 (Figure 7.18). There is still a large
amount of stars on disk-like orbits, with 46% of the stars having orbital inclina-
tions between 75◦ and 105◦. The mean rotational lag with respect to the LSR in-
creases further. According to Chiba and Beers (2000), 〈V 〉 decreases linearly with
[Fe/H] for [Fe/H]� −1.7 and stays approximately constant below [Fe/H]= −1.7.
It is hard to make out substructure among the stars on disk-like orbits, but we
think we see a hint of the stream detected by Arifyanto and Fuchs (2006) and
Helmi et al. (2006), labeled ’AF06’. Its stars have orbital inclinations ranging
from slightly below to slightly above the Galactic plane, depending on whether
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Figure 7.18: Same as Figure 7.17, but now for the significances of the sub-sample s3. Also in this
sub-sample, there are too few stars on disk-like orbits predicted by the smooth model.

we take stars with positive or negative W -velocities from the list of member stars
given in Arifyanto and Fuchs (2006). These stars move on no well-defined "or-
bital planes", because they are sensitive to the flattened disk-potential. We detect
a signal of this stream at (Vaz, VΔE) ≈ (140, 110) km s−1 in the ν-slice 90◦-120◦,
maybe even extending towards 105◦-135◦.

In the sub-sample s3, at metallicities in the range −2.0 < [Fe/H] ≤ −1.5
(Figure 7.14), the fraction of halo stars dominates above the thick disk stars. In
the regions of the dynamical streams Hercules and AF06 we detect signals that
are significant above σ ≥ 2 (Figure 7.19). These signals remain even for the sub-
sample s4, where the fraction of thick disk stars should be negligable, showing
that still some thick disk stars are present (Figure 7.20).
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Figure 7.19: Same as Figure 7.17, but now for the significances of the sub-sample s3.

Figure 7.20: Same as Figure 7.17, but now for significances of the sub-sample s4.

121



7 Halo Streams in SDSS DR7

7.6.2 Confirming the Discovery of the RAVE DR1 Stream

We now concentrate on the location of the stream that we discovered in the RAVE
DR1 (Chapter 6). This stream is centered at a mean of (Vaz, VΔE) ≈ (135, 122)
km s−1 and ν ≈ 30◦.6 The stars of this stream posess high vertical and low
radial velocity components, 〈W 〉 = 121 ± 2 km s−1 and 〈U〉 = 24 ± 2 km s−1

(Section 6.9). Their V -velocities range from −180km s−1 � V � −140 km
s−1, so their orbital plane is inclined at an angle of ν ≈ 30◦. Indeed, in the ν-
range 15◦-45◦ there exist overdensities very close to the predicted position of the
’RAVE’ stream: one in sub-sample s1, at Vaz ≈ 140 km s−1, which we labeled as
’R1’ (Figure 7.12), and one in sub-samples s2 and s3, at lower azimuthal velocities
of Vaz ≈ 120 km s−1, which we labeled ’R2’ (Figures 7.13 and 7.14). The fact
that ’R2’ is located at the same position in s2 and s3 makes it unlikely that it is
created from Poisson noise. The possibility existsts that ’R1’ and ’R2’, which
posess slightly different angular momenta, are connected, maybe resembling two
distinct streams from a disrupted satellite.

To test this hypothesis, we proceed as follows: we first look at the distribution
of ν-angles of all stars that lie at the positions of ’R1’ and ’R2’ in (Vaz, VΔE)-
space in order to check which orbital inclinations can be assigned to the over-
densities, and if they differ for ’R1’ and ’R2’. Then we can pick stream member
stars according to their positions in Vaz, VΔE, and ν, and look at their metallicty-
distributions.

We select the (Vaz, VΔE)-position of the two streams in the following way: for
the stream at Vaz ≈ 140 km s−1, ’R1’, we require |(Vaz, VΔE) − (140, 120)| ≤
(30, 30) km s−1, |ν − 30◦| ≤ 30◦ and a value of the wavelet transform in s1
of at least 90% of its maximum value in that ν-range (which corresponds to the
red-colored contours in Figures 7.12-7.15). We also add stars from sub-samples
s2 and s3 that lie in this region of (Vaz, VΔE)-space as possible stream-members
at lower metallicities, although their signature is notvisible in the significance
maps 7.18 and 7.19. For the stream ’R2’ at Vaz ≈ 120 km s−1, we require
|(Vaz, VΔE) − (120, 150)| ≤ (30, 30) km s−1, |ν − 30◦| ≤ 30◦ and a value of the
wavelet transform in s2 of at least 90% of its maximum value in that ν-range.
We also add stars from s1 that lie at this position as possible stream members of
higher metallicity. The distribution of ν-angles is shown in Figure 7.21

From Figure 7.21 we can not clearly assign an orbital inclination to the stream
’R1’; stars distributed around ν ≈ 25◦ and ν ≈ 40◦ contribute both to the signal
in the wavelet-transform in Figure 7.12. In contrast, at the position of ’R2’ there
is a group of stars that peak around ν = 30◦, which is the orbital inclination of the
’RAVE’ stream. Assuming that ’R1’ and ’R2’ stem from the same progenitor, it
is possible that the difference in the ν-distibutions is caused by accelerations and

6In the analysis of the RAVE stars we projected their azimuthal motions onto the
Galctic plane by adopting a cylindrical coordinate system and setting V az = V , VΔE =√

U2 + 2(Vaz − 220km s−1)2. This worked because the RAVE sample did not contain many halo
stars. The elongation of the stream in the RAVE sample, however, could be a hint that we actually
projected more than one stream on different orbital planes onto the Galactic midplane.
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(a) ’R1’ (b) ’R2’

Figure 7.21: Distribution of orbital inclinations ν of stars that lie at the same (V az, VΔE)-position
as the red contoured peaks of the overdensities ’R1’ in Figure 7.12 (a) and ’R2’ in Figure 7.13 (b).
’R1’ is not clearly peaked around a distinct orbital inclination, while ’R2’ is centered at ν ≈ 30 ◦.
The ν-range of 0-60◦ is part of the preliminary condition for presumable member stars of ’R1’
and ’R2’.

decelerations of the streams particles by their precursor object’s potential (Choi
et al., 2007). However, in this case they still should exhibit the same metallicity
distributions. The fact that ’R1’ is mostly present in the sub-sample s1, while
’R2’ shows up in s2 and s3, suggests that the [Fe/H]-distributions are different.
We compare the [Fe/H]-distributions in Figure 7.22, where we now confine the
presumable stream members into the ν-range |ν − 30◦| ≤ 15◦. In the large panels
the stars are further selected to lie at the position where the wavelet transform
takes on at least 90% of its maximum value in this ν-range, while we lessen this
reqirement to 75% in the small panels to obtain more stars.

(a) ’R1’ (b) ’R2’

Figure 7.22: Large panels: [Fe/H]-distribution of stars that lie at the same (V az, VΔE)-position as
the red contoured peaks (wl= 0.9·wlmax) of the overdensities ’R1’ in Figure 7.12 (a) and ’R2’ in
Figure 7.13 (b). ’R1’ seems to peak at lower metallicity than ’R2’. Small Panels: Same as the large
panels, but now stars have been selected from a larger region confined through wl= 0.75·wl max.
The difference between both [Fe/H]-distributions is more pronounced.

The two [Fe/H]-distributions are not compatible with the theory that both
streams originate from the same precursor object. The [Fe/H]-distributions of
’R2’ peaks at metallicities between −1.2 and −1.8, and the stream does not seem
to contain stars more metal-poor than [Fe/H]= −0.5. On the other hand, ’R1’
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Figure 7.23: Distribution of presumable members of the stream discovered in RAVE data in
(Lz, L⊥)-space. Light blue dots show stars in the range −1.0 < Fe/H ≤ −0.5, blue dots show
stars in the range −1.5 < Fe/H ≤ −1.0 and green dots stars with −2.0 < Fe/H ≤ −1.5. The
small black dots are all stars in our sample with −2.0 < Fe/H ≤ −0.5 and |ν − 30◦| ≤ 15◦.

has one peak at [Fe/H]≈ −1.6, and a broad plateau possibly continuing beyond
[Fe/H]= −0.5. We have checked wether there is a correlation between the double-
peaked ν-distribution and the [Fe/H]-distribution of ’R1’, but such a correlation
does not exist. Therefore we conclude from the ν- and [Fe/H]-distributions that
a tidal origin of ’R1’ is ruled out. ’R1’ and ’R2’ are not correletad in the sense
that they originate from a single progenitor, and the high significance of ’R1’ (ig-
ure 7.17) could be a result of the small variance of our smooth reference model in
this region of (Vaz, VΔE, ν)-space.

We keep ’R2’ as a tidal stream candidate and show its (Lz, L⊥)- and (U, V, W )-
distribution in Figures 7.23 and 7.24, respectively. We use light blue dots for
stars in the metallicity range −1.0 < Fe/H ≤ −0.5, blue dots for stars with
−1.5 < Fe/H ≤ −1.0 and green dots for stars in the range −2.0 < Fe/H ≤ −1.5.
The small black dots are stars in the range −2.0 < Fe/H ≤ −0.5 and |ν − 30◦| ≤
15◦ and are displayed as the background population. The stars approximately
show a "banana"shaped distribution in (U, V ), which is typical for tidal streams
near their apocenters (Helmi et al., 2006). The banana shape results from the
condition VΔE = const., which describes an ellipse in (U, Vaz), that is, in the radial
and azimuthal velocity in the orbital plane of the stream (compare also to our
simulations in Section 5.2.1). If the distribution in W is sufficiantly narrow, this
shape also appears in the (U, V )-distribution.

The U-,V - and W -velocities are consistent with those found in the RAVE
sample: (〈U〉, 〈V 〉, 〈W 〉) = (−5 ± 13, 59 ± 5, 98 ± 3) km s−1. Also the re-
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gion occupied in (Lz, L⊥)-space resembles that which we have assigned to the
new stream in the significance map, Figure 6.19. We have good reason to believe
that we have rediscovered our proposed new stream. The metallicity-distribution,
Figure 7.22(b), suggests that the stream consists of stars mainly in the range
−1.8 � [Fe/H] � −1.2.

Figure 7.24: Distribution of presumable members of the stream discovered in RAVE data in
(U, V, W ). Note the banana shaped (U, V ) distribution centered at U = 0, indicating that the
stream stars are near their apocenters.

7.6.3 A New Stream Candidate

Centered at even lower orbital inclination than the ’RAVE’ stream in sub-sample
s2 (Figure 7.13), we find an overdensity of stars around (Vaz, VΔE) ≈ (−60, 400).
This overdensity extends towards the sub-sample s3, so it is unlikely to be caused
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by Poisson noise. Because we do not know of any stream in the literature with
such kinematics, we have labeled this overdensity ’C1’ for our first new stream
candidate. The significance of this feature is ≥ 2 in Figure 7.18, but not in Fig-
ure 7.19. We analyze its velocity-, angular momentum- and [Fe/H]-distribution in
Figure 7.25.

Because the velocity-distribution is symmetric around U = 0, these stars must
be moving towards and away from their apocenters. The typical banana shape
is indicated in the (U, V )-distribution, but not perfect: because of the high or-
bital inclination, the banana shape in (U, Vaz) (which is predicted by the condition
VΔE =const.) does not perfectly translate into (U, V ). The metallicity distribution
is roughly symmetric around [Fe/H]= −1.5 and hints towards the distribution of
tidal debris from a single metal-poor progenitor. We propose C1 to be a newly
discovered halo stream passing the Solar vicinity.

7.6.4 Two Related Streams?

The retrograde stream labeled ’S3’ was discovered by Dettbarn et al. (2007) as
an overdensity centered at (Vaz, VΔE, ν) = (−100, 470, 170◦). We also find an
overdensity of stars at this position in sub-sample s2, but peaked at ν ≈ 155◦.
Nevertheless, we identify this overdensity with ’S3’, because from Figure 3 in
Dettbarn et al. (2007) we can see that the wavelet contours of their feature seem
to extend towards ν ≈ 155◦.

In the ν-slice 120◦-150◦ we detect another overdensity at nearly the same
(Vaz, VΔE)-values like ’S3’, to which we assign the name ’C2’. This corresponds
to a second peak in the ν-distribution of stars in the (Vaz, VΔE)-range centered at
≈ (−105, 480), to which we assign the name ’C2’. We suspect that both ’C2’
and ’S3’ contribute to the high signal of the wavelet transform in the ν-slice 135◦-
165◦ in Figure 7.13. This is shown in Figure 7.26, where we have plotted the
ν-distribution of all stars that are located at the same (Vaz, VΔE)-position as the
overdense region in this ν-slice. The two peaks at ν ≈ 155◦ and ν ≈ 135◦ corre-
spond to the streams ’S3’ and ’C2’, respectively.

’S3’ and ’C2’ appear to be two distinct streams that move with nearly the
same orbital inclinations and eccentricities, but on different orbital planes that
differ by only ∼ 20◦. The double-peaked ν-distribution could hint towards two
tidal streams lost at different times from a progenitor which orbital plane has pre-
cessed slightly during many orbits in the Milky Way. We test this hypotheses by
analyzing the kinematical and chemical properties of both streams.

In Figure 7.27 we show the (U, V, W )-, (Lz, L⊥)- and [Fe/H]-distributions for
’C2’ (left column) and ’S3’ (right column). Although it seems that ’C2’ does not
contain stars in the range −2.0 < [Fe/H] ≤ −1.5 from the "gap"in the wavelet
transform contours in Figure 7.14, we include stars from sub-sample s3 and also
s4 that lie in the same region as the presumable stream members from s2. This
is justified from the [Fe/H]-distribution in the left column in Figure 7.27, which
peaks at [Fe/H]≈ −1.5 and falls off along a tail towards lower metallicities. It
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resembles the distribution of a tidally disrupted stellar population at the same age.
We do the same for ’S3’ and include all stars in the range [Fe/H] ≤ −0.5 and
|ν − 155◦| < 15◦. Also this stream peaks around [Fe/H]≈ −1.5.

The banana-shaped (U, V )-distribution for the stream ’C2’ indicates that its
stars are near their apocenters. The velocity-distribution of ’S3’ is only slightly
different. The stars seem to be not as close to their apocenters as the ’C2’ stars.
Both the (U, V, W ) and [Fe/H]-distributions seem to support the hypothesis that
’C2’ and ’S3 are two streams with a common origin. In this case we would classi-
cally expect that the Lz-components are similar for both streams, if the potential is
static and axisymmetric. However, Choi et al. (2007) have shown that a disrupted
satellite can produce several dissociated clumps in (E, Lz)-space owing to decel-
erations and accelerations of the tail particles by the satellite potential. This effect
would depend on the satellite mass, host halo mass, and time since disruption, but
could account for the small differences between the two streams. Also, dynamical
friction could have altered the precursor object’s orbit during the times when ’C2’
and ’S3’ became unbound (Quinn and Goodman, 1986; Quinn et al., 1993).
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(a) [Fe/H] (b) (Lz , L⊥)

(c) (U, V, W )

Figure 7.25: Distribution of members of the stream candidate ’C1’ in (a) (L z, L⊥), (b) metallicity
[Fe/H], and (c) (U, V, W ). Blue dots show stars in the range −1.5 < Fe/H ≤ −1.0 and green
dots stars with −2.0 < Fe/H ≤ −1.5. The small black dots are all stars in our sample with
−2.0 < Fe/H ≤ −1.0 and |ν − 15◦| ≤ 15◦. The (U, V ) distribution is symmetric around U = 0,
indicating that the stream stars are well-mixed and near their apocenters.
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Figure 7.26: Distribution of orbital inclinations ν for all stars in sub-sample s2 that occupy the
same region in (Vaz, VΔE)-space like the overdensity labeled ’S3’ in Figure 7.13, ν-slice 135◦-
165◦. The location of the overdensity is selected from the appropriate ranges in V az and VΔE

and the condition that the wavelet transform has at least 50% of its maximum value (to select the
green-framed "bump").
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Figure 7.27: (U, V, W )-, (Lz, L⊥)-, and [Fe/H]-distribution of stars belonging to the stream can-
didate ’C2’ (left column) and ’S3 (right column), respectively. Light blue dots show stars in the
range −1.0 < Fe/H ≤ −0.5, dark blue dots in the range −1.5 < Fe/H ≤ −1.0, and green dots
stars with −2.0 < Fe/H ≤ −1.5. The small black dots are all stars in our sample that occupy the
same [Fe/H]- and ν-ranges as the member stars of ’C2’ and ’S3, respectively.
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7.6.5 The Helmi Stream

We again look at the metallicity range of sub-sample s2, −1.5 < Fe/H ≤ −1.0,
and find an overdensity of stars on a highly prograde orbit inclined at ν ≈ 150◦.
This is the stream discovered by Helmi et al. (1999), located at (Vaz, VΔE, ν) =
(300, 120, 150◦), in very good agreement with the signal of this stream in the
dataset of Dettbarn et al. (2007) (see Table 7.3). The stream, labeled ’H99’
was originally discovered as an overdensity of stars in angular momentum space.
Later, Chiba and Beers (2000) confirmed the existence of this stream in their own
dataset and identified a possible extension towards higher azimuthal rotation. Al-
though their dataset was approximately three times the size of the sample used by
Helmi et al. (1999), the number of stream stars (N = 10) stayed constant. They
hypothesized that the ’H99’ stream could be related to the "trail"extension, if this
"trail"gained angular momentum from the interaction of the progenitor with the
Milky Way’s gravitational potential.

In Figure 7.28 we show that the Helmi-stream not only stands out as an over-
density in (Vaz, VΔE)-space if we select the appropiate (ν, [Fe/H])-slice, but also
in (ν, [Fe/H])-space, if we select the right (Vaz, VΔE)-range. The gray-scaled con-
tors display the [Fe/H]-ν-distribution of the whole sample on a logarithmic scale,
while the colored contours show the [Fe/H]-ν-density distribution of all stars
with [Fe/H]≤ −1.0 in a square of 30 km s−1 width centered on (Vaz, VΔE) =
(300, 120) km s−1. The ’H99’ stream shows up as an overdensity of stars at
(ν, Fe/H) ≈ (150◦,−2.0). This shows that tidal streams form distinct clumps
in (Vaz, VΔE, ν, [Fe/H])-space.

We show the (Lz, L⊥)- ,[Fe/H]-, and (U, V, W )-distribution of all stars that we
connect to the ’H99’ stream in Figure 7.29. The stream extends towards lower
metallicities and is highly significant in the sub-sample s4. The (U, V, W )- and
(Lz, L⊥)-distributions agree very well with those in the original work of Helmi
et al. (1999, their Figure 2). The [Fe/H]-distribution peaks at [Fe/H]≈ −2.0 and
does not extend beyond [Fe/H]≈ −2.3. The number of stars in our sample that
we identify as ’H99’ members is N = 21, approximately doubled compared with
previous studies. But the number is too small to account for as much as one-
tenth of the halo stars that are currently present in the Solar neighbourhood, as
suggested by Helmi et al. (1999).

7.6.6 More Substructure at Very Low Metallicities

In the sub-samples s3 and s4 the amount of substructure further increases. We
expect a contibution of only ∼ 10% thick disk stars in s3 and 100% halo stars in
s4 (Chiba and Beers, 2000). While about 46% of the stars in sub-sample s2 move
on disk-like orbits (75◦ ≤ ν < 105◦), this number drops to 23% for both s3 and
s4. It seems that also for stars more metal-poor than [Fe/H]= −2 a small fraction
of stars with thick-disk-like kinematics remains constant.

Besides the already discussed streams that are also visible in s3, ’AF06’,
’RAVE’, ’H99’ and ’C1’, we find an overdensity centered at (Vaz, VΔE, ν) =

131



7 Halo Streams in SDSS DR7

Figure 7.28: Density distribution of all stars in our sample in [Fe/H] vs. ν on a logarithmic scale
(gray-scaled), overplotted with the density distribution of all stars in sub-samlpes s2,s3,s4 that lie
in a square of 30 km s−1 width centered on (Vaz, VΔE) = (300, 120) km s−1. The ’H99’ stream
is manifested as the overdensity of stars at (ν, Fe/H) ≈ (150◦,−2.0). Note the smooth underlying
distribution of stars which is dominated by the thick disk.

(−130, 510, 170◦), which we label as ’C3’. It is located near the stream ’S3’
and maybe related to it. The peak in the ν-distribution of stars in this region of
(Vaz, VΔE)-space at ν = 170 would fit exactly to the ν-value originally assigned to
’S3’ by Dettbarn et al. (2007). However, the [Fe/H]-distribution peaks at [Fe/H]≈
−1.8 and is therefore different from that of ’S3’ or ’C2’ (Figure 7.30). This, to-
gether with the difference in the velocity- and angular momentum-distributions,
suggests that this stream has a different origin. The mean rotational and vertical
velocities of ’C3’ in a cylindrical coordinate system are (〈Θ〉, 〈W 〉) = (−22 ±
3, 125 ± 2) km s−1.

We gain confidence that ’C3’ is a not a feature created from Poisson noise from
the fact that the wavelet transform at ’C3’s position in (Vaz, VΔE)-space has values
greater than 90% of its maximum in both sub-samples s3 and s4. Further, ’C3’
appears in the significance map of sub-sample s3 (Figure 7.19) at a significance
level greater than 2.

In the most metal-poor sub-sample s4, where the fraction of halo stars is close
to 100%, there exists a lot of substructure and it is hard to identify any smooth
component. Many of the overdensities in Figure 7.15 consist of only a few stars,
and their realness can be doubted. We will now concentrate at a highly signifi-
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cant feature located at (Vaz, VΔE, ν) = (175, 75, 100◦) and labeled with ’C4’. At
this region of (Vaz, VΔE, ν, [Fe/H])-space a density enhancement of stars is not
expected. We place a square with 30 km s−1 side lenght on (Vaz, VΔE) = (175, 75)
km s−1 and plot the normalized density of stars in this square projected onto
(ν, [Fe/H])-space where [Fe/H]≤ −2.0. The density contours are shown in
Figure 7.31, overlaid upon the normalized (ν, [Fe/H])-density distribution of all
stars in our sample. ’C4’ is visible as a distinct clump around (ν, [Fe/H]) ≈
(100◦,−2.2), while the density of the whole sample shows no more concentration
of stars around ν = 100◦ for [Fe/H]� −1.7. This clearly distinguishes the clump
’C4’ from a smooth feature.

We show the (Lz, L⊥)-, metallicity-, and (U, V, W )-distribution of ’C4’ in Fig-
ure 7.32. The very low excentricity, e = VΔE/

√
2VLSR � 0.2, of ’C4’ suggests

that it belongs to the metal-weak thick disk. However, according to Chiba and
Beers (2000) even the metal-weak tail of the thick disk should not contain stars as
metal poor as [Fe/H]� −2.2, where the [Fe/H]-distribution of ’C4’ peaks . These
authors argued that the fraction of low-excentricity stars with [Fe/H]≤ −2.2 re-
mains the same regardless of their height |z|, implying that they purely belong to
the halo. In addition, stars in the clump ’C4’ are not distributed symmetrically
around ν = 90◦, but are centered at an obital inclination of roughly 100◦ with a
longer tail towards higher inclinations.

On the other hand, the formation of the stellar halo and thick disk might under-
lie a common principle: the accretion of satellite galaxies. It has been shown that
the metal-weak tail of the thick disk could consist of tidal debris stemming from a
progenitor on a planar orbit that has been circularized prior to disruption through
dynamical friction (Quinn and Goodman, 1986; Quinn et al., 1993; Abadi et al.,
2003b). The very low abundances of the ’C4’ stars favour this scenario. Even
if these stars do not belong to a single progenitor exclusively, we have found ev-
idence that tidal debris exists on disk-like orbits, giving further support for the
hierarchical build-up of the Milky Way.
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(a) [Fe/H] (b) (Lz , L⊥)

(c) (U, V, W )

Figure 7.29: Distribution of members of the ’H99’ stream in (a) (L z, L⊥), (b) metallicity [Fe/H],
and (c) (U, V, W ). Blue dots show stars in the range −1.5 < Fe/H ≤ −1.0, green dots stars with
−2.0 < Fe/H ≤ −1.5, and red dots stars with Fe/H ≤ −2.0. The small black dots are all stars in
our sample with Fe/H ≤ −1.0 and |ν − 150◦| ≤ 15◦. The (U, V, W )-distribution is in very good
agreement to that shown by Helmi et al. (1999, their Figure 2).
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(a) [Fe/H] (b) (Lz , L⊥)

(c) (U, V, W )

Figure 7.30: Distribution of members of the ’C3’ stream candidate in (a) (L z, L⊥), (b) metallicity
[Fe/H], and (c) (U, V, W ). Blue dots show stars in the range −1.5 < Fe/H ≤ −1.0, green dots
stars with −2.0 < Fe/H ≤ −1.5, and red dots stars with Fe/H ≤ −2.0. The small black dots are
all stars in our sample with Fe/H ≤ −1.0 and |ν − 170◦| ≤ 15◦.
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Figure 7.31: Normalized (ν, [Fe/H ])-density distribution of stars with (V az, VΔE)-velocities in a
square centered on (175,75) km s−1 with contours ranging from 10−3 (black) to 1 (red). The grey-
scaled background contours show the normalized density distribution of all stars in our sample.
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(a) [Fe/H] (b) (Lz , L⊥)

(c) (U, V, W )

Figure 7.32: Distribution of members of the ’C4’ stream candidate in (a) (L z, L⊥), metallicity (b)
[Fe/H], and (c) (U, V, W ). The small black dots are all stars in our sample with Fe/H ≤ −2.0 and
|ν − 100◦| ≤ 10◦.
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7.7 Conclusions

We used SEGUE data from the seventh SDSS data release to search for halo
streams in a 2 kpc sphere centered on the Sun. Using the catalog values for log
g, g − i color and [Fe/H] together with distance estimates based on the photomet-
ric parallax relation from Ivezic et al. (2008), we assembled a sample of 22,321
sub-dwarfs with [Fe/H]≤ −0.5 and excluding turn-off stars. A comparison with
fiducial sequences for 12 globular clusters from An et al. (2008) suggests that our
distances are accurate to within systematic errors of � 10%.

We divided our sample into four sub-samples equally spaced by 0.5 dex in
metallicity. Assuming a spherical potential, we searched for stellar streams in
each sub-sample in a space spanned by the quantities Vaz =

√
V 2 + W 2, VΔE =√

U2 + 2(Vaz − VLSR)2 and arctan U
V

. These quantities are approximations for a
star’s azimuthal velocity, eccentricity and orbital inclination with respect to the
positive z-axis.

Our basic results can be summarized as follows:

1. Our sample is dominated by stars on disk-like orbits; the fraction of these
stars with orbital inclinations between 75◦ and 105◦ is 81% (80%) for stars
with −1.0 ≤ [Fe/H] < −0.5, 46% (44%) for stars with −1.0 ≤ [Fe/H] <
−0.5, and remains constant at 23% (16%-17%) for all stars more metal-poor
than [Fe/H]= −1.5 (the number in parenthesis gives the fraction of stars on
prograde orbits). This implies that beyond [Fe/H]� −1.5 the fraction of the
thick disk remains constant.

2. In the metallicity range −1.0 ≤ [Fe/H] < −0.5 it is hard to make out sub-
structure among the thick disk, because the smooth component dominates.
As the fraction of thick-disk stars decreases, we detect signals of the stream
’AF06’, which has first been described by Arifyanto and Fuchs (2006) and
Helmi et al. (2006).

3. We find an overdensity of stars moving with disk-like kinematics, but too
metal-poor to belong to the classical metal-weak thick disk, which should
not extend beyond [Fe/H]� −2.2 (Chiba and Beers, 2000). We interpret this
clump, named ’C4’, as a tidal stream accreted on an orbit in the plane of the
protodisk. Halo streams on such orbits are predicted both from numerical
simulations of spiral galaxy formation (Quinn and Goodman, 1986; Quinn
et al., 1993; Abadi et al., 2003b) and from a considerable 20%-fraction of
halo stars on low-eccentricity orbits (Chiba and Beers, 2000).

4. We confirm the existence of previously detected halo steams: The ’RAVE’-
stream, which we discovered in data from the first RAVE data release, the
stream ’S3’ found by Dettbarn et al. (2007), which crosses the Solar neigh-
borhood from the direction of the South Galactic Pole on a diagonally retro-
grade orbit, and the ’H99’-stream discovered by Helmi et al. (1999) at high
angular momentum. The latter is the most significant stream in our sample
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(σ > 10), which explains why Helmi et al. (1999) has found it in a sam-
ple of only 275 stars. However, even with our much larger sample size the
number of stars that belong to this stream is only approximately doubled.
This speaks against the conclusion of Helmi et al. (1999), that as much as
10% of the nearby halo stars originate from a single progenitor.

The fact that both the ’RAVE’- and the ’S3 stream have been found in two
independent samples makes it very unlikely that they are "fake"detections.
The ’S3-stream is significant at a level of σ � 2.8 in our data (Figure 7.19),
and in the data from Dettbarn et al. (2007), corresponding to a confidence
level of 99.5%. That means, the probalility that this stream is created by
chance in both samples is (0.005)2 = 0.0025%. The significance levels of
the ’RAVE’ stream in the RAVE data and in the SEGUE data are σ � 3
(Figure 6.13) and σ � 2.5 (Figure 7.19), respectively, which also makes it
very unlikely that both streams are "fake"detections created through Poisson
noise.

5. Besides the already known features we find evidence for a large amount
of substructure, particularly in the most metal-poor bins. In particular, we
identify three candidiates for genuine halo streams, which have not yet been
described in the literature. Two of them, ’C1’ and ’C3’, move on highly
inclined orbits nearly in the direction towards the North and South Galac-
tic Pole, respectively. Although ’C3’ posesses similar kinamatics as ’S3’,
their [Fe/H]-distribution suggests that these streams have different precur-
sor objects. Instead, we find a stream, ’C2’, with nearly identical angular
momentum and eccentricity as ’S3’, which is probably related to it judged
by the [Fe/H]-distribution. The orbital inclinations differ by ∼ 20◦, which
could be explained by precession of the common progenitor’s orbit during
the times when ’C2’ and S3 became unbound.

6. Metallicities are very helpful when it comes to deciding about the origin of
a moving group. Our stream candidiates show a [Fe/H]-distribution with a
single peak, indicating that their progenitor had a well-defined star-forming
epoch.

This study shows the power of current and future large-scale surveys to probe
substructure in the Solar neighborhood, and the Milky Way in general.
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Part III

Exploring the Local Gravitational
Potential
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Chapter 8

Introduction to the Kz-force
problem

�
ince the pioneering works of Oort, Lindblad and Schwarzschild, the
"Kz-force problem"is one of the most instructive problems in astron-
omy. Probably the most important question in this context is the value
of the density of all gravitating mass in the Galactic disk. A comparison

of this value with the observed density of visible matter gives conclusions about
the amount of dark matter in the disk. The determination of the amount of dark
matter is crucial for understanding the formation of the Galaxy. For example, if
the majority of the oldest stars in the disk, and the thick disk itself, originates in
accreted satellites, like predicted from recent ΛCDM simulations (Abadi et al.,
2003b), a considerable fraction of the disk mass should be dark.

The shape of the gravitational potential of the Milky Way has been explored
on kpc scale in the past mainly in the direction perpendicular to the Galactic plane.
Using the Poisson equation, the aim was then to derive the vertical density distri-
bution of all gravitating mass from the force Kz ≡ ∂Φ

∂z
to which it gives rise. The

classical method makes two assumptions: First, it assumes that the stellar pop-
ulations are in a well-mixed state according to the coordinates z and W . Then,
according to the Jeans theorem (Section 4.1.4), stars observed at various altitudes
above or below the midplane, and the vertical velocity components W can be
mapped into a phase space distribution function f(z, W ) = f(Ez), which depends
on the energy associated with the vertical motions of the stars, Ez = 1

2
W 2 +Φ(z).

The second assumption is that the z-motions of the stars are decoupled from their
radial motions, which is the case if the potential is seperable into a radial and
vertical term (see, however the discussion of this assumption by Statler (1989)).
The Galactic disk is then assumed to be plane stratified and a one-dimensional
model of the vertical gravitational potential Φ(z) is constructed. Thereby, the
gravitational potential φ is usually modelled by an analytical "Ansatz". Then the
stellar volume density can be computed from the distribution function through an
integration over velocities (equation (4.7), Section 4.1.2), and compared with the
observed local mass density. This allows to constrain the parameters of the model
(Kuijken and Gilmore, 1989a,b; Fuchs and Wielen, 1993; Flynn and Fuchs, 1994;

143



8 Introduction to the Kz-force problem

Holmberg and Flynn, 2000; Korchagin et al., 2003; Bienaymé et al., 2006).
Early investigations by Oort (1932, 1960) found that a significant amount

of the local disk mass is dark, which was later corroberated by Bahcall (1984),
who derived mass (the "Oort limit") and column mass densities of the disk of
0.185M�pc−3 and 67M�pc−2, respectively. The latter authors assumed that the
disk potential is composed of a superposition of a finite number of isothermal
components and that the disk dark matter is distributed proportional to the visible
matter. However, Kuijken and Gilmore (1989c) pointed out that some of the data
on which these results have been based, are internally inconsistent. In their series
of papers 1989a; 1989b; 1991, Kuijken and Gilmore used a samlpe of K dwarfs
to derive a surface mass density of all matter (disk + halo) within 1.1 kpc of the
Sun of 71±6M�pc−2. They estimated the disk to contibute to this surface density
with 48 ± 9M�pc−2, fully consistent with the surface density of visible matter of
about 48± 8M�pc−2. Using a complete magnitude-limited sample of K giants in
a cone at the South Galactic Pole, Bahcall et al. (1992) again inferred the pres-
ence of disk dark matter at the 86% confidence level with the same method used
by citetbah84.

In 1994, Flynn and Fuchs used the space motions of nearby K giants which
they regarded as the local counterpart of the Bahcall et al. (1992) cone sample, to
infer a disk surface density of 52 ± 13M�pc−2. Their analysis was based on the
procedure of Fuchs and Wielen (1993) and the observation of von Hoerner (1960),
which states that the vertical velocity distribution function f(W0) at the Galac-
tic midplane in fact represents the phase space density in the two-dimensional
(z, W )-space, provided that the gravitational potential seperates into vertical and
radial components:

f(W0) = f(
√

W 2 + 2Φ(z))

Recent studies of Korchagin et al. (2003) and Bienaymé et al. (2006), who es-
timated the Oort limit and disk surface densities of

(
ρ(z = 0),Σ(|z| < 350)

)
=

(0.1M�pc−3,42±6M�pc−2) and
(
ρ(z = 0),Σ(|z| < 390)

)
=(0.07−0.09M�pc−3,67M�pc−2),

seem to confirm the lack of dark matter in the disk. However, uncertainties of
∼ 10% remain and more precise measurements are required.

In addition, the radial variation of the gravitational potential of the Milky Way
has not been studied in this detail. It is usually modelled by combining a highly
flattened Miyamoto disk and nearly spherical models for the bulge and dark halo,
respectively (see Section 5.1). The parameters of these models were constrained
by observations of the Galactic rotation curve (Johnston et al., 1999). The models
were aimed at the large scale structure of the Milky Way, but in investigations
of the local variation of the Galactic potential its radial gradient is at present ne-
glected.
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Chapter 9

A New Method to Determine the Kz

Force Law

�
he orbits of stars in the Solar neighbourhood are fully constrained by
their current positions, velocities and the shape of the gravitational
potential, while the potential is connected to the density distribution
through Poisson’s equation (4.5). So there exists a correlation between

the spatial density distribution of stars and the orbits they move on. The orbits pro-
duce an orbital density distribution through the amount of time that stars spend in
a given space volume. It was shown by Schwarzschild (1979) that it is possible to
reproduce the density distribution of a stellar system in equilibrium by occupying
a certain number of orbits with non-negative numbers of stars. So if one assumes
a population of disk stars to have settled in a state of equilibrium, a superposition
of orbital densities that equals the observed spatial density must exist.

We therefore try to reproduce an observed density distribution through inte-
gration of stellar orbits in a test potential. If the test potential represents the true
potential that influences the movement of the stars, then the density distribution
that is generated through their orbits has to match the observed distribution. While
Schwarzschild (1979) asks whether a dynamical equilibrium configuration exists
that has the chosen density distribution, we a priori assume that such a configu-
ration exists supported by the orbits of the observed stars. We then try to find an
analytic expression for the potential that leads to the observed density disribution.
We will outline our procedure in the following section.

9.1 Description of the Method

We intend to study the local gravitational potential on the kpc scale. As a first step
we concentrate again on the vertical Kz force law, with the goal of later applying
the method to the 3-D case. Our basic assumption is that the stars move in an ax-
isymmetric potential respecting three isolating integrals of motion, of which two
– the energy E and z-component of angular momentum Lz – are exact integrals.
The "third integral"has been introduced in Section 4.4.4 as the adiabatic integral
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of the vertical motion of the stars 1
2
W 2 +

(
Φ(R, z) − Φ(R, 0)

)
/
√

ρ(R, z) (equa-
tion 4.78). The existence of a third effective integral of motion allows one to use a
sample population of stars in a column perpendicular to the Galactic plane with a
broader base than in previous studies. This follows from the Jeans theorem (Sec-
tion 4.1.4), which states that the phase-space density is a function of the integrals
of motion for a population of stars in dynamical equilibrium. Further, it allows us
to reduce the orbit integrations to the one-dimensional case. The following steps
will give a description of how our procedure is applied to a stellar sample.

i) Observing the Vertical Density Distribution
The goal of our method is to find an analytical expression for the potential
which reproduces the observed density distribution of an "adequate"sample
of stars. Adequate in this context means that the stars should be old enough
to justify the assumption of having settled in a dynamical equilibrium. Also,
one needs to know the vertical position z and velocity component W of each
star to be used as initial conditions for the later orbit integrations.
The column being observed is divided into N cells of constant thickness d
above and below the midplane z = 0.1 The thickness of each cell depends on
the accuracy to which the positions of the stars are known and on the maximal
height of the observed column. The cells are numbered from j = 1, . . . , N
for z > or from j = −1, . . . ,−N for z < 0, with the cells j = 1 and
j = −1 touching the midplane. The number of stars in each cell is counted
and divided by the total number of stars in the sample M in order to get the
normalized observed density distribution. The density distribution is stored
in an array ρobs[j]. Because of the symmetry with respect to z = 0 it is
sufficient to store densities only for z > 0 without loss of generality. The
density distribution ρobs[j] will later be compared to the density produced by
integrating the orbits in the test potential.

ii) Choosing a Test Potential
Since no analytic expression of the density distribution ρ(z) is known, it is
not possible to get an expression for the potential Φ(z) or the vertical force
Kz directly. Therefore, the potential is approximated by a higher order spline
function. In the simplest case with only two parameters, the test potential
could be modeled as:

Φ =kfitz
2
fit

( |z|
zfit

− ln(1 +
|z|
zfit

)
)

(9.1a)

dΦ

dz
=kfit

z

1 + |z|
zfit

(9.1b)

ρ =
kfit

4πG

1

(1 + |z|
zfit

)2
. (9.1c)

1Althogh the word "layer"would be better suited in this context, we use the word "cell"like
Schwarzschild (1979), keeping in mind that we plan to apply the same procedure to the distribution
of stars in the meridional plane (R, z).
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9.1 Description of the Method

Here, kfit and zfit are constants with units 1/Gyr2 and kpc, respectively. This
form of the potential makes sure that at small heights z the force rises pro-
portionally to kfit. Without loss of generality, the potential (9.1) will be used
for the remainder of this description.

iii) Orbit Integrations
Starting with the observed heights and velocities (zobs, Wobs) each star can
now be integrated in the test potential of which an example is given through
equations (9.1). The restriction to integration only in the z-direction is jus-
tified through the assumption of the existence of the third integral. In con-
trast to N-body modelling, each star is integrated one at a time. The inte-
gration time t is chosen long enough for the stars to fulfill enough oscilla-
tions to represent a characteristic equilibrium state of the Galaxy. As the ith
star (i = 1, . . . , M) moves on its orbit up and down, the fraction of time it
stays in each cell j above the midplane (j = 1, . . . , N) is recorded in a two-
dimensional array A[i, j]. These time fractions represent the time-averaged
density distribution a star places in each cell. Integration of the stars pro-
vides snapshots of the equilibrium distribution of the stars settling in the test
potential.

iv) χ2-fitting and Iteration
After all stars have been integrated, for each cell one can sum up and normal-
ize the density contribution of all stars to get the total orbital density ρA[j] in
that cell.

ρA[j] =
1

M · t
M∑
i=1

A[i, j]. (9.2)

M · t is the total amount of time that has been used integrating all M stars.
Through the division one makes sure to have the density as a normalized,
unitless quantity that can then be compared to the observed density ρobs[j].
Now the χ2 can be computed according to

χ2 =
∑
j=1

N
(ρobs[j] − ρA[j])2

ρobs[j]
, (9.3)

where we have assumed Poissonian errors for the observed densities.
The goal is to obtain the best-fitting parameters (zfit, kfit) that minimize χ2

in subsequent iterations of steps ii to iv. This is a classical nonlinear least
squares problem and can be solved using one of the standard methods such
as a Levenberg-Marquart algorithm (e.g. Press, 2002). During the iterations
the initial values for the integrations (zobs, Wobs) remain fixed, because they
represent the state of equilibrium that underlies the method.
A first guess of the fit-parameters is not always straightforward, especially if
the potential should be expressed as a spline function of order ≥ 3. It can
be useful to consult recent estimates of Kz (e.g. Holmberg and Flynn, 2000,
Figure 4) and draw some test-Kz curves for different combinations of the
fit-parameters.
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9 A New Method to Determine the Kz Force Law

To investigate the performance of our method in dependance of variables like
the number of stars in the sample, we chose to create artificial data of which the
phase space distribution is analytically known. These tests will be described in
the next section.

9.2 Validity of the New Method

9.2.1 The Disk Models

To test the validity of our method, we use two disk models for which the phase
space distribution function f(z, W ) and the gravitational potential Φ(z) are an-
alytically known. If we use Φ(z), which depends on two paramters, as the test
potential, the best fit should yield the parameters that have been used for the set-
up of the artificial data.

The disk models we use are Spitzer’s isothermal (Spitzer, 1942) and Camm’s
(Camm, 1950) disk models. For the isothermal disk the potential-density pairs
and the distribution function are given as

Φ(z) =kzz0 ln
(
cosh

( z

z0

))
(9.4a)

dΦ

dz
=kz tanh

( z

z0

)
(9.4b)

ρ(z) =ρ0 cosh−2
( z

z0

)
; ρ0 =

kz

4πGz0
(9.4c)

f(W, z) =f(W |z)ρ(z) =
ρ0√
πkzz0

e
− W2

kzz0 cosh−2
( z

z0

)
. (9.4d)

.
For Camm’s disk we have

Φ(z) =kz

√
z2
0 + z2 (9.5a)

dΦ

dz
=kz

z√
z2
0 + z2

(9.5b)

ρ(z) =ρ0
z3
0

(z2
0 + z2)3/2

; ρ0 =
kz

4πGz0
(9.5c)

f(W, z) =f(W |z)ρ(z) =
15

16
√

2
k3

zρ0

(W 2

2
+ Φ(z)

)− 7
2 . (9.5d)

Choosing the parameters z0 and kz in units of kpc and kpc/Gyr2 together with
4πG = 56.73 · 103 pc3M−1

� Gyr−2 yields the density in [M� pc−3].
Given the phase space density f(W, z) it is possible to create a Monte Carlo

sample of stars having initial positions and velocities (zini, Wini).
Figure 9.1 shows the initial density distribution of a sample of 105 stars in

the isothermal and Camm’s disk, respectively. The blue curves are the analytical
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9.2 Validity of the New Method

(a) Isothermal disk (b) Camm’s disk

Figure 9.1: Density distribution ρobs of 105 stars in the isothermal and Camm’s disk. The solid
blue curve displays the exact density, given through Equations (9.4c) and (9.5c), respectively.

(a) Isothermal disk (b) Camm’s disk

Figure 9.2: Initial velocity distribution at the midplane of all stars satisfying −10pc < z ini <
10pc. The stars belong to a sample of 105 stars that have been drawn randomly in the isothermal
and Camm’s disk potential. The solid blue curve displays the exact distribution function given
through equations (9.4d) and (9.5d), respectively.

density distributions given through Equations (9.4c) and (9.5c). They fit very well
the distribution of stars that have been randomly drawn from our disk models.

The distributions of initial velocities at the midplane are shown in Figure 9.2.
Again, the theoretical distributions f(W |z = 0), which are given through Equa-
tions (9.4d) and (9.5d), fit the data very well. This prooves that the set-up of initial
conditions in our two disk models is correct.

With the knowledge of the parameters (z0, kz) of the potential and distribution
function of a sample of stars we can try to use the same potential with modified
parameters to integrate the stars and see if minimization of the χ2 (equation 9.3)
yields the original parameters.

9.2.2 Direct Comparison of the Analytical and Orbital densi-
ties

We set the potential parameters (z0, kz) to (0.3 kpc, 1500 kpc/Gyr2) and use them
for both the set-up of the initial conditions and integration of the stars. This choice
of (z0, kz) gives a local mass density of 0.088 M� pc−3, which agrees with recent
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9 A New Method to Determine the Kz Force Law

estimates of the volume density of visible disk matter (Flynn and Fuchs, 1994;
Creze et al., 1998; Holmberg and Flynn, 2000). In all following tests we use a
leap frog integrator with time steps of dt = 0.01 Myrs and a total integration time
of t = 2.0 Gyr. During this time the typical number of oscillations a star performs
is ≈ 15 in both disk models. We further set the thicknes of the cells along the
z-axis to 50 pc.

In Figure 9.3 we show the conservation of energy of a typical star for different
time steps (in Gyr). For both potentials a time step of 0.01 Myr is a good com-
promise between accuracy and faster computing time. After each integration step
of the ith star the density array A[i, j] gets increased by the fraction of time the
star has spent in cell j (for j > 0, see step iii in Section 9.1). This is a little bit
more complicated than just increasing A[i, j] by dt if the ith star is in cell j after
one integration step, but ensures that no entries into A[i, j] get missed even if a
star "leaps"over a cell (especially near the midplane where stars have their highest
velocities).

(a) Isothermal disk (b) Camm’s disk

Figure 9.3: Evolution of the energy E of one randomly chosen star while orbiting in the isothermal
and Camm’s disk potentials, respectively, for different integration time steps. The time steps are
given in Gyr. Note the difference of energy of the star in the two different potentials.

After all M stars have been integrated for the time t, the total orbital density
in each cell ρA[j] can be calculated through equation 9.2; we compare this density
with the normalized column density in each cell which is given through

ρobs[j] =

[
2

∫ ∞

0

ρ(z)dz

]−1 ∫ j·d

(j−1)·d
ρ(z)dz. (9.6)

The integration is made from the lower cell boundary at (j − 1)d to the upper
boundary at jd, where d is the thicknes of the cells. We divide through the total
density to normalize ρobs[j] and make it unitless. Inserting the expressions for
the densities in the isothermal and Camm’s disk, respectively, (equations 9.4c

150



9.2 Validity of the New Method

and 9.5c) leads to:

ρobs[j] =
1

2

[
tanh(

z

z0
)

]j·d

(j−1)·d
(Isothermal disk) (9.7)

ρobs[j] =
1

2

[
z√

z2 + z2
0

]j·d

(j−1)·d
(Camm’s disk) (9.8)

In Figure 9.4 we show the result of performing our method on a set of 1000,
5000 and 20000 stars, respectively. The red and black lines trace the orbital and
analytical densities ρA[j] and ρobs[j], respectively, along increasing cell numbers.
For the smallest sample of 1000 stars some discrepences are visible in both disk
models, particularly in the very first cells; in case of the isothermal disk they
vanish as the sample size increases. For Camm’s disk, however, discrepances
remain and we will come back to this issue later.

(a) Isothermal disk (b) Camm’s disk

Figure 9.4: Comparison between orbital densities ρA[j] and analytical densities ρobs[j] if the test
potential is equal to the set-up potential. The thicknes of each cell is 50 pc and the cell number
increases with increasing vertical distance z.
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9 A New Method to Determine the Kz Force Law

It seems that the number of stars in the small sample is not large enough to
fully represent an equilibrium distribution corresponding to the chosen disk model
after the set-up of initial conditions. This is also supported by Figure 9.2.2, where
we show two density comparisons for Camm’s disk which were obtained using
the same number of stars and same potential parameters. The only difference was
the choice of the seed for the random number generator that is used to set up the
initial conditions. This shows that poor statistics can cause discrepancies between
the orbital and analytical density distribution and a large number of stars is impor-
tant. Finally, we show in Figure 9.6 that a variation of the parameters of the test

Figure 9.5: The two plots compare the orbital and analytical densities for 1000 stars each and
the same potential parameters respectively, but different seeds to initialize the random number
generator. 1000 stars might be too few to create an equilibrium distribution according to the
chosen disk model.

potential compared to the set-up potential leads to an aggravation of the density
fit. The left column shows the results when the set-up and test parameters are cho-
sen as before as (z0, kz) =(0.3 kpc, 1500 kpc/Gyr2), while for the right column
the test parameters where changed to (0.4 kpc, 1400 kpc/Gyr2). The upper and
lower panels are valid for the isothermal and Camm’s disk potential, respectively
(Equations 9.4a and 9.5a). The number of stars in all cases was 5000, and the set-
up of initial conditions was performed using the same seed number. It is obvious
that integration of the stars in the potential that not correlates to their dynamical
equilibrium state leads to sub-optimal results. A least squares algorithm can be
used to find out the best fitting parameters.

9.2.3 Least Squares Fitting in a Grid of Parameter Space

For only two test potential parameters it is possible to calculate the χ2 for each pair
of (zfit, kfit) on a grid in parameter space. Regions in this space where the χ2 has
a minimum give the combination of parameters that best resemble the potential in
which stars have settled.

In Table 9.2.3 we show the χ2 values that have been obtained using an isother-
mal disk potential for both the set-up and integration of 10,000 stars. The pa-
rameters of the set-up potential have been chosen as (z0, kz) = (0.3 kpc, 1500
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9.2 Validity of the New Method

(a) Set-up = test potential (b) Set-up �= test potential

Figure 9.6: Comparison of orbital densities ρA[j] with analytical densities ρobs[j]. Left panels:
Test potential and set-up potential are equal. Right panels: Test potential and set-up potential
belong to the same disk model, but have different potential parameters.

kpc/Gyr2) and the stars have been integrated in isothermal disk potentials

Φ(z) = kfitzfit ln
(
cosh

( z

zfit

))
with various values for (zfit, kfit) and a cell thickness of 25 pc. We plot contours of
the χ2 values from Table 9.2.3 in the left panel of Figure 9.7.

Similarly, we have set up 10,000 stars in Camm’s disk potential with para-
meters (z0, kz) = (0.3 kpc, 1500 kpc/Gyr2) and integrated them in Camm’s disk
potentials

Φ(z) = kfit

√
z2

fit + z2

with various values for (zfit, kfit). The results are plotted in the right panel of
Figure 9.7.

From Figure 9.7 it seems that there is a big difference between the two models:
While for the isothermal disk the potential underlying the stellar distribution gets
recovered to high accuracy, in case of Camm’s disk a wrong potential is predicted.
We have already checked that the set-up of initial positions and velocities is correct
(Figures 9.1 and 9.2) using 100,000 stars. On the other hand we have seen that
1000 stars in Camm’s disk were not enough to create an equilibrium distribution
according to the chosen disk model (Figure 9.2.2). The results we wil obtain in
the next section strongly argue that the set-up of the stars in Camm’s disk does not
produce an equilibrium distribution, even for 100,000 stars.
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9 A New Method to Determine the Kz Force Law

kfit/ zfit 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000 2100
0.1 735 407 317 357 466 622 804 1000 1200 1407 1610 1810
0.15 754 343 189 177 243 362 512 681 857 1040 1227 1414
0.2 920 397 157 81 93 169 280 415 564 720 884 1049
0.255 1240 581 239 80 30 53 119 217 332 462 603 745
0.3 1727 890 430 178 57 19 37 91 170 270 379 499
0.35 2367 1328 730 370 166 64 28 36 76 139 221 313
0.40 3141 1885 1135 660 360 183 87 48 46 73 121 187
0.45 4075 2570 1635 1035 634 377 214 119 74 64 78 113
0.5 5162 3373 2239 1500 987 641 406 251 157 105 85 90
0.55 6395 4298 2952 2037 1412 974 661 442 292 196 138 111
0.60 7810 5353 3745 2671 1913 1365 977 688 482 335 236 173
0.65 9397 6517 4660 3388 2478 1828 1341 990 718 523 377 275

Table 9.1: Values of 104χ2 for different combinations of zfit and kfit after integration of 10000
stars in an isothermal disk potential. The initial density distribution of stars was chosen according
to an isothermal disk with parameters (z0, kz) = (0.3 kpc, 1500 kpc/Gyr2).

(a) Isothermal – Isothermal (b) Camm’s – Camm’s

Figure 9.7: Contours of 104χ2 values that have been obtained after setting up and integrating
10,000 stars in potentials from the same disk models (left panel: isothermal disk, right panel:
Camm’s disk). The χ2 values from the left panel are also given in Table 9.2.3.

We conclude that our method is able to reproduce the potential that underlies
an equilibrium ditribution of disk stars. The condition of an equilibrium distri-
bution is vital for the success of the method. For the isothermal disk it seems
that ∼ 10, 000 stars are enough to produce an equilibrium distribution, but for
Camm’s disk still 20,000 (or even 100,000, see next section) stars do not suffice.
The detailed reason for this remains unclear.

In the next section we finally progress to a more general routine, in which we
use a Levenberg-Marquart algorithm (e.g. Press, 2002) to minimize the χ2 values.

9.2.4 Least Squares Fitting Using a Levenberg-Marquart Al-
gorithm

We finally test if we are able to recover the set-up potential using the Levenberg-
Marquart routine "leasqr"which is implemented in the freely available script lan-
guage Octave.2 This routine uses a function "dfdp"which numerically calculates

2available from http://www.gnu.org/software/octave/
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partial derivatives of the orbital densities ρA[j] with respect to the fitting parame-
ters. These derivatives are used to determine the gradient in the space of the fit
parameters and to adjust the increase or decrease of each fit parameter for the next
step. Each step consists of assigning the new fit parameters to our C++ routine3,
integrating all stars in the corresponding fit potential and evaluating the χ2 through
comparison of the analytical and the orbital densities. The routine "leasqr"stops if
convergence of χ2 to a minimum is achieved.

We used either the isothermal disk or Camm’s disk with parameters (z0, kz) =
(0.3 kpc, 1500 kpc/Gyr2) respectively as the set-up potential and the same disk
model as the fit potential with a first guess of (zfit, kfit) = (0.5 kpc, 1200 kpc/Gyr2)
for the fitting parameters. The cell thickness has been chosen as 20 pc and we
used 0.01 Myr for each time step.

For the case of the isothermal disk the accuracy to which the set-up parameters
can be reproduced strongly depends on the number of stars. This is shown in
Table 9.2 where we have listed the number of stars that have been set up, the best-
fitting parameters and the number of iterations until convergence was achieved.
The recovery of the scale-height z0 is accuracte to within 94.6%, 99.5% and 100%
for samples of 10000, 50000 and 100,000 stars, respectively. However, even for
the sample of 100,000 stars, the routine does not converge towards the "real"slope
of the Kz-force, kz = 1500 kpc/Gyr2. Here, the accuracy of the best-fit value is
96.9%. The resulting Kz(z)- and ρ(z)-curves for the sample with 100,000 stars
are shown in Figure 9.8 for both disk models.

No. of stars Best fit parameters No. of iterations
zfit kfit

Isothermal
disk

1000 0.2513 1341.9 90
10000 0.3169 1432.1 55
50000 0.3015 1444.2 68
100000 0.3000 1454.2 50

Camm’s
disk

1000 0.1711 1249.3 100
10000 0.2128 1200.9 50
50000 0.2000a 1174.4a 22a

100000 0.1913 1116.8 25
a Segmentation fault occured after 22 iterations

Table 9.2: Results of testing the self-consistency of the isothermal disk and Camm’s
disk models, respectively.

The results for Camm’s disk are worse: it is not possible to constrain any of
the two potential parameters to an accuracy better than ∼75%. It is also strange
that the largest sample of stars yields best-fit parameters that are even farther away
from the true values. One could think of the Levenberg-Marquart routine getting
trapped in a local minimum and the step size being too small to get out again.

3kindly adjusted by Robert Schmidt
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(a) Isothermal disk (b) Camm’s disk

Figure 9.8: Comparison between the forces Kz(z) and densities ρ(z) of the two disk models with
parameters (z0, kz) = (0.3 kpc, 1500 kpc/Gyr2) and those derived from the best-fit parameters that
have been obtained by the Levenberg-Marquart routine. The best-fit parameters are those given in
Table 9.2 when 100,000 stars are used.

However, the location in (zfit, kfit)-space where the minimum of χ2 occurs is com-
parable to that obtained in the previous section where we computed the χ2-values
on a discrete (zfit, kfit)-grid. So the problem seems to be more related to the set-up
of the stars, which could not be able to produce a dynamical equilibrium distribu-
tion. Also for the isothermal disk the agreement with the contours in Figure 9.7 is
good, even though not perfect; the χ2-contours suggest the minimum to be located
at kfit =� 1500 kpc/Gyr2. It is possible that the gradient at (zfit, kfit) ≈ (0.3, 1450)
is not steep enough to cause further changes in the paraemters by the routine. In
this case it could also be possible that the results would be different, if the the
minimum is approached from a different direction of parameter space. To test this
hypothesis, we could choose different starting parameters for (zfit, kfit) and see
how the results change.

9.3 Approximation of the True Kz-force by a Higher-
Parameter Spline Function

9.3.1 The Fourth-order Spline Function

Motivated by the good recovery of the isothermal disk’s sacle height, we now
try to fit a four-parameter spline function to the isothermal disk’s potential. We
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characterize this spline function through:

Kz = kfit
z + az3

1 + b|z| + c|z|3 (9.9)

We first try to get an idea of a realistic choice for (a, b, c, kfit). Therefore we use
the data of the vertical force Kz(z) from Flynn and Fuchs (1994) and fit a spline
curve to this data using the Gnuplot software.4 The result is shown in Figure 9.9.
The parameters (a, b, c, kfit) = (1.13kpc−2, 3.96kpc−1, 3.33kpc−3, 6441Gyr−2) pro-
vide a very good fit to the data. This shows that a four-parameter spline function
such as that described by equation 9.9 can be used to approximate the vertical
Kz-force law.

Figure 9.9: Best-fit of a four-parameter spline function to the data points taken from Flynn and
Fuchs (1994). The best-fitting parameters are given in the figure; their meaning follows from
equation 9.9.

Now we try to obtain the best-fitting spline function to an isothermal disk
with parameters (z0, kz) = (0.3 kpc, 1500 kpc/Gyr2). On the basis of the spline-
parameters that yield good fits to realistic observations, we start with a first guess
of (a, b, c, kfit) = (1.0kpc−2, 5.0kpc−1, 5.0kpc−3, 7000Gyr−2). We use 5000 stars
representing an isothermal disk in dynamical equilibrium and change the Levenberg-
Marquart algorithm to fit four parameters simultaniously. The routine converges
to the parameters (a, b, c, kfit) = (0.99kpc−2, 3.84kpc−1, 6.09kpc−3, 7432Gyr−2),
which yield the Kz-force shown as the red solid curve in Figure 9.3.1.

4available from http://www.gnuplot.info/
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Figure 9.10: Kz-force of the isothermal disk with (z0, kz) = (0.3 kpc, 1500 kpc/Gyr2) (black
line), and the input (red dotted line) and output (red solid line) spline functions of the Levenberg-
Marquart routine.

The routine failes in reproducing the Kz-force law of the isothemal disk (black
line), although the best-fit curve stays closer to the requested trend for z � 0.15
kpc than the first guess (red dotted line). However, it is a general question whether
there exists a set of spline parameters that is able to reproduce the trend of the
isothermal Kz-force. The isothermal disk is a theoretical construct which is not
able to describe the data shown in Figure 9.9, in contrast to the spline function.5

Then the problem would not a fundamental problem of our method per se, nor the
Levenberg-Marquart routine, but the fact that we try to fit two functions that have
no intersection in their parameter space.

9.4 Conclusions

We described a new method which trys to reproduce an observed density dis-
tribution through integration of stellar orbits in a test potential. The underlying
assumption is that the density distribution that is generated through the star’s or-
bits matches the observed distribution, if the test potential represents the true one.
As the observed density distribution we created Monte Carlo samples of stars
that represent the dynamical equilibrium of two theoretical disk models: Spitzer’s
isothermal (Spitzer, 1942) and Camm’s disk (Camm, 1950). These have the ad-
vantage that their density distribution and potential are analytically known.

5We tryed to fit an isothermal disk to the data points with Gnuplot, but no solution exists.
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First tests showed that a large sample of randomly drawn stars (N = 100, 000)
is able to fully reproduce the underlying density distribution (Figures 9.1 and 9.2).
The idea for testing the validity of our method was to take a sample of stars of
which we know the underlying disk model potential and use the same disk model,
but with different parameters, as the test potential. Iterative χ2-fitting should then
lead to the original disk parameters. The outcomes of this test can be summerized
as follows:

1. A large sample size (N � 10, 000) is required in order to create an equilib-
rium distribution according to the chosen disk model. For example, different
seeds that initialize the random number generator can have a strong effect
on the outcome of the fitting procedure (Figure 9.2.2).

2. If the test potential is equal to the set-up potential, the orbital and analytical
densities match well for a large enough sample size (Figure 9.4).

3. If the test potential is not equal to the set-up potential, the orbital and ana-
lytical densities do not match, irrespective of the sample size (Figure 9.6).

4. The outcome of a direct comparison between the χ2-values that are obtained
when the test potential parameters run through a grid in (zfit, kfit)-space de-
pends on the chosen disk model (Figure 9.7): in case of the isothermal disk,
the minimum occurs at the position of the set-up parameters (z0, kz), as ex-
pected. For Camm’s disk the location of the minimum predicts a wrong
potential.

5. Instead of comparing the χ2-values in a grid of (zfit, kfit)-space, we used a
Levenberg-Marquart algotrithm to minmize the χ2 by simultaniously alter-
ing the test potential parameters. The results were similar to those obtained
from the discrete χ2-values and showed again a strong dependence on the
chosen disk model: for the isothermal disk, the accuracy to which the set-
up parameters could be reproduced increases with the number of stars and
reaches a 100% match of the scale height zfit for N = 100, 000 stars. How-
ever, the accuracy to which the slope kfit could be reproduced was not better
than 96.9%. For Camm’s disk the predicted potential again was completely
wrong. We currently don’t know what the reason for this problem is, but
most likely the initial set-up of the stars does not create an equilibrium dis-
tribution, like also suggested by the results described in the previous point.

6. We also obtained a negative result in trying to use a four-parameter spline
function as the test potential and reproduce the Kz-curve of the isothermal
disk. However, the isothermal disk model was not able to fit the Kz-data
points from Flynn and Fuchs (1994), while the four-parameter spline func-
tion yielded a very good fit. It is therefore possible that there exists no set
of spline parameters that is able to yield a fit to the isothermal disk model.
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In summary, we have reason to believe that our new method works in princi-
pal, but bevore it can be applied to real data the following questions have to be
answered: Why does Camm’s disk fail any self-consistency test? Is it because the
set-up of stars does not produce an equilibrium distribution? Does such an equi-
librium even exist for Camm’s disk? Is the Levenberg-Marquart-routine working
reliably, or does it stop too early if the χ2-gradient in parameter space gets too
shallow? What is the influence of the "first guess"parameters on the outcome of
the χ2 minimization? Can we test the performance of another spline function that
is able to fit the isothermal disk model? We will aim at answering these questions
in future studies to have a reliable method avilable for the large data sets of future
surveys, in particular that of the GAIA mission (Lindegren and Perryman, 1996).
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Part IV

Summary and Outlook
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�
he phase-space distribution of Milky Way stars encodes enormous amounts
of information on the dynamical state and pre-history of the Milky
Way. Motivated by the presently available and future large datasets that
provide 6D phase space information for an increasing fraction of the

Milky Way’s stellar populations, we explored practical ways to find substructure
(streams, or moving groups) in the Solar neighborhood. Moving groups emerge
for one of the following reasons: the simplest case is an agglomeration of stars
that have been born in the same molecular cloud and only recently dissolved. In
this case the stars keep on moving in the direction of the once bound cluster, until
phase-mixing washes out their common signature. The other scnario is a tidally
disrupting cluster or satellite galaxy which places its debris on similar orbits. Such
stellar streams can appear as moving groups in the phase-space distribution of
nearby stars even several Gyr after their disruption. The third possibility are stars
that have been trapped around resonant orbits in the rest frame of periodic pertur-
bations of the otherwise axi-symmetric potential. Such perturbations include the
Galactic bar and spiral waves and will group together field stars in (U, V )-space.

It follows that stellar streams are detectable as moving groups in velocity
space, independent of their origin. An even better approach to find stellar streams
would be in the space of integrals of motion, which are immune to phase-mixing.
In practice, however, the integrals of motion are not uniquely defined, because
the potential is not known exactly. Further, the error bars on 6D measurements
are drastically "anisotropic". We therefore want to develop search strategies in a
modified integrals-of-motion-space that match the data and error bars.

We found that the orbits of stars can be described by the effective integrals
of motion angular momentum, eccentricity and orbital inclination. For nearby
stars (d � 2 kpc) we approximate these integrals by Vaz =

√
(V + VLSR)2 + W 2,

VΔE =
√

U2 + 2(Vaz − VLSR)2 and ν = arctan V
W

, respectively. We confirmed
through basic tidal stream simulations that – even if there is no spatial coherence
left – streams form clumps in this projection of phase-space. This is also the case
for eccentricities e > 0.5, where the approximation of e through VΔE formally
breaks down. Our procedure consists of sorting the stars into different ν-slices
and in each slice search for overdensities in the (Vaz, VΔE)-distribution of stars.
To make such overdensities more identifiable, we apply a wavelet transform with
a modified two-dimensional Mexican-hat kernel as the analyzing wavelet. We
estimate the statistical significance of the overdensities through Monte Carlo sim-
ulations drawn from a three-component Schwarzschild distribution. These three
components represent the halo, thin disk and thick disk, and their fraction depends
on the metallicity range we consider.

As a first application, we searched for stellar streams in a set of 7015 stars from
the first RAVE public data release. Assuming that the stars move on disk.like or-
bits under the influence of an axisymmetric potential, we detected three already
known stellar streams and one candidate for a newly discovered stream as over-
densities in (V ,

√
U2 + 2V 2)-space. The latter is present as a broad feature cen-

tered at V ≈ 60 km s−1, and has (Vaz,VΔE,ν) ≈(135 km s−1,122 km s−1, 30◦).
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The other moving groups are the Sirius stream at V ≈ +4 km s−1, the Hercules
stream, centered at V ≈ −65 km s−1, and the stream discovered by Arifyanto and
Fuchs (2006) and Helmi et al. (2006) at V ≈ −100 km s−1. Although for disk
stars there is no one-to-one projection of features from (V ,

√
U2 + 2V 2)-space

into (Lz, L⊥)-space, we found that the dynamical thin/thick-disk streams and the
presumable halo streams also form clumps in (Lz, L⊥)-space.

This justifies the approach to more generally assume a spherical potential and
to use (Vaz,VΔE,ν) for orbits with arbitrary inclination angles. Using this general-
ization, we searched for stellar halo streams in a sample of 22,321 SEGUE stars
from the seventh SDSS data release. We derived distances to all stars by using the
photometric parallax relation and its [Fe/H]-correction term given in Ivezic et al.
(2008). Through a comparison with 15 cluster fiducial sequences from An et al.
(2008) and Clem et al. (2008), we derived that the distamces get systematically
under-estimated by a factor below 5%, less than half of the average statistical er-
ror. We also showed that the systematic distance errors have no influential effect
on our results. To use the available kinematic and chemical informations in the
best way, we binned the stars into twelve overlapping ν-slices of 30◦ width, and
made use of the [Fe/H]-estimates by dividing the sample into four metallicity sub-
samples in the ranges [Fe/H]= −0.5 . . .− 1.0, −1.0 . . .− 1.5, −1.5 . . .− 2.0 and
[Fe/H]≤ −2.0. The metallicities provide a new "dimension"in parameter space
that is suited well to distinguish tidal streams from those of dynamical origin,
or even overdensities that have emerged through Poisson noise. In each metal-
licity sub-sample and all ν-slices we independently search for overdensities in
(Vaz, VΔE)-space. Besides the smooth component of the thick disk, the fraction
of which remains constant below [Fe/H]∼ −1.5, we find a richly sub-structured
phase-space distribution of stars. The amount of sub-structure increaeses with de-
creasing metallicity. At least three previosly detected halo streams are also present
in the SDSS sample: first, the new stream found in the RAVE data, which has a
metallicity distribution broadly peaked around [Fe/H]≈ −1.4. Second, the stream
’S3’ found by Dettbarn et al. (2007), which peaks around [Fe/H]≈ −1.5. Third,
we find as a highly significant (σ > 10) feature the stream which has been orig-
inally detected by Helmi et al. (1999). Besides theses already known features,
we find at least four new genuine halo streams (judged by their kinematics and
[Fe/H]), to which we can assign unambiguously peaked [Fe/H]-distributions.

In summary, we have demonstrated the practical power of our method to detect
substructure in the phase-space distribution of nearby stars belonging to all three
stellar components. Our method is a very practical way to use the observables of
stars (contained in U, V, W ) and account for their errors. Therefore, we do not
need to make a priori assumptions about the form of the gravitational potential.
Through only one data set of 22,321 stars we have increased the number of gen-
uine halo streams in the Solar vicinity by five. Further detections are expected
as new data samples become available. Recently, for example, the second data
release of RAVE became available (Zwitter et al., 2008), containing radial veloc-
ities and stellar parameters for 49,327 and 21,121 stars, respectively. The goal of
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this ambitious project is to increases this numbers up to one million and to make
available the most detailed phase-space map of the stellar populations in the Milky
Way. We are now at a transition, where data and tools are in place and "many"new
substructures are being found and discussed individually. In this context the next
step would be to also incorporate age determinations into search strategies. In
the future, these search techniques must then be applied in the same way to ar-
tificial data from dynamical and/or hierarchical models in order to compare the
observations statistically to model expectations.

Future data sets will also provide large enough samples to study the local
gravitational potential of the disk to higher accury and to larger distances than
previous samples allowed. An important assumption in this context is that there
exists an effective integral of motion depending only on z and W , because the
phase-space density depends on the integrals of motion under the assumption of
a dynamical equilibrium. We have shown that such an integral exists in the form
of the adiabatic integral of the vertical motion (eqation 4.78). We have conducted
a preperatory study in the context of GAIA to reproduce an observed density dis-
tribution of disk stars through integration of the stellar orbits in a test potential.
The validation on two theoretical disk models, Spitzer’s isothermal disk (Spitzer,
1942) and Camm’s disk (Camm, 1950), resulted in two main problems that still
have to be fixed: first, it is not clear if we can create Monte Carlo samples of
stars that represent a dynamical equilibrium distribution in Camm’s disk. Second,
we have to check whether the "first guess"of the potential parameters in the χ2-
minimization routine (a Levenberg-Marquard algorithm) can have an influence on
the results. Third, we need a spline function that is flexible enough to match the
isothermal disk potential. For the latter we were able to reproduce the scale height
and slope parameter to 100% and 96.9%, respectively, for a sample of N100, 000
stars. This shows, in principle, that our method is able to derive the potential from
the motion of stars.

We will adress the problems that still exist in future work and hopefully apply
this method to the large data sets that currently are available (RAVE, SDSS). The
long-term goal is to extend it towards the 2D case, that is, we try to reproduce
the observed two-dimensional density distribution of stars by integrating them in
a two-dimensional test potential with various parameters that will be constrained
by iterative χ2-fitting. Ultimately, GAIA will provide the ideal sample of relaxed
(late-type) stars to measure the two-dimensional potential on kpc scale.

All these strands of research show, that the ’fine-grain’ phase-space structure
of the Milky Way stars is now emerging as a promising and productive research
field.

165



166



Appendix A

Bibliography

167



A Bibliography

168



Bibliography

M. G. Abadi, J. F. Navarro, M. Steinmetz, and V. R. Eke. Simulations of Galaxy
Formation in a Λ Cold Dark Matter Universe. I. Dynamical and Photometric
Properties of a Simulated Disk Galaxy. ApJ, 591:499–514, July 2003a. doi:
10.1086/375512.

M. G. Abadi, J. F. Navarro, M. Steinmetz, and V. R. Eke. Simulations of Galaxy
Formation in a Λ Cold Dark Matter Universe. II. The Fine Structure of Simu-
lated Galactic Disks. ApJ, 597:21–34, November 2003b. doi: 10.1086/378316.

K. Abazajian, J. K. Adelman-McCarthy, M. A. Agüeros, S. S. Allam, S. F. Ander-
son, J. Annis, N. A. Bahcall, I. K. Baldry, S. Bastian, A. Berlind, M. Bernardi,
M. R. Blanton, N. Blythe, J. J. Bochanski, Jr., W. N. Boroski, H. Brewington,
J. W. Briggs, J. Brinkmann, R. J. Brunner, T. Budavári, L. N. Carey, M. A.
Carr, F. J. Castander, K. Chiu, M. J. Collinge, A. J. Connolly, K. R. Covey,
I. Csabai, J. J. Dalcanton, S. Dodelson, M. Doi, F. Dong, D. J. Eisenstein, M. L.
Evans, X. Fan, P. D. Feldman, D. P. Finkbeiner, S. D. Friedman, J. A. Frie-
man, M. Fukugita, R. R. Gal, B. Gillespie, K. Glazebrook, C. F. Gonzalez,
J. Gray, E. K. Grebel, L. Grodnicki, J. E. Gunn, V. K. Gurbani, P. B. Hall,
L. Hao, D. Harbeck, F. H. Harris, H. C. Harris, M. Harvanek, S. L. Haw-
ley, T. M. Heckman, J. F. Helmboldt, J. S. Hendry, G. S. Hennessy, R. B.
Hindsley, D. W. Hogg, D. J. Holmgren, J. A. Holtzman, L. Homer, L. Hui,
S.-i. Ichikawa, T. Ichikawa, J. P. Inkmann, Ž. Ivezić, S. Jester, D. E. John-
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G. R. Knapp, A. Y. Kniazev, R. G. Kron, J. Krzesinski, D. Q. Lamb, H. Lam-
peitl, B. C. Lee, H. Lin, D. C. Long, J. Loveday, R. H. Lupton, E. Mannery,
B. Margon, D. Martínez-Delgado, T. Matsubara, P. M. McGehee, T. A. McKay,
A. Meiksin, B. Ménard, J. A. Munn, T. Nash, E. H. Neilsen, Jr., H. J. New-
berg, P. R. Newman, R. C. Nichol, T. Nicinski, M. Nieto-Santisteban, A. Nitta,
S. Okamura, W. O’Mullane, R. Owen, N. Padmanabhan, G. Pauls, J. Peoples,
J. R. Pier, A. C. Pope, D. Pourbaix, T. R. Quinn, M. J. Raddick, G. T. Richards,
M. W. Richmond, H.-W. Rix, C. M. Rockosi, D. J. Schlegel, D. P. Schneider,
J. Schroeder, R. Scranton, M. Sekiguchi, E. Sheldon, K. Shimasaku, N. M.
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171



BIBLIOGRAPHY

M. A. Strauss, M. SubbaRao, A. S. Szalay, I. Szapudi, P. Szkody, M. Tegmark,
A. R. Thakar, D. L. Tucker, A. Uomoto, D. E. Vanden Berk, J. Vandenberg,
M. S. Vogeley, W. Voges, N. P. Vogt, L. M. Walkowicz, D. H. Weinberg, A. A.
West, S. D. M. White, Y. Xu, B. Yanny, D. R. Yocum, D. G. York, I. Zehavi,
S. Zibetti, and D. B. Zucker. The Fourth Data Release of the Sloan Digital Sky
Survey. ApJS, 162:38–48, January 2006. doi: 10.1086/497917.

J. K. Adelman-McCarthy, M. A. Agüeros, S. S. Allam, K. S. J. Anderson, S. F.
Anderson, J. Annis, N. A. Bahcall, C. A. L. Bailer-Jones, I. K. Baldry, J. C.
Barentine, T. C. Beers, V. Belokurov, A. Berlind, M. Bernardi, M. R. Blanton,
J. J. Bochanski, W. N. Boroski, D. M. Bramich, H. J. Brewington, J. Brinch-
mann, J. Brinkmann, R. J. Brunner, T. Budavári, L. N. Carey, S. Carliles,
M. A. Carr, F. J. Castander, A. J. Connolly, R. J. Cool, C. E. Cunha, I. Csabai,
J. J. Dalcanton, M. Doi, D. J. Eisenstein, M. L. Evans, N. W. Evans, X. Fan,
D. P. Finkbeiner, S. D. Friedman, J. A. Frieman, M. Fukugita, B. Gillespie,
G. Gilmore, K. Glazebrook, J. Gray, E. K. Grebel, J. E. Gunn, E. de Haas,
P. B. Hall, M. Harvanek, S. L. Hawley, J. Hayes, T. M. Heckman, J. S. Hendry,
G. S. Hennessy, R. B. Hindsley, C. M. Hirata, C. J. Hogan, D. W. Hogg, J. A.
Holtzman, S.-i. Ichikawa, T. Ichikawa, Ž. Ivezić, S. Jester, D. E. Johnston,
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R. H. Lupton, Ž. Ivezić, R. B. Hindsley, G. S. Hennessy, D. P. Schneider,
and J. Brinkmann. An Improved Proper-Motion Catalog Combining USNO-
B and the Sloan Digital Sky Survey. AJ, 127:3034–3042, May 2004. doi:
10.1086/383292.

J. F. Navarro, A. Helmi, and K. C. Freeman. The Extragalactic Origin of the
Arcturus Group. ApJL, 601:L43–L46, January 2004. doi: 10.1086/381751.

B. Nordstrom, M. Mayor, J. Andersen, J. Holmberg, F. Pont, B. R. Jorgensen,
E. H. Olsen, S. Udry, and N. Mowlavi. Geneva-Copenhagen Survey of Solar
neighbourhood (Nordstrom+, 2004). VizieR Online Data Catalog, 5117:0–+,
May 2004.

182



BIBLIOGRAPHY

M. Odenkirchen, E. K. Grebel, C. M. Rockosi, W. Dehnen, R. Ibata, H.-W. Rix,
A. Stolte, C. Wolf, J. E. Anderson, Jr., N. A. Bahcall, J. Brinkmann, I. Csabai,
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