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Elementarkinetische Modellierung von Festoxid- und
Direktflammen-Brennstoffzellen

Zusammenfassung: Im Rahmen dieser Arbeit wurde ein Modell zur
Vorhersage makroskopischer Zellcharakteristika von Festoxid-Brenstoffzellen
(Solid Oxide Fuel Cell, SOFC) entwickelt und zur Untersuchung ver-
schiedener Systeme verwendet. Das Modell basiert auf einer elementar-
kinetischen Beschreibung elektrochemischer Prozesse und den grundlegen-
den Erhaltungsprinzipien fiir Masse und Energie. Es erlaubt eine quanti-
tative Vorhersage von Zellspannung und -strom und er6ffnet damit gute Va-
lidierungsméglichkeiten. Ziel der Arbeit ist die Identifizierung von raten-
bestimmenden Prozessen und die Aufkliarung des Reaktionsweges beim
Ladungstransfer. Durch die numerische Simulation von Experimenten an
Modellanoden ist es gelungen, einen Wasserstofftransfer als wahrscheinlich-
sten Ladungstransfermechanismus zu identifizieren und den Einflull von Dif-
fusionsprozessen aufzuzeigen. Die Anwendung der Wasserstoff-Kinetik auf
das Komplettsystem der Direktflammen-Brennstoffzelle (direct flame fuel cell,
DFFC) zeigte, dass damit auch die elektrochemische Umsetzung von CO
moglich ist. Verbessungsvorschlige, gewonnen aus der (Quantifizierung der
Verlustprozesse im DFFC System, lassen eine Leistungssteigerung von 80%
erwarten.

Elementary kinetic modelling applied to solid oxide fuel cell
pattern anodes
and a direct flame fuel cell system

Abstract: In the course of this thesis a model for the prediction of polar-
isation characteristics of solid oxide fuel cells (SOFC) was developed. The
model is based on an elementary kinetic description of electrochemical reac-
tions and the fundamental conservation principles of mass and energy. The
model allows to predict the current-voltage relation of an SOFC and offers
ideal possibilities for model validation. The aim of this thesis is the identifica-
tion of rate-limiting processes and the determination of the elementary path-
way during charge transfer. The numerical simulation of experiments with
model anodes allowed to identify a hydrogen transfer to be the most proba-
ble charge-transfer reaction and revealed the influence of diffusive transport.
Applying the hydrogen oxidation kinetics to the direct flame fuel cell system
(DFFC) showed that electrochemical oxidation of CO is possible based on the
same mechanism. Based on the quantification of loss processes in the DFFC
system, improvements on cell design, predicting 80% increase of efficiency,
were proposed.
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Chapter 1

Introduction and background

1.1 Introduction

The ever increasing demand for energy imposes severe problems on the world
society. The emission of greenhouse gases from the consumption of fossil fu-
els is held responsible for negative effects on the worlds climate. Lawyers
start to see legitimations for small countries suing industrial nations for dam-
age. Damage resulting from the extravagance in the use of fossil fuels and
the resulting existential threats for small states like Tuvalu [1]. Beside the
ideal solution of reducing the energy consumption, increasing the efficiency
of energy utilisation can help to reduce green-house gases.

Today, electrical energy is generated mainly via thermomechanical processes.
Heat is generated via combustion or thermonuclear reactions and subse-
quently converted first into mechanical and ultimately into electrical energy.
All thermo-mechanical processes, even in an ideal system, obey Carnot’s the-
orem which states, that efficiency of such a process cannot exceed a certain
limit. A fuel cell is not based on thermo-mechanical processes but electro-
chemically converts the energy stored in the fuel directly into electrical en-
ergy; its efficiency is therefore not limited by Carnot’s theorem. As 66% of
the world’s demand on electrical energy is generated from fossil fuels [2], the
use of fuel cells provides a good way to increase the efficiency of energy con-
version [3| and may therefore aid in reducing the severe climate problems of
our planet.

Today, fuel cell systems range from centralised multi-megawatt power plants
over domestic heat and power co-generation down to battery-replacement in
mobile electronic devices. Although all systems are available at least on the
basis of prototypes, the commercial breakthrough still faces significant chal-
lenges concerning long-term stability, cost reduction and performance im-
provement. A major obstacle in overcoming this challenges is the still poor
understanding of the underlying physical and chemical processes taking place
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Figure 1.1: Schematic drawing of o solid oxide fuel cell run on hydrogen and
orygen.

at cell level [4]. Understanding these elementary processes is the key to opti-
mising cell design and finding alternative materials for the reduction of costs
and the increase of long-term stability [3, 5, 6].

Gaining experimental insight into the fundamental processes is difficult, firstly,
because the electrochemical reactions take place at the solid-solid interface of
the electrodes and, secondly, because of the tight coupling between transport
and electrochemical reactions. This is true even more as these processes oc-
cur inside the complex structure of porous electrodes. However, macroscopic
electrochemical characterisation can be performed with relative ease.

To bridge the gap between the experimental characterisation on a macroscopic
level and the elementary processes ultimately governing fuel cell performance
on the microscopic scale we have developed a detailed physico-chemical model.
The model is capable of predicting cell performance based on fundamental
physical processes and therefore allows to identify rate-limiting steps and
helps understanding their relations.

In the remainder of this chapter a general overview of fuel cells and solid oxide
fuel cells will be given. In Ch. 2 the model is developed and afterwards used
for numerical simulations of Ni/YSZ-based model anodes in Ch. 3. Based on
the identification of the charge-transfer kinetics, design improvements for a
direct flame fuel cell system will be derived in Ch. 4. The thesis is closed by
a summary.

1.2 Background

1.2.1 Fuel cells

A fuel cell is an electrochemical device that converts chemical energy directly
into electrical energy. Unlike in batteries, where the chemical reactants are



1.2. BACKGROUND 3

contained within the electrochemical device, a fuel cell only provides a path-
way for the electrochemical reaction to proceed, whereas fuel and oxidising
agents are supplied externally. In principle any exothermic chemical reaction
that can be separated into a reduction reaction and an oxidation reaction can
be exploited in a fuel cell for the generation of electrical power.

Global reaction. Typical reactions are the full oxidation of hydrogen or
carbon monoxide with molecular oxygen [5, 6]. If hydrogen is used as a
fuel and oxygen as the oxidiser the global reaction is the hydrogen-oxidation
reaction,

H, + 1/202 - HQO . (11)

Half-cell reactions. In a fuel cell, the fuel and oxidiser are separated by
a gas-tight electrolyte and the global reaction is split up into two half-cell
reactions: an oxygen reduction reaction taking place at the cathode,

1205 + 2¢~ = 0%, (1.2)
and a hydrogen oxidation reaction occurring at the anode,

Hy + 0% = Hy0 + 2e” . (1.3)

Efficiency. The total amount of energy released by the chemical reaction
Eq. 1.1 is the free enthalpy AH. This energy would be converted into heat if
the reaction was allowed to proceed freely. In an ideal fuel cell, only the free
reaction enthalpy AG = AH — TAS can be converted into electrical energy.
From this, the maximum theoretical efficiency of a fuel cell can be calculated

as
_AG
Nrc = N
For the generally-used thermomechanical processes for energy conversion, the
theoretical limit of efficiency is given by Carnot’s theorem [5]. It states that
the maximum efficiency of a thermomechanical process operating between a
hot state with temperature 77 and a cold state (T3) can be calculated by

(1.4)

Ty — 15
.

TlCarnot = (15)
At a system temperature of 800 K and a ambient temperature of 300 K a fuel
cell running on hydrogen works with a theoretical efficiency of 80% whereas
a thermo-mechanical process is limited to 60% [3].

Operating principle. The basic operating principle of a fuel cell (Fig. 1.1)
can be described as a concentration cell. As any electrochemical device, a fuel
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Table 1.1: Overview of fuel cell types indicating operating temperature, the type of
electrolyte, charge carriers and fuel.

Fuel cell type Operating Electrolyte (charge Fuel
temperature carrier)
Alkaline fuel cell 80 °C Potassium hydroxide Ho

(AFC)

(OH™)

Polymer electrolyte

80 °C (today), 150 °C

Tonomer (conducting

Hs (CO < 10 ppm

membrane fuel cell (future) polymer) (HT) today, < 1000 ppm
(PEFC) future)
Direct methanol fuel 80 °C Ionomer (HT) Methanol
cell (DMFC)
Phosphoric acid fuel 200 °C Immobilized phosphoric Hs (CO <5 %)
cell (PAFC) acid (Ht)
Molten carbonate fuel 650 °C Molten alkali Ha, CO, hydrocarbons

cell (MCFC)

carbonates (CO3~ )

(internal reforming)

Solid oxide fuel cell

900 °C (today),

Oxide ceramic (027)

Hs, CO, hydrocarbons

(SOFC) 600 °C (future) (direct utilization)

cell consists of an anode (where the fuel, Hy, is oxidised), a cathode (where
the the oxidiser, here molecular oxygen, O, is reduced) and an ionically con-
ducting electrolyte establishing a concentration gradient by separating the
anode and cathode gas volumes. Due to the concentration gradient an elec-
trical voltage, B . develops between the electrodes. This maximum voltage

cells
of about 1.2 V for a fuel cell running on hydrogen can be calculated via [7],

1

th
Ecell - _ZF

AG (1.6)
where z is the number of electrons transferred and F' is Faraday’s constant.
The free enthalpy of reaction depends on the concentrations of reactants and
products in the gas-mixture actually fed to the anode and cathode. Generally
the gases supplied to the electrodes are not pure (e.g., ambient air is used

frequently as oxidiser), and from Eq. 1.6 the Nernst equation follows [4]:

AG° RT ag,0
B = -—. 2 1.7
cell ~F ~F n a’Hga%S ) ( )

where AGY is the free enthalpy of reaction at standard conditions, R the ideal
gas constant, 7' the temperature and a; the activities of the species.
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1.2.2 Types of fuel cells

Since in 1839 William Groove and Walter Schonbein discovered the opera-
tion principle of a fuel cell, a number of different realisations of the basic
principle have been developed. Depending on the materials used for anode,
electrolyte and cathode, the resulting fuel cell exhibits different characteris-
tics in terms of operating temperature or fuel acceptance. The most common
fuel cell types are summarised in Tab. 1.1. The different fuel cells can be
characterised by the type of electrolyte used, because its physical properties
(ionic conductivity and physical state) determines the operating conditions
with respect to temperature [3].

Why SOFC? All types of fuel cells in Tab. 1.1 are currently subject of
academic and industrial research and it cannot be forseen which, if any of
them, will be dominating in future. This thesis focuses on the solid oxide fuel
cell (SOFC), because it is the most fuel-flexible of all fuel cell systems devel-
oped today. It can run on Hy, CO-rich mixtures and hydrocarbons (gaseous
or gasified liquid hydrocarbons and even on flame exhaust gases, Sec. 4). In
today’s economy, which is based mainly on hydrocarbon energy resources,
SOFCs can be operated with considerably less effort for fuel processing than
Hy-operated fuel cells [8].

1.2.3 Solid oxide fuel cell

A solid oxide fuel cell is made of all-solid material and derives its name from
the oxidic electrolyte. The electrolyte, responsible for the conduction of oxy-
gen ions, is sandwiched between two electrodes. The electrodes are formed by
a porous structure consisting of an electronically conducting phase, an ion-
ically conducting phase and a gas phase for the supply of fuel and oxidiser.
Fig. 1.2 shows a micrograph of the membrane electrode assembly (MEA) of
a typical electrolyte-supported cell structure. From left to right, the figure
shows the porous cathode, the dense layer of the electrolyte and the porous
cermet, anode.

Operating conditions. Typical SOFC operating conditions are high tem-
peratures (between 600 °C and 1000 °C), a highly reducing atmosphere at
the anode side and an oxidising atmosphere at the cathode side. The high
temperature level is crucial for SOFC operation as the ionic conductivity of
the solid electrolyte depends exponentially on temperature and would de-
crease the performance considerably at lower temperatures. Also from the
high operating temperatures follow the capability of the SOFC to run di-
rectly on hydrocarbon fuels and the possibility to use non-noble metals for
the catalysis of electrochemical reactions. Beside these positive effects, the
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Figure 1.2: Scanning electron micrograph (SEM) of an electrolyte-supported solid
oxide fuel cell with porous electrodes. SEM courtesy of Prof. Ellen Ivers-Tiffée,
Institut fiir Werkstoffe der Elektrotechnik, Universitit Karlsruhe.
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need for high-temperature sealing techniques and thermal stresses resulting
from different thermal expansion coefficients of the individual materials are
significant drawbacks. Furthermore the choice of materials is limited by the
need for high redox stability of the electrolyte which is in contact with both,
the anodic reducing and the cathodic oxidising atmosphere [8, 9.

Application areas. The most prominent application area for SOFC-based
fuel cell systems are stationary power plants. At this relatively large scale
(several kW to MW), the high temperatures and the associated structural
problems during heating up and cooling down can be handled most effec-
tively. In fact, the high temperature level can be positive if SOFCs are used
in combination with gas-turbines [10, 11]. For these hybrid systems, overall
efficiencies of around 70% can be expected. SOFC systems are also being de-
veloped as auxiliary power units (APU) for the use in trucks or mobile homes,
providing about 5 kW. Today, the power to supply the on-board electrical de-
vices (air-conditioning, refrigerator, television etc.) is generated by idling
the combustion engine of this vehicles under inefficient conditions. SOFC-
based APUs running on reformate Diesel can help to significantly increase
efficiency [12|. Finally, the fuel flexibility and high-temperature-tolerance of
SOFCs opens up niche market segments [13, 14]. In Ch. 4 studies on the
direct flame fuel cell system will be presented. Running on the exhaust of a
hydrocarbon flame, this system is able to produce about 200 mW electrical
power.

1.2.4 SOFC materials

Electrolyte. The dense layer of the solid electrolyte plays an important
role in the SOFC design. Tt has to be a good oxygen-ion conductor, because
all current drawn from the cell has to pass through the electrolyte in terms
of oxygen ions. On the other hand, it must electronically separate the anode
from the cathode to prevent electronic current from passing through the elec-
trolyte and short-circuit the fuel cell. As the separator between the anode
and the cathode side it needs good redox stability at elevated temperatures
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to withstand SOFC operating conditions. The traditional material is yttria-
stabilised zirconia (YSZ, Yo, Zr1 2,0y ., where z is the concentration of the
dopant in mol-% Y203 in ZrO,). First used in 1937 by Baur and Preis it is
still widely used in SOFC systems of today. The doping of ZrO, with triva-
lent yttrium ions forms oxygen ion vacancies in the host lattice. This allows
for vacancy-mediated conduction of oxygen ions on and stabilises the cubic
phase of zirconia at higher temperatures. The ionic conductivity ranges from
0.01 S/cm at 700 °C to about 0.1 S/cm at 1000 °C and additionally depends
on dopant concentration.

Research is carried out to reduce the operating temperature of SOFCs us-
ing different electrolyte materials which show higher ionic conductivities at
relatively low temperatures. Among these materials gadolinium-doped ce-
ria (GDC, Gdy,Ce;_9,04_, 5, x=dopant concentration of GdyO3 in CeOa,
d depending on oxygen partial pressure) is a promising candidate. It shows
ionic conductivities five times higher than YSZ at 700 °C [8]. The ceria-based
electrolytes are mixed ionic and electronic conducting materials (MIEC). At
low oxygen partial pressured these materials become electronically conduct-
ing. However, as only the anodic side of a SOFC is exposed to a reducing
atmosphere, the electronic current hardly reaches the fully oxidised cathodic
regions of the electrolyte and the positive impact of the better ionic conduc-
tivity may outweigh the negative effect resulting from short-circuiting of the
cell [15].

Anode. A typical SOFC anode is formed by a porous composite structure,
consisting of an ionically conducting phase (often the same as used for the
dense electrolyte) and an electronically conducting phase (e.g., nickel or cop-
per). A traditional material system is Ni/YSZ which exhibits good chemical
stability in the hot reducing atmosphere of the SOFC. At the elevated tem-
peratures nickel is a good catalyst for electrochemical reactions, thus, noble
metals hardly need to be used.

Cathode. For the cathode material, chemical stability under oxidising con-
ditions at high temperatures as well as a good electronic conductivity for cur-
rent collection are necessary. At the cathode mainly electronically conducting
oxide ceramics are used. A typical example is strontium-doped lanthanum
magnetite (LSM, La;_,Sr,MnOj) which shows an electronic conductivity of
about 10 S/cm at 700 °C .

1.2.5 Electrochemical characterisation

The most prominent techniques for the electrochemical characterisation of
fuel cells are steady-state polarisation measurements (IV measurements) and
electrochemical impedance spectroscopy (EIS). During an IV measurement
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Figure 1.3: Two representations of current-voltage relations (IV curves). a) Cell
voltage plotted over the current density, used mainly in full SOFC setups. b) Tafel
plot. The absolute value of the current density is plotted logarithmically over the
overpotential n = EZBH — Ecenn. This representation is used frequently in the context
of reference electrode measurements. Anodic (n > 0, red) and cathodic (n < 0,
dark) polarisations are possible.

the cell voltage is measured with respect to a time-constant electrical load
imposed on the cell. During EIS measurements a transient current is used for
excitation.

IV curve. If a series of time-constant currents ¢ with different absolute
values are applied to a fuel cell, a current-voltage relation (IV curve, polari-
sation curve) results. In Fig. 1.3 two frequently used representations for IV
measurements are shown :

a) Current-voltage relation. The actual cell voltage E.q(7) is plotted over the
cell’s current density. The actual cell voltage decreases with increasing
current as internal loss processes depend on the cell current. Typically
the measurements stop if the cell voltage drops below a certain value.
This representation is mainly used in Ch. 4 for the characterisation of
the direct flame fuel cell.

b) Tafel representation. Here, the absolute value of the current density is
plotted over the difference between open-circuit voltage and actual cell
voltage (the overpotential n(i) = EQSY — Eea(4)). Typically, this repre-

sentation is used with a logarithmic abscissa in the context of reference

electrode measurements (Ch. 3). The Tafel representation may have an
anodic and a cathodic branch. The anodic brach results from the oper-
ation of the fuel cell in the direction of hydrogen oxidation, the cathodic

brach from the reverse reaction, using the fuel cell as an electrolyser.

Except for the cathodic brach in the Tafel plot, both representations contain
the same information.
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Figure 1.4: Schematic of an electrochemical impedance spectroscopy measurements
(EIS). a) Current-voltage relation showing operating point of EIS and the transients
in current and voltage. b) Bode representation of the impedance answer of a system.
The polarisation resistance Rpo can be derived from EIS and 1V measurements.

EIS. During electrochemical impedance spectroscopy a transient current
signal i(t) is imposed on the system and the answer, the impedance Z, is
measured (Fig. 1.4). The amplitude of the excitation signal is usually chosen
small (few mV) so that the system response is approximately linear to the
excitation whereas the offset may be chosen arbitrarily (red circle in Fig. 1.4 a
can be anywhere on the IV curve). If, for a series of different frequencies, the
real and imaginary part of the impedance are plotted over the frequency, the
so-called Bode representation results (Fig. 1.4 b).

From both types of measurements, EIS and IV, the polarisation resistance,
Ryq1, a frequently-used quantity for SOFC characterisation, can be derived.
Using EIS, R, corresponds to the real part of the impedance at low frequen-
cies. Using IV measurements the, polarisation resistance can be derived from
the slope of the IV curve:

dn
T
The polarisation resistance is the main characteristic for the studies on model
anodes in Ch. 3.

Rpor = (1.8)

1.2.6 Model anodes

A technical fuel cell is optimised for power by increasing the active surface area
of the electrodes. Consequently, such electrodes have a complex microstruc-
ture. The electrodes are highly porous structures with interpenetrating clus-
ters of the electronic and ionic phases formed by differently sized particles.
For studying elementary processes at the interface of the solid electrolyte and
the solid electrode, special setups are frequently used [16-21]. In these se-
tups, the MEA of an SOFC is reduced to simple geometries, typically a flat,
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Figure 1.5: Model anode. a) Micrograph of Ni/YSZ model anode. Dark nickel
stripes form the electrode on a YSZ single crystal, the electrolyte (bright). b)
Schematic view. Micrograph, courtesy of A. Bieberle-Hiitter, ETH Ziirich, Switzer-
land.

dense electrolyte disc with non-porous electrode patterns on top (Fig. 1.5).
These simplified electrodes reduce structural influences on the polarisation
behaviour and allow to study the electrochemical processes in more detail.



Chapter 2

Physico-chemical modelling

The energy conversion capability of an SOFC is based on a variety of dif-
ferent electrochemical and physical processes which are tightly coupled and
appear on different length scales ranging from sub-micrometer (electrochem-
ical reactions) to centimeters (gas supply). To account for these processes
adequately, a multi-scale model was developed including electrochemical pro-
cesses, gas transport and the transport of charge. The different length scales
are coupled via appropriate source terms. The model forms a system of time-
dependent differential equations which is spatially discretised and numerically
time-integrated to predict polarisation curves.

The smallest model level is an entity called species. The species forming
part of the SOFC system may be charged or neutral atoms or molecules
adsorbed on surfaces (e.g., Hyi, O%g,), freely existing in the gas phase (H§™,
05™), constituents of the lattice structure of bulk materials (O8yq;), solved
as interstitials in bulk material (HY;) or electrons in the conduction bands
of the electrodes (e”). All species are considered mobile and may undergo
chemical reactions within the same phase (e.g., homogeneous gas-phase and
surface reactions) or over phase boundaries (e.g., ad- and desorption reactions
or electrochemical reactions).

Chemical reactions in the gas phase and on the surfaces of electrode and elec-
trolyte are modelled by an elementary kinetic, thermodynamically consistent
description of the reaction kinetics. The surface chemistry is treated within
the mean-field approximation [22|. The elementary steps of electrochemi-
cal reactions are resolved and physically meaningful electrical potentials are
used to calculate their rates instead of the widely-spread approach of deriving
electrochemical reaction kinetics based on half-cell overpotentials [23-26].

Mass transport in the bulk gas phase occurs on the scale of millimeters to
several centimetres and is modelled using a one-dimensional approach based
on the Navier-Stokes equations. On a micrometer scale, the mass-transport
in the porous structures of the electrodes are modelled by Stefan-Maxwell
multi-component diffusion using averaged Bosanquet diffusion coefficients and

11
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pressure driven Darcy-flow. Below the micrometer-scale, the interstitial bulk
species and surface-adsorbed species are transported purely diffusive which
we treat within the context of Fickian diffusion. The transport of charge and
mass through the porous composite material of the electrodes is based on
homogenisation approach using effective transport coefficients [27-29].

In the following the complete set of equations used for the simulations in
Chapters 3 and 4 will be compiled. Although the experimental setups mod-
elled in these chapters differ strongly, they can be consistently described
within the same model framework developed in the remainder of this chap-
ter. We will start with the general electrochemical properties of an SOFC,
describe the elementary kinetic approach used to derive reaction rates and
the electrical current, and describe the transport of heat and mass throughout
the system.

2.1 Electrochemistry

In an electrochemical system such as the SOFC, the gradient in the elec-
trochemical potential is the driving force for reactions occurring inside the
system. If the system has reached equilibrium, this gradient has vanished
and an electrical voltage E has formed between the electrodes. At equilib-

rium the relation [4, 5|,
AG = —zFF (2.1)

follows from thermodynamic considerations, relating the free reaction En-
thalpy AG of the global reaction to the product of Faraday’s constant,F’,
the number of transferred electrons, z, and the cell voltage, E. Globally, the
hydrogen oxidation reaction can be written as,

H, + 1/202 - HQO . (22)

Typically, for describing electrochemistry within an SOFC where the elec-
trolyte (e.g., YSZ) is a solid oxygen ion conductor and the reactants and
products are supplied in the gas phase, this reaction can be spatially sepa-
rated into two half-cell reaction proceeding at the anode side,

HE™ + OF yoy = HoO% + Vo, +2e7 (2.3)
and the cathode side,
1 gas o0 N 2—
502 + VOysz +2¢” = Oygy - (2.4)

In the above equations Kroger-Vink notation was used, where Vi, denotes
a oxygen vacancy in the bulk electrolyte, O%(_sz a surface adsorbed oxygen
ion and OFyg; an oxygen in the lattice structure of the bulk electrolyte.
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Figure 2.1: Schematic representation of fuel cell setups. a) Reference electrode
setup, used for studies on model anodes (Ch. 8). b) Full SOFC, used for simulations
of direct-flame fuel cells (Ch. 4).

For these reactions the potential difference in thermodynamical equilibrium
between the electrolyte and the electrode, A¢gequi, can be calculated using
the Nernst equation |7, 30]:

_ AG. RT a(Hy) - a(Of vez)

A¢eQu11,an YA ﬁ ) (CL(HQO) . CL( .O.YSZ) ? (25)
_ AGe RT a(O3 vsz)

Abeuten = = =~ 5 In (a<o2>1/2 Vi) Y

The cell voltage at equilibrium is given by the difference in the electrical
potential of the anode and the cathode:

Eequil - ACzsequil,ca - AQsequil,an. (27)

The two electrodes are at different potentials because of two potential steps
A¢ forming at the interfaces of the electrode and the electrolyte at the anode
and cathode [5]:

A(Zﬁam = Qbelde,an - (belyt,an and A¢ca = ¢elde,ca - Qbelyt,ca ) (28)

where @elqe is the electrical potential of the electrode and ¢y represents the
electrical potential of the electrolyte just beyond the space-charge region. If
current is drawn from the cell, the cell voltage and the potential steps become
dependent on the cell current i:

E(Z) = ¢elde,ca - ¢elde,an(i) . (29)

Current-voltage relationships. The relationship between the cell volt-
age E(i) and the cell current ¢ forms the basis for evaluating polarisation
behaviour and performance of a fuel cell. In the course of this thesis, experi-
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mental data derived from two different fuel cell setups will be used and must
be reflected in the model. These setups are: (1) A full SOFC comprising
of porous composite electrodes and a dense ionically and electronically con-
ducting electrolyte where cell voltage and cell current are measured between
anode and cathode current collector (Fig. 2.1 b). (2) A reference electrode
setup consisting of 3 non-porous electrodes and a purely ionically conducting
electrolyte. This setup is used for studies on model anodes. In the latter,
only the working and the counter electrode are polarised during experimental
characterisation while the reference electrode remains unpolarised (Fig. 2.1 a).

Full SOFC. When porous electrodes are used that consist of an electrode
and an electrolyte phase, the potential steps depend on the spatial position y
along the electrode thickness and all potentials depend on the cell’s current
density 7, except Peigeca Which we set to zero as reference:

A(,belde,ca = Qbelde,ca - (belyt,ca(y) and Astelde,am = (belde,an - Qbelyt,an(y) . (210)

Consequently, additional expressions are needed to close Eqs. 2.8 that de-
scribe the variation of A¢ea, Agan and @eryt over the thickness of the fuel cell.
The current density i is the sum of the Faradaic current iy resulting from elec-
trochemical charge-transfer processes (see 2.2.3) and the electrical current g
resulting from the electronic conductivity of the electrolyte (see 2.3.4):

Lg
i:/ iy dy +ia (2.11)
y=0

The charge-transfer reactions are possible over the whole thickness of the
porous electrode and we integrate the volumetric current density i) over the
electrode thickness Ly to get the current density ¢ with respect to the cell
surface.

Model anode. In the reference electrode setup (Fig. 2.1 a) the overpoten-
tial (),
77(2) = ¢elde,work(i) - ¢elde,ref - Z-Relytv (212)

given by the difference between the potentials of the working electrode
(@Perdework (7)) and the reference electrode (@ederef), is measured in relation to
the current density ¢ between working and counter electrode. The potential
steps at the electrodes are given by

AQselde,work = ¢elde,work_¢elyt,work and ACbelde,ref = ¢elde,ref_¢elyt7ref . (213)

If the reference electrode is placed correctly and sees a constant gas atmo-
sphere, it represents the potential at the center of the electrolyte and is inde-
pendent of the current density i [31, 32].
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2.2 Elementary kinetics

In this section the model equations describing the kinetics of a general elec-
trochemical reaction,

Z VA4 ze” = Z V;/A;/ (2.14)

i€ Ry¢ JER:

are summarised. The Eq. 2.14 describes the reaction between the products
A" and the reactants A’ with stoichiometric coefficients v and v’. The reac-
tion is formulated in the direction of reduction, where z denotes the number
of electrons transferred. In this thesis the reaction is assumed to proceed at
the interface of a solid electrolyte and a solid electrode. The reaction pro-
ceeds until thermodynamical equilibrium is reached. However, as charge is
transported in the course of the reaction, an electrical potential difference

A¢ = Pelde — Pelyt (2.15)

develops between the electrolyte and the electrode. The kinetics of the reac-
tion described by Eq. 2.14 is characterised by the forward and reverse reaction
rates k,/; derived from transition-state theory [30]:

act ZF
ke = ki exp <— RfT) exp (— (1—a) T Aqﬁ) : (2.16)
Eact F
k. = kY exp (— Rr ) exp (a;—T . Agb) : (2.17)

where E** are the activation energies, a the symmetry factor and F,R,T
respectively are Faraday’s constant, ideal-gas constant and temperature. Ac-
cording to mass-action kinetics the net change of species ¢ due to an electro-
chemical reaction is given by the rate $; [7]:

si=vi | ke [T47 -k J[A7 |, (2.18)

where s; and A; can be given as volumetric or area specific quantities. If
a charged species participates in the reaction, the rate s; gives rise to an

electrical current density
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2.2.1 Gas-phase chemistry

The fuel and product species in an SOFC system are supplied by gas channels.
The species in the bulk gas phases may undergo chemical reactions if the gas
mixture is not in thermodynamical equilibrium. For the reactions in the gas
phase the Eqs. 2.16-2.18 hold. However, all gas-phase species share the same
phase and the same electrical potential resulting in A¢ = 0. Consequently,
at thermodynamical equilibrium, where the net rate s; of all species must be
zero the free Enthalpy of reaction AG must vanishes,

AG=AH-TAS=0. (2.20)

Here AH and AS, respectively, are the enthalpy and entropy derived from
the molar quantities of the species:

AH =Y v/hi—> vhi (2.21)

i€ Ry i€R:
AS = E v)'si — E visi . (2.22)
i€ Ry¢ i€ Ry

The pre-exponential factors k° as well as the activation energies E** of the
forward and reverse reaction rates in Eq. 2.16 and Eq. 2.17 are not indepen-
dent but related via the equilibrium relation (Eq. 2.20) [4]:

Bt — B = AH | (2.23)
K AS

The gas mixture will be described in terms of the mass density p, the total
concentration ¢y = ), ¢; and the mean molar mass M = Yewor Y, ¢i M.
The quantity of species will be given either in molar concentrations ¢;, mole
fractions X; = ¢i/ci, or mass fractions Y; = Mi/i1 X;, where M; represents the
molar mass of species ¢. The assumption of an ideal gas is assumed to hold
throughout this thesis: ~
pM
=27 (2.25)
where p is the pressure, R the gas constant and 7" the temperature of the
mixture. The volumetric source terms of the gas-phase species §) are cal-
culated applying mass-action kinetics (Eq. 2.18) using the software package
DETCHEM |33].
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2.2.2 Surface chemistry

The surface chemistry is treated in analogy to the gas-phase chemistry. We
make use of the mean-field approximation (i.e. we assume that the state
of a surface adsorbed species can be described by averaged surface cover-
ages, thermodynamic and kinetic parameters). The detailed structures of the
surface (steps, kinks, crystal disorders) are assumed to be included in these
quantities. Wherever appropriate, the area-specific molar surface concentra-
tions ¢; are normalised to the total of available surface sites I'y yielding the
dimensionless surface coverage
C; 0

O =—F (2.26)

where o; is the number of surface sites a species occupies. The coverages of
surface species is coupled to the concentration of gas-phase species by hetero-
geneous chemistry. We assume a Langmuir-Hinshelwood reaction pathway.
The species production rate of a species ¢ is calculated via mass-action Kki-
netics (Eq. 2.18) yielding the area-specific production rate $* which can be
converted into the change of surface coverage using Eq. 2.26.

2.2.3 Charge transfer

Calculating the current resulting from the charge transfer (CT) via electro-
chemical reactions may be realised with different approaches. In a global view
Butler-Volmer kinetics may be used. A second possibility, combining the low
computational costs of the global approach with basic elementary kinetics
was published by Goodwin, Kee and co-workers [34-36]. Thirdly, the current
can be directly calculated from the kinetics of the elementary charge-transfer
reaction. Throughout this thesis the latter approach will be used exclusively
for the SOFC anode, because it allows to account for the coupling between
the various processes governing SOFC operation without any a priory as-
sumptions on rate-limiting steps. The approach may be used for any number
and any kind of charge-transfer processes including 1D line-specific surface-
spillover reactions as well as charge transfer over a 2D interface between bulk
materials and it holds under non-equilibrium conditions. For modelling the
cathode electrochemistry a modified Butler-Volmer approach will be used to
save computation time in Ch. 4.

Global Butler-Volmer kinetics. Using global reaction kinetics, Butler-
Volmer expressions are used frequently to relate the current density ¢ to the
activation overpotential of the electrode 1, [7, 30:

F F
1= io |:eXp (ﬁaﬁnact) — eXp <_ﬁcﬁnact):| ) (227)
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where ¥ is the exchange current density and 3, and 3. are the symmetry

factors for the anodic and cathode reaction, respectively. For a symmetrical
electron transfer of one electron, 3,=0. =0.5. The dependence of the current
density on experimental conditions such as pressure and composition of the
gas phase is included via the exchange current density. Elementary charge-
transfer reactions are not resolved.

Modified Butler-Volmer kinetics. To reduce the empiricism included in
the Butler-Volmer description, Goodwin, Kee and co-workers 34, 35| formu-
lated analytical expressions for the exchange current densities of the hydrogen
oxidation reaction (Eq. 2.3),

Eact an 1/4 an 3/4 an — 1/2
id =i’ exp (——Ra;) (p*HQ) (—1 PHa0 ) (1 + p—ff?) ., (2.28)
v, 01325 Pa Ph,

with 3, = 1.5 and (. = 0.5 and the oxygen reduction reaction (Eq. 2.4),

Eact Ca 1/4 ca _1/2
id, =i’ exp (——Cath) <pi> (1 + pﬁ) : (2.29)
RT 10, PO,

with 8, = 0.5 and 8. = 0.5. Here, ¢* are the preexponential factors and
p* are nonlinear functions of partial pressure given in [35]. To derive the
analytical expression for the exchange current densities they assumed that
one specific CT reaction is the only rate-limiting process. In this picture,
the surface is always in equilibrium with the gas phase. This allowed to
include basic elementary kinetics into the global Butler-Volmer approach but
inherently assumes fast heterogeneous chemistry and fast mass transport on
the surfaces.

Elementary kinetics. In contrast to the two approaches presented so far,
we will not assume any specific rate-limiting processes. As the charge transfer
in an SOFC inherently involves the transition from electronic conduction of
the electrical current in the electrode to ionic conduction in the electrolyte,
all CT reactions in this thesis are assumed to proceed over the interface be-
tween electrode and electrolyte. This interface may be either a line, formed
by the intersection of the three phases gas/electrode/electrolyte (three phase
boundary, TPB), or the contact area of the bulk electrode and the bulk elec-
trolyte. The CT reaction proceeds over the whole length of this interface,
consequently, the total current generated by a CT reaction depends on the
absolute dimensions of the interface. The length of this interface, lrpg, is
given either as an area-specific quantity (I4pg) for the studies on the elemen-
tary kinetics of charge-transfer in Ch. 3, or as volume-specific quantity (IYpg)
in Ch. 4 where porous electrodes are modelled. The Faradaic current density
ir of one CT reaction with respect to the surface area of the whole cell is
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given by

iF,ct - ZFZTPB (kf,ct H A;/J - kr,ct H A]VJ> . (230)

jeRct jEPct

If more than one electrochemical reaction takes place, the overall current
density ir is the sum over all C'T' reactions:

ip= Y ipe- (2.31)

all CTRs

The advantages of modelling the charge-transfer in SOFC using a detailed ele-
mentary kinetic approach over the widely used description via Butler-Volmer-
type kinetics are:

e The potential difference entering the rate equations (Eq. 2.17 and
Eq. 2.16) are “real” physical potential steps due to the formation of
electrical double layers at the interfaces of the electrodes with the elec-
trolyte.

e The description of charge transfer using elementary kinetics allows to
resolve the full kinetic coupling of all processes governing fuel cell per-
formance.

e There is no need for an a priori assumption of an rate-determining step.
In contrast, this approach allows to identify the relevance of individual
processes.

e The model is applicable in non-equilibrated conditions.

e The open-circuit voltage is not an input into the model but a model
prediction.

2.3 Multi-scale transport

2.3.1 General conservation principles

The quantity F' of an extensive variable within an control volume V' follows
from the integration over its density in V' [37],

F(t) = /v F@EHAV (2.32)
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Temporal changes of this variable F'(t) may be introduced by flux ff(f, t) over
the surface OV into the control volume (e.g., electrical current, diffusion or
convection), by source terms within the volume (e.g., resulting from chemical
reactions q;(Z,t)) or via interaction with external fields s (e.g., heat radiation
or gravitation). For a differential area element dA or volume element dV' these
contributions can be calculated by

J_;cﬁdA, qgrpdV , and spdV . (2.33)

Here, 77 denotes the vector normal to dA facing outwards. From the conser-
vation of the extensive variable F' it follows that

F —
a—:—/ JfﬁdA—i-/Qde—F/Sde. (2.34)
ot v v v
Combining this equation with the time derivative of Eq. 2.32,
oF of
— = [ =dV 2.35
ot v Ot (2:35)

and applying Gauk’ divergence theorem [38] on the flux through the surface
OV of V, the continuity equation is derived

of(z,t)
ot

= —divJy(Z,t) + qp(Z,t) + s7(Z,1) . (2.36)

2.3.2 Homogenisation approach

For the porous structure of the composite electrodes consisting of three phases
(pore space, metal electrode and ceramic electrolyte) a homogenisation ap-
proach will be used [39-41]. In this approach the microstructure is not spa-
tially resolved; its influence on the macroscopic description is accounted for
using effective transport coefficients.

2.3.3 Charge transport

Porous SOFC electrodes typically are composite materials comprising of gas-
filled pores, an electronically conducting electrode phase and an ionically
conduction electrolyte phase. Typical material systems are Ni/YSZ for the
anode and LSM/YSZ for the cathode. The electronic conductivity of the elec-
trode phase is several orders of magnitude higher than the ionic conductivity
of the electrolyte phase. Therefore a potential gradient in the electrode phase
does not occur,
a¢elde

dy

—0. (2.37)
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In the electrolyte phase, the local current density icyt follows Ohm’s law,

| 0 9
lelyt = _O-elf}fzt a_yqbelyt = _O-elytfaa_yqbelyt 5 (238)

where @eyt is the electrical potential and aggt = Oelyt f» 1s the effective ionic
conductivity. In analogy to the effective diffusion coefficient in the porous
medium, the effective conductivity is calculated from conductivity oey and a
geometrical effectiveness factor f, ~ ¢/r. Where the electrolyte and electrode
phase are in contact, the currents in the two phases are coupled by electro-
chemical reactions. The Faradaic current density ip, following from Eq. 2.31,
represents a source term for the ionic current. The first spatial derivative of
the ionic current follows from the continuity equation (Eq. 2.36):

aZ-elyt

5y =T (2.39)

A combination of the above equations yields the expression for the spatial
distribution of the potential step A¢p = Geidge — Pelyt in the composite electrode,

0 0 .
a_y (Uelytfaa_yA(ban) = —IF . (240)

This equation is solved for the anode and the cathode.

Within the dense electrolyte no sources or sinks for electrical charges are
present and the continuity equation takes the homogeneous form,

0 0
a_y (Uelyta_y¢elyt> =0. (241)
The conductivity of the electrolyte is assumed temperature dependent [42—44|
according to:
A, E,
Telye = 7 XD | — 5 | (2.42)

where A, and E, are the pre-exponential factor and the activation energy for
the ionic conductivity.

Boundary conditions. At the interface of the porous electrode with the
dense electrolyte, charge transport occurs purely ionic. As the conductivities
of the electrolyte phase in composite electrode and the dense electrolyte layer
differ by the effectiveness factor f,, a step in the gradient of the electrical
potential develops,

0 0
a_y(belyt(dense) = fo 8_y¢elyt (pOI‘OUS) ) (243)
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whereas the potential itself is continuous,

Getyt(dense) = eyt (porous) . (2.44)

When simulating reference electrode setups, only the working electrode is
taken into account. The electrolyte potential of the reference electrode is set
to the potential at the center of the electrolyte. Consequently, the difference
in electrical potential of working electrode and reference electrode can be
given as the overpotential,

n= ¢elde,ref = (belde,work . (245)

The absolute potential is defined by choosing an arbitrary reference point. We
choose the cathode as reference point for simulations of full SOFCs and the
center of the electrolyte layer as reference point for simulations of reference
electrode setups. In both cases the reference is set to zero for convenience:

¢elyt,center =0 > ¢ca = 0. (246)

2.3.4 Mixed ionic and electronic conductors (MIEC)

In composite materials used for electrode design in SOFCs (e.g., Ni/YSZ)
the conduction of the charge carriers occurs within two separate phases, they
are heterogeneous mixed conductors (H-MIEC). In mixed ionic and electronic
conducting materials (MIEC) such as GDC (gadolinia-doped ceria) or SDC
(samaria-doped ceria) ionic and electronic charge carriers are transported
within one single phase. The advantages of such materials are

e The ionic conductivity can be about one order of magnitude larger than
for conventional materials such as YSZ [45]. This would allow to reduce
operating temperature without loss of performance.

e They would allow to spread the electrochemically active regions over the
whole electrode surface. As MIEC may as well act as catalysts for elec-
trochemical reactions, simultaneously transporting electrons and ions,
electrochemical reactions are not restricted to the interface of electron-
ically and ionically conducting phases, but can take place on the whole
surface.

There is also a drawback assigned to using MIEC as solid electrolytes. As
the MIEC exhibit electronic conductivity, current may pass from the anode
to the cathode through the dense electrolyte, thereby “short-circuiting” the
SOFC and reducing the performance. However, as the electronic conductivity
of MIECs depend nonlinearly on the partial pressure of oxygen [15, 45| the
conductivity at the cathode is low due to the high pO,, whereas at the anode
the low pOs allows for higher electronic conductivity. To account for the
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electronic conductivity of the MIEC used in the study of the DFFC in Ch. 4
we use the expression

P = —i o’glyt(p%aw T) 7702117 ) exp (EF/RT) —1
ol elyt ™ 3 (T) PpT 1 — exp ((—ielytLelth>/(RTUielyt))

elyt

(2.47)

developed by Hao and Goodwin [46, 47| based on a model by Riess [45]. Here
ie1 1s the electric current that enters the cell level model via Eq. 2.11, iy the
ionic current density in the electrolyte, aélyt and og ., the ionic and electronic
conductivity of the MIEC, 7., the overpotential of the cathode, E the cell
voltage and Ly the thickness of the electrolyte. The ionic conductivity is
temperature dependent as given by Eq. 2.42 and the electronic conductivity
depends on the partial pressure of oxygen at the cathode pg, as well as on

temperature following

cathy\ — /4 elyt elyt
e can p a b
Tan (8, T) = ( . ) C o exp (07) : (2.48)

pO

2.3.5 Heat transport

Within the membrane electrode assembly (MEA), heat transport is domi-
nated by heat conduction in the solid phases,

d(pepT) 0 (. T\ .
_ 9 (Y 2.4
ot y (Aq ay) %a (2.49)

where cp is the heat capacity, T the temperature, p the density of the elec-
trolyte or the electrode, A\ the heat conductivity and s, an additional source
term including the heat sources or sinks due to chemical reactions (electro-
chemistry, surface and gas-phase chemistry) and ohmic heating (Joule heat-
ing) resulting from the resistances in the electrolyte,

2
. 8¢elyt + Z 'Vh' (2 50)
S¢ = Oelyt By Si M- .
_ 1€85g,Ss
s'q;‘fule +

Sq

Boundary conditions. The surfaces of the electrodes (anode and cathode)
are in direct thermal contact with the gas phase. Depending on the cell
configuration, different boundary conditions apply:

e For model anodes studies, experiments are typically performed inside a
furnace where gas phase and fuel cell are forced on the same constant
temperature level. For this setup isothermal conditions are assumed,

Teo = Tan = T'via - (2.51)
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e For the direct flame fuel cell system, the fuel cell is placed into the

exhaust of a flame with the anode facing the flame front. The anode side
of this configuration is spatially resolved and the temperature profile has
to be continuous at the interface of gas phase and surface,

Tanode = Tgas . (252)

From the conservation of energy it follows that the heat fluxes leaving
the MEA must be equal to the flux entering the adjacent gas phase.
However, the surface additionally exchanges heat with its environment
via heat radiation. Using the Stefan-Boltzmann law to describe heat
radiation, the boundary condition is

jgnOde = jgas + OsB - Egn (T:node - Trif,an) (253)
where ogp is the Stefan-Boltzmann constant, and €, the emissivity of
the anode. The reference temperature for calculating the heat radiation
is the temperature of the burner surface,

irref,an = Tburner . (254)
On the cathode side, natural convection and heat radiation are ac-

counted for yielding,

-cathode

Jq =« (Tcathode - Tref) + UgaB ) Eaa (T(jlathode - Trif) ) (2-55)

where the natural convection is described via a Nusselt index law,

gas

a= Nu% : (2.56)

The heat conductivity and the reference temperatures are assumed to
correspond to ambient air at T,.s = 293 K.

2.3.6 Gas-phase transport

In analogy to 2.3.1 conservation equations can be derived for the extensive
variables of the gas phase, mass, species, energy and momentum. These
equations, the Navier-Stokes equations, are described in detail in 37, 48-52].
The summary given here follows the nomenclature of Bird et al. [48].

For the mass the continuity equation (Eq. 2.36) leads to the first Navier-Stokes
equation:

dp P
5 = —dlv(\p)—l-\Sin/ : (2.57)
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Here, p is the density, U the convective velocity and S, a species source term
resulting from the coupling of gas-phase concentration to surface coverages
via ad- and desorption reactions.

In multicomponent mixtures mass conservation is related to species conser-
vation. The mass density p; of species ¢ follows from the multiplication of the
molar density of species ¢ with its molecular mass. In analogy to Eq. 2.57 a
continuity equation for the species can be formulated,

Ipi : L

8’; = —div (piv —|—jflﬁ) + S . (2.58)
M af
I

In addition to the purely convective flux in Eq. 2.57 a diffusive flux f?iﬁ

appears, accounting for the movement due to gradients in concentration and
temperature. The sum over all species conservation equations must be equal
to Eq. 2.57 thus, the fluxes ;’;ﬁﬁ have to sum up to zero. The chemical source
term S; includes the ad- and desorption reactions from the surface and the
species conversion by the homogeneous gas-phase reactions.

In Newtonian fluids the conservation of momentum is described the second
Navier-Stokes equation,

0 gf) = - [ﬁ . pﬁﬁ} — gradp — [ﬁ - ?]1+\p§; : (2.59)
7d‘i;ff °

The divergence of the flux ff (Eq. 2.36) comprises three parts: The term
[ﬁ . ,01717} is the divergence of the dyadic product pvv. It describes the con-

vective transport of momentum. The gradient in the hydrostatic pressure p
and the divergence of the stress tensor 7 due to viscous transport describe the
effect of the molecular transport on the momentum balance. The influence
of gravity is accounted for by the term pg.

The principle of energy conversion leads to another continuity equation which
is given here in terms of the specific enthalpy h:

0 (ph = - - = 0

% = — [V-pﬁh} - [V-jq] - [?V-U} +a—f+[l7-gradp]—l—5q, (2.60)
where j, describes heat transport due to heat conduction (Fourier’s law),
mass diffusion and concentration gradients (Dufour effect). The source term
Sq includes thermal radiation and thermal conduction at the interfaces of
bulk gas-phase and pore-space.

The equation system (Egs. 2.57-2.59) describes the gas phase based on the
state variables of pressure, temperature and density (p, T and p). Assuming
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an ideal gas, the equation system can be closed using the state equation,
pM = pRT . (2.61)

Where the the mean molar mass M is calculated from

1 Y;
— = > 5 (2.62)

i€ Sy

Here S, represents all species present in the gas phase, M, is the molar mass
of species 7 and Y; the mass fraction.

Transport coeflicients. In the following, we describe diffusive mass and
heat transport for a one-dimensional case only. We distinguish three cases
described in more detail in [48, 49, 51, 53|:

1. Fickian diffusion will be used for binary mixtures,

o
ox

diff __

= —pD12 and jgiﬁ = _)OD21_ . (263)

ox

2. An analytical solution of the Stefan-Maxwell equations will be used for
ternary mixtures,

X O g

aCi
= 2.64
JESy
3. For multicomponent mixtures we will apply [49],
. Y, 0X,
-diff ? %
M= _—p—D;—— 2.65

using mixture-averaged individual diffusion coefficients D; calculated
via
— 1-Y;
Zjesg,j;éi Xj/Dij

Here D;; is the binary diffusion coefficient of the species i and j calculated
from the reduced molecular masses, collision diameters and the collision inte-
gral of the colliding molecules [49]. This results in a symmetry of the diffusion
coefficients D;; = D;;. The concentration of species ¢ enters the Eqs. 2.63-2.65
in terms of molar concentrations ¢; and in terms of mole and mass fractions

X; and Y;. Consequently the diffusive fluxes are given as mass fluxes j&ff or
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molar fluxes J3. The conversion between mass and molar fluxes is given by:

. . M
GHE— M JHE und X = Yi— . (2.67)
M;
The convective velocity of a control volume is given with respect to its center
of mass. This implies, that all diffusive mass fluxes have to sum-up to zero

d =0 . (2.68)

i€ Sy

This inherently holds for the description of binary and ternary mixtures
(Egs. 2.63 and 2.64) whereas for the third approach the following correction
is used to enforce the condition given by Eq. 2.68

jidiff7 corr __ jldiﬁ o }/z Z j]dlff . (269)

JESy

The transport of heat within a control volume consists of three parts: Heat
convection (Fourier’s law), diffusive heat transport and heat transport due to
concentration gradients (Dufour effect) [54]. Assuming that the Dufour effect
is negligible, the heat flux j, is the sum of heat conduction and enthalpy
transport:

T .
g = T + ) bt (2.70)

The transport coeflicients of a gas mixture are calculated from the the species’
individual properties for thermal conductivity \;,

-1

A= % PR O DY );— : (2.71)
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and viscosity 1,

-1

= % S X+ [ Y Ai . (2.72)
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The viscosity determines shear stress at the limiting walls in the one-dimen-
sional representation of the conservation equation and therefore the shear
tensor in Eq. 2.59. For the numerical solution of the transport equations, the
values of the species’ enthalpy, thermal conductivity and viscosity, as well
as the binary diffusion coefficients are calculated either using the simulation
software DETCHEM by Deutschmann et al. [33, 55|, or using the relations



28 CHAPTER 2. PHYSICO-CHEMICAL MODELLING

and coefficients given by Todd et al. [56].

2.3.7 Stagnation-point flow

The basic equations governing fluid flow, the Navier-Stokes equations, form
a system of nonlinear partial differential equations. Although today it is
possible to numerically calculate solutions to the general Navier-Stokes equa-
tions, it is computationally expensive and for large Reynolds numbers this
task becomes more and more complex. For special cases exact solutions to
the Navier-Stokes equations exist. The stagnation-point flow is such an exact
solution for an incompressible viscous flow of large Reynolds numbers onto
an infinitely spreading plane. In the stagnation-point flow the Navier-Stokes
equations (Eqgs. 2.57-2.60) can be formulated in one dimension because of the
radial-symmetric problem. Using the axial mass flow density pv,, the scaled
radial velocity V' = v/ the mass fraction Y; and the radial pressure gradient
A =1/ - (d/ar) as dependent variables, the equation system describing the
stagnation-point flow reads [49]:

Op _ O(pvy)
T (2.73)
9 (pV) d(pv,V) 0 ( OV 2
= Y9 () v g 9.74
o1 By oy \Pay ) PV (2.74)
d(pY:) _ O(pwYy) a9y
5= o 5, o M (2.75)
d(pcpT)  O(pvycpT) 0O or
5 = - P ay Ny (2.76)
ZCP z]zdlﬁ ZSYhz
1€S5g 1€S5g

Boundary conditions. At the inflow, the mass-flow density and the tem-
perature are given by the inlet conditions (pi, vy, and Ti,). The gas concentra-
tions are corrected for back-diffusion from the flow field, following from mass
conservation [57]. At the fuel cell the axial velocity is given by the so-called
Stefan velocity [49],

1
UStEf = _ZMZ*S@A s (277)
P i

which is non-zero if there is mass exchange between the gas and the surface.
The radial velocity is zero at fuel cell surface (stagnation point) and the
temperature boundary condition at the fuel cell follows from heat exchange
with the porous electrode.
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2.3.8 Mass transport in the porous electrodes

Gas transport in the porous electrodes is modelled by coupled diffusion and
viscous flow. The continuity equation (Eq. 2.57) can then be formulated as

d (ec;) oJdt g low
- 2% Y Vo 2.
5 3y Dy + 3, (2.78)

Here J3T is the diffusive flux of species i in the multi-component mixture,
Jiow is the viscous flow of species i, according to Darcy’s law, $) denotes the
volumetric production rate resulting from ad- and desorption reactions and
e is the porosity of the electrode. The source term s is calculated from the

area-specific production rate ¥ and the volumetric surface area A)

s/ => AVsk (2.79)

keSk
where the sum runs over all surfaces in contact to the gas phase.

The diffusive flux of the species is calculated using the appropriate expres-
sions (Eq. 2.63-2.65). In difference to the diffusion in the bulk gas phase,
an additional transport pathway (Knudsen diffusion) may occur in the pore
space when the pore radii get in the range of the free length of path. To ac-
count for both, free molecular diffusion and Knudsen diffusion, the Bosanquet
relation [53] is used for the calculation of the individual diffusion coefficients.
To avoid violation of the species conservation principle, the effective diffusion
coefficients D{T are averaged over the Bosanquet diffusion coefficients of the
individual species,

DEDy; DF D
ngﬁ‘ngff—€< L J) : (2.80)

~ 212 \ DK+ D;; ' DX+ Dy

The pre-factor /7% accounts for the pore diameter available for the gas trans-
port in the porous media and the increase of path length due to the trailing
path. The Knudsen diffusion coefficient DF is calculated from the molar mass
and the pore radius of the medium rp [53],

2’/‘p S8RT
DX ==~ 2.81
P =3\ T (2.81)
The pressure-driven flow J°% follows from Darcy’s law,
Bo
Jlow — _x,s 20 (2.82)
p Oy

where & is the concentration, y the mean viscosity and p the pressure. The
permeability B of the porous electrode can be derived using the Kozeny-



30 CHAPTER 2. PHYSICO-CHEMICAL MODELLING

Carman relation [58, 59],

e3d3

T (2.83)

which includes the average particle diameter dp of the porous medium.

The boundary conditions at the interface of of the porous electrode and the
bulk gas phase follow from exchange of species,

JAE 4 Jllow _ geas (2.84)
as well as the continuity of pressure,
p (electrode) = p (gas) . (2.85)
At the interface with the solid electrolyte no diffusive flux is possible,

JAE — Jllow — (2.86)

2.3.9 Mass transport on the surface and in the bulk

Charge transfer is associated with mass transport between the electrolyte and
the electrode phase leading to concentration gradients in the vicinity of the
electrode/electrolyte interface. The concentration gradients give rise to trans-
port phenomena, in our case to surface and bulk diffusion processes. Diffusion
in the bulk lattice structure and the surfaces of electrolyte and electro_c}le are
treated using a Fickian approach. Following Fick’s first law the flux J; of a
species ¢ is proportional to the gradient in the species’ concentration, given
here in the dimensionless activity a;:

— —

where D; is the diffusion coefficient of species ¢ and the activities a; are
normalised quantities based on the area specific concentration of surface-
adsorbed species (a; = 0; = °i/r,¢;) or on the volume specific concentration of
interstitial atoms in the lattice structure of the bulk material (a; = ¢i/cior)-

Fick’s law was derived for a three-dimensional case. On a surface we have to
take into account that the number of adsorption sites is a conserved quantity
and therefore, the coverages of all species including the unoccupied surface
sites have to sum up to unity:

€S

As a consequence, the flux of species has to be weighted with the available
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free sites 0 of so that the flux vanishes in the limit of complete coverage:
— —
Ji = —60oD; -V, . (2.89)

The diffusion on the surfaces are modelled in a one-dimensional representation
of Eq. 2.87 whereas the bulk diffusion is modelled in 2D.

Boundary conditions. The diffusion of the surface-adsorbed species or the
interstitial species solved in the bulk structure is geometrically limited result-
ing in Neumann boundary conditions for the governing differential equations,

Va,=0. (2.90)

Diffusion coefficients for surface-adsorbed species. Species subject
to surface diffusion are treated within the hard-core lattice gas assumption,
sometimes referred to as Langmuir lattice gas. In this context, all species
share the same set of adsorption sites and the particles do not interact except
for site blocking. We assume that all particles are random walkers, that is,
the adsorbates move on the surface by a sequence of spatially and tempo-
rally uncorrelated jumps at a frequency v, from one adsorption site to an
unoccupied neighbouring one. For this system the pre-exponential factor of
the diffusion coefficient D? is given by the Einstein-Smoluchowsky relation
|60, 61],

DY = (&) ot = Vs - vy - 12 (2.91)

where the mean square displacement (z?) is equal to the square of the lattice
constant (? if 1/t = v,.. Adsorption sites are local minima in the potential
energy hypersurface. For every jump, the adsorbate has to overcome the
energy barrier between neighbouring sites. This energy barrier £ depends
on the bonding strength of the adsorbate to the surface and gives rise to
an activated process which we account for by assuming an Arrhenius-type
dependence of the surface diffusion coefficient on temperature,

Eact

D;=D". e ®mT | (2.92)

Diffusion coefficients for bulk diffusion. Diffusion of the species H;
and Hfyg, takes place by interstitial diffusion. The diffusion coefficients are
taken from literature and are effective diffusion coefficients representing trans-
port in a non-ideal crystal. The temperature-dependence follows the Arrhe-
nius equation.
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2.3.10 Conclusions

In this chapter we presented a modelling framework representing a single
cell SOFC system. The model is based on an elementary kinetic description
of gas-phase, surface and charge-transfer reactions coupled to transport of
mass, heat and charge. The model allows to predict experimentally accessi-
ble quantities (cell current and cell voltage) referring to SOFC performance
based on physically meaningful parameters only (experimental pressure, tem-
perature, gas composition). The model accounts for the full kinetic coupling
of the underlying physico-chemical processes and allows for the identification
of rate-limiting steps. The model is not restricted to a special fuel cell setup.
In contrary, it will be applied to reference electrode setups, used for investi-
gating fundamental properties of charge-transfer processes as well as for the
optimisation of a full SOFC system.



Chapter 3

Ni/YSZ model anode

3.1 Introduction

The traditional Nickel/Yttria-stabilised zirconia (Ni/YSZ) materials system
is still widely used today as anode for solid oxide fuel cells (SOFCs) [62].
However, despite the large body of experimental electrochemical data avail-
able, the mechanistic details of even the simple hydrogen oxidation reaction
are still unclear. This reaction can be formulated globally as

Hs gas + O ysz = HyOg0s + V&ysz + 26y (3.1)

where Kroger-Vink notation is used for bulk species. As noted in a recent
review article, “Understanding the mechanisms of the surface reactions that
occur on the anode near the three-phase boundary is likely to be key to further
advances in this area.”.

Motivation. It is generally assumed that the electrochemical reaction 3.1
takes place close to the three-phase boundary (TPB) of gas phase, electrode
and electrolyte. However, there is quite some controversy as to the actual
pathway and nature of the elementary steps [27, 63-65]. Different mechanisms
proposed before were recently reviewed [31] (see Fig. 3.1) and are discussed
in detail in the following Section.

Experimental characterisation using model electrodes. The use of
model electrodes with defined geometry (patterned electrodes, point elec-
trodes) allows the defined characterisation of the three-phase boundary elec-
trochemistry, and is therefore recognised as highly useful for model validation.
Studies include patterned anodes [16-19] and point anodes |20, 21|. The main
focus in this studies lies on the influence of gas composition and tempera-
ture on the polarisation resistance. Here all experiments consistently show

33
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the same trends: A decreasing polarisation resistance with increasing water
vapour content and temperature as well as a nearly constant polarisation
resistance under variation of the hydrogen content.

Quantitative elementary kinetic modelling approach. Experimental
investigations of such a complex reaction system as illustrated in Fig. 3.1
can only be understood with an appropriate theoretical background. In most
of the references cited above, the reaction pathways shown in Fig. 3.1 were
discussed in qualitative terms only, based on chemical intuition and order-
of-magnitude estimates. However, for an unambiguous analysis, quantita-
tive models are required, allowing to predict macroscopic electrochemical be-
haviour (polarisation curves, impedance spectra, dependence on gas compo-
sition and temperature, surface coverages) that can be compared with exper-
imental data. Only few quantitative studies have been performed to date,
and the results have not yet lead to a unique view of the hydrogen oxidation
reaction.

There are two challenges in quantitative elementary kinetics: (1) A large num-
ber of model parameters (thermodynamic, kinetic and transport coefficients)
must be compiled and validated, and (2) the mechanistic complexity requires
numerical simulation approaches. In order to circumvent both challenges, a
common approach is the a priori assumption of one single rate-determining
step (usually the charge-transfer reaction, but also surface reactions). This
allows the analytical derivation of electrochemical behaviour in dependence of
only one or two semiempirical model parameters that can be fitted to experi-
mental data. This kind of analysis has been performed for hydrogen spillover
[35, 66, 67|, oxygen spillover [68] and interstitial transfer mechanisms [69].
While useful for a qualitative analysis, this approach makes an a posteriori
validation of the assumptions difficult, unless several possible mechanisms are
compared. Assuming the charge-transfer reaction to be the rate-determining
step, Bessler et al. have compared five different charge-transfer mechanisms
[27]. It was shown that the reaction kinetics strongly depends on the gas-
phase composition through a variation of the equilibrium (Nernst) potential.
By comparing to experimental patterned anode data at open circuit [16], the
hydrogen spillover Reaction H1 was identified as likely rate-determining step.
However, it was also pointed out that confirmation of this result through
quantitative kinetic modelling was still required.

The first true quantitative elementary kinetic model of the hydrogen oxidation
reaction at Ni/YSZ anodes was presented by Bieberle and Gauckler, assuming
an oxygen spillover two-electron charge-transfer mechanism (Reaction O5)
[70]. Impedance simulations based on state-space modelling were in modest
agreement with experimental patterned anode data. The same mechanism
was later studied by Bessler using a transient numerical simulation approach
[71]. Both studies did not include surface diffusion, and did not resolve surface
chemistry on the YSZ surface. Williford and Chick investigated an analogous
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mechanism at Pt/YSZ anodes |72, 73]. Considering the full reaction-diffusion
system on Pt, they observed electrochemically active TPB widths of several
ten nanometres only. Goodwin was the first to quantitatively investigate
hydrogen spillover (Reactions H1 and H2) [74], yielding reasonable agreement
with experimental polarisation curves by de Boer [18].

Scope of this work. In this work we present a computational model based
on elementary physical and chemical processes without the assumption of a
rate-determining step. We take into account the heterogeneous chemistry on
both, the Nickel and the YSZ surfaces, their coupling via the spillover reac-
tions at the TPB (Fig. 3.1 a-c) or via bulk exchange and the surface transport
processes on both surfaces as well as in the bulk material. A database for
quantitative modelling of the Ni/YSZ system suitable as general basis for
quantitative modelling is compiled. As some parameters (ie. surface diffu-
sion coefficient and YSZ kinetic data) are highly tentative this database must
be seen as a first step. The model is validated against experimental pattern
anode data from Bieberle et al. [16]. We focus on this data because they
represent the most consistent and holistic dataset available. By comparing
model and experiment, we identify the processes determining the anode per-
formance and estimate pre-exponential factors and activation energies for the
charge-transfer reaction as well as diffusion coefficients for various species on
the surfaces of YSZ and Ni. The present study does not include the reactive
electrolyte mechanisms (Fig. 3.1 e) which is shown for the sake of complete-
ness only. Although we recognise the importance this mechanism, this must
remain subject of future work. The goal is to determine which one, if any,
of the spillover reactions is active and can consistently describe the complete
experimental data set.

3.2 Elementary charge-transfer reaction

The hydrogen oxidation formulated globally in Eq. 3.1 is generally assumed to
occur at or near the three-phase boundary (TPB) of gas phase, electrode and
electrolyte. This assumption is based on the respective molecular, electronic
and ionic transport properties of the involved phases, where the Ni electrode
is a purely electronic conductor and the YSZ electrolyte is essentially a purely
ionic conductor. This view is supported by experiments with micro-patterned
anodes, where the performance was observed to be proportional to the TPB
length [16]. In the following, various reaction pathways proposed previously
are briefly summarised. They are illustrated schematically in Fig. 3.1.

(a) Hydrogen spillover. At the three-phase boundary line, Ni-adsorbed hy-
drogen atoms may hop to either a hydroxyl ion (Reaction H1) or an oxygen
ion (Reaction H2) on the YSZ. This kind of species hop between different sur-
faces is referred to as spillover in the heterogeneous catalysis literature. At
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Figure 3.1: Elementary kinetic scenarios at a Ni/YSZ three-phase boundary. Each
charge-transfer reaction is a reversible reaction taking up or releasing charge to the
valence band of the Ni electrode. a) Spillover of hydrogen from the Ni surface onto
an ozygen ion or hydrozyl ion on the YSZ surface. b) Charge-transfer reactions
with and without spillover of oxygen ions from the YSZ surface to the Ni surface.
¢) Hydroxyl spillover from the YSZ surface to the Ni surface. d) Charge-transfer
by an interstitial proton. e) Charge-transfer and reactions on the electrolyte surface
only. The brown “walls” in panels d) and e) indicate potential segregated impurities.
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the SOFC anode, spillover is accompanied by charge transfer. Both reactions
may be active in parallel or consecutively. Note that Hs adsorbs on the Ni
surface, but HyO desorbs from the YSZ surface. The pathway was proposed
by several authors [16, 28, 35, 66, 67, 74-76]. Although there is, to the best
of our knowledge, no direct experimental evidence of hydrogen spillover, the
feasibility of this mechanism is supported by the possibility of fast surface
transport of both, adsorbed hydrogen on the Ni surface [77] and protons on
the YSZ surface |78].

(b) Ozygen spillover. Oxygen ions (formally OYg,) may hop from the YSZ
surface to the Ni surface, undergoing two charge-transfer reactions that can
take place before, after or during the hop (Reactions O1-O5). Subsequent
chemical reactions of hydrogen and oxygen species, including adsorption of
molecular Hy and desorption of H,O, take place on the Ni surface. This
pathway was proposed by several authors [17, 68, 71, 79-82]. There is di-
rect experimental evidence for oxygen spillover at Pt/YSZ electrodes from
photoelectron emission microscopy [83].

(c) Hydrozyl spillover. Spillover of hydroxyl ions (formally OHgg,) from the
YSZ to the Ni surface has been proposed [20] (Reaction OH). OHgg, is formed
from adsorption and dissociation of water on YSZ.

(d) Interstitial hydrogen transfer. At the typically high SOFC operating tem-
peratures, both interstitial hydrogen atoms in bulk Ni and interstitial protons
in bulk YSZ are present in concentrations around 0.1 %. Charge transfer may
therefore take place at the two-phase boundary of Ni and YSZ. Interstitial
hydrogen and protons are formed via surface adsorption, dissociation and
surface/bulk exchange from Hy on Ni and HyO on YSZ, respectively. This
pathway was proposed by several authors [69, 84-86]. It takes place at a
2D surface instead of a 1D line as the spillover pathways, thus potentially
supporting higher currents.

(e) Reactive electrolyte. Oxygen ions can be oxidised to form oxygen atoms on
the YSZ surface. Due to the low electronic conductivity of YSZ, this is only
possible close to the TPB. Atomic oxygen can undergo chemical reactions on
YSZ in analogy to the scenario shown in (a) on Ni surface. Mixed ionic and
electronic conductivity of the electrolyte can make this a preferential pathway,
as charge transfer can take place over the complete electrolyte surface area.
Nevertheless, this mechanism has been proposed for Ni/YSZ anodes |87, 88|.

The spillover pathways (a)-(c¢) require direct contact between the Ni and the
YSZ surfaces. It was observed that segregated impurities may partially or
completely block the three-phase boundary and the YSZ surface [21, 89,
as indicated in panels (d) and (e). The impurities may effectively suppress
spillover reactions. In this case, the interstitial hydrogen transfer pathway
(d) and the reactive electrolyte pathway (e) are more likely [21, 65].



38 CHAPTER 3. NI/YSZ MODEL ANODE

a)
Ni strlpe\ Repeat unit /I d, 1 d,, |
YSZ crystal
R —
- ~
1D surface transport 1D surface transport +
/ 2D bulk transport
Surface diffusion
b) | dez| d, | d) -
Ni Edge —» *
| || || _
Ni  YSz y=0 | <« TPB
D e ety e % |
: Y2 d,
| I b
_ b
z=0 z=0
Surface spillover reaction Bulk-bulk interchange

Figure 3.2: a) Schematic view of the 8D pattern geometry. b) and ¢) Represen-
tation of the 3D structure by a 1D model that allows to simulate surface diffusion
perpendicular to the TPB line used for charge-transfer reactions based on surface
spillover reactions (Fig. 3.1 a-c). d) Modelling domain including 2D bulk diffusion
and 1D surface diffusion used for simulations based on the interstitial hydrogen
transfer (Fig. 3.1 d).

3.3 Model

The model describes the anode half cell of an SOFC. It represents the ex-
perimental situation of a patterned Ni anode on a YSZ single crystal with
reference electrode shown in Fig. 3.2 a. To perform the simulations the 3D
anode design is mapped to a periodic computational domain: (1) For studies
including surface-spillover processes only, a 1D representation of the electrode
and electrolyte surfaces is used, where transport occurs only in z-direction
perpendicular to the TPB (Fig. 3.2 ¢). (2) For simulations bases on the bulk-
bulk interchange of the interstitial hydrogen transfer species adsorbed on the
Ni-electrode diffuse on the top and right surface of the electrode and YSZ-
adsorbed species on the uncovered YSZ surface area (Fig. 3.2 d). This study
is performed within the physically based modelling framework described in
detail in Ch. 2. The governing model equations are summarised in Tab. 3.3.2;
this Table also defines all symbols and units used hereafter. The main model
assumptions are:

e FElectrochemical reactivity is described by elementary kinetics, that is,
by resolving single steps that represent chemical reactivity on a molec-
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ular scale. The models are thermodynamically consistent by using re-
versible reactions throughout. For surface chemistry and surface trans-
port a mean-field approach is used. A set of elementary reactions, along-
side with the according kinetic parameters and thermodynamic data,
form the so-called reaction mechanism.

e The charge-transfer reaction is assumed to be either a surface spillover
reaction taking place at the TPB (cf. Fig. 3.2 a-c) or a bulk-bulk transfer
of interstitial species taking place at the 2D interface of electrolyte and
electrode (cf. Fig. 3.2 d).

o Surface diffusion is modelled in one dimension perpendicular to the
TPB on the basis of a surface-adapted Fickian diffusion approach.

e Bulk transport of interstitial hydrogen is modelled by Fickian diffusion
inside the bulk electrode and bulk electrolyte in two dimensions.

e The gas volume above the anode is assumed to have a constant composi-
tion, reflecting the constant gas supply of the anode in the experimental
setup.

e Mapping the experimental setup used by Bieberle et al., the model
describes a reference electrode setup.

3.3.1 Simulation methodology

The model equations described in this Section represent the implicit rela-
tionship between current and overpotential. We have implemented the model
into the software package DENIS [28] which allows the simulation of current-
voltage relations as well as electrochemical impedance spectra.

The coupled chemistry and surface transport is represented by a partial differ-
ential equation (PDE) (Tab. 3.3.2, Eq. 3.4). The PDE is spatially discretised
using a finite volume technique. We use 30 grid points spaced on a logarith-
mic scale between 0.2 nm and 5 pum. The resulting system of differential
algebraic equations (DAE) is numerically time-integrated using the stiff DAE
solver LIMEX [|90] . Chemistry source terms are calculated using the software
package DETCHEM [33].

In order to simulate Tafel plots, the overpotential is set to a constant value
and the equation system is solved for the current in the steady state. This
is preformed for a range of overpotentials. The calculation of 2000 points
between -0.5 V and +0.5 V takes 6 min. on a 2 GHz desktop computer.
The polarisation resistance Ry is calculated from the current-overpotential
curves according to its definition,

Ry = (3.2)

a .



40 CHAPTER 3. NI/YSZ MODEL ANODE

Table 3.1: Thermodynamic data for gas-phase, surface, and bulk species given
as molar entropies s; in [J/(K-mol)/ and molar enthalpies h; in [<J/mol] at 973 K.
a) Temperature-dependent thermodynamical data are available. b) Data derived
from fit to experimental data, no temperature dependence. c¢) Reference species,
thermodynamic parameters set to zero.

Species hi Si Ref. Species hi S;  Ref.
Gas YSZ surface

HyO,.e  -217 222 [91]  a) OHyg, 283 67  [78]
Ha gas 20 156 [91] a) 035, 236 0 [27]
03 gas 22 233 [91] a) HoOvsy  -273 98 [78]
Nickel surface Oysz 0 0

Hyi -32 41 [34] b) Bulk species

Oni -222 39 [34] b) V&'vsz 0 0

OHn; -193 106 [34] b) Hi 36 42 [92]
HoOn;  -273 130 [34] b) H'y oy 16 65 [93]
Oni 0 0 [34] ¢ 0% vsz -236 0 [27]

From this definition it follows, that a sufficient number of polarisation resis-
tances calculated for different overpotentials holds the same information as a
Tafel plot.

3.3.2 Compilation of model parameters

Thermodynamics The anode half-cell system is assumed to consist of
three gas-phase species (Hygas, HoO go5 and Oggag), five species attached to
the Ni surface (Hyi, Oni, OHyi, HoOyy, and Oy;), four species attached to
the YSZ surface (O3g,, OHygy, HoOygy, and Oysz), two bulk lattice YSZ
species (O vez and V&yq, ), and two interstitial species (HPyg,, HYy;). Here
O denotes a free surface site. The thermodynamic data (molar enthalpies
and entropies) of these species form the basis for consistent kinetic simula-
tions [28]. They are summarised in Tab. 3.1. The compilation of these data
is described in [27]. The molar enthalpies and entropies for the interstitial
hydrogen species in nickel and YSZ were extracted from equilibrium solvation
experiments from Wagner and McLellan. Details are given in the Appendix B.

Chemical kinetics. The electrode, electrolyte and gas phase form a chem-
ically coupled system. The gas-phase species interact with the surface to
form surface-adsorbed species. The adsorbates react with other adsorbed
species originating from surface reactions, spillover reactions, or bulk-surface
exchange reactions. All chemical reactions in this system are resolved into
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elementary steps. The rate constants for the forward reactions are calculated
via an Arrhenius ansatz. For adsorption reactions, sticking coefficients are
transformed into a kinetical description [49]. The rate constant for the reverse
reaction is calculated in a thermodynamically consistent way from the molar
enthalpies and entropies 3.7. For every elementary step, we need to specify
the pre-exponential factor k?ym, the exponent of its temperature dependence
Bm, and the activation energy Ep; of the forward reaction. In the remainder
of this Section, we describe the origin of these parameters. All reactions along

with their parameters are summarised in Tab. 3.2.

The Ni surface chemistry has been well-studied in the context of heteroge-
neous catalysis. The reaction mechanism used in this work is taken from
the work of Janardhanan and Deutschmann [34]. This mechanism was devel-
oped using a combination of theory and available surface science and cataly-
sis experiments. It was then validated in a specifically designed experiment
consisting of a single cermet anode (no electrolyte or cathode) in a flow re-
actor with gas analysis under various conditions of steam reforming and dry
reforming [36]. Note that Janardhanan and Deutschmann have formulated
their reaction mechanism in terms of non-reversible elementary steps, that
is, they give independent values for forward and reverse rate coefficients. In
order to ensure thermodynamic consistency, we use only the forward rate co-
efficients and calculate the reverse rate constant according to thermodynamic
consistency.

For the YSZ surface there is, to the best of our knowledge, no validated re-
action mechanism available in literature. The mechanism used in this work
(Tab. 3.2) is comprised of the following elementary reaction steps suggested
by |78, 94], 1) molecular adsorption and desorption of water, 2) water dissoci-
ation and 3) bulk-surface exchange inter-converting bulk oxygen ions ( OF vy,
) and surface adsorbed oxygen ions ( OYg, ). Lacking detailed experimental
or theoretical data, the rate coefficients for these reactions are obtained as
typical “educated guesses” as follows.

For the adsorption reaction of HyO on YSZ we assume a sticking coefficient
of 1, owing to the strong interaction of oxidic surfaces with polar water
molecules. The adsorption is assumed to be non-activated; the activation
energy for the desorption reaction thus corresponds to the thermodynamic
stability of adsorbed water.

For the water dissociation reaction, we estimate the pre-exponential factor
via [54]

Vat

K==

I

where v, is the attempt frequency which is related to the vibrational fre-

quency of the adsorbate. A value of 10" Hz is often used [54, 95, 96]. This

value and the resulting pre-exponential factor must be seen as a rough esti-

mate. For example, a comparison of the pre-exponential factor for the dis-

sociation of water on Ni calculated based on Eq. 3.3 with the value given in

(3.3)



42 CHAPTER 3. NI/YSZ MODEL ANODE

Tab. 3.2 results in a difference of two orders of magnitude. The activation
energy for the water dissociation is set to 0.1 eV. This is a value that was
obtained in density functional theory (DFT) studies of HoO dissociation at
defect sites of TiOq [97]; although this is a very different chemical system,
it reflects the observation that HyO dissociation on defective oxidic surfaces
proceeds fast [98].

Bulk diffusion. Bulk transport of interstitial species takes place by a va-
cancy diffusion mechanism (O ;) or by interstitial diffusion (H¥y;, Heyey)-
In all cases the bulk-surface exchange step can in principle be seen as diffu-
sion over the terminating bulk layer to the surface. We therefore take the
activation energy for this reaction from experimental data for bulk diffusion
[92, 93, 99]. We are aware that this assumption neglects effects such as lattice
reconstruction and symmetry breaking close to interfaces or the formation of
charged complexes. The pre-exponential factor is calculated from Eq. 3.3.

Surface diffusion. Charge transfer by surface spillover is associated with
mass transport over the TPB. This may lead to concentration gradients not
only of the spilling species but, because of the chemical coupling, of all surface-
adsorbed species. In order to estimate the diffusion coefficients, we treat
the surface adsorbates as a one-dimensional hard-core lattice gas sometimes
referred to as Langmuir lattice gas as described in detail in Ch 2.

The literature on diffusivities of Ni- and YSZ-adsorbed species is sparse, mak-
ing the reliable assessment of surface diffusion coefficients difficult. Tab. 3.3
lists a compilation of diffusion coefficients from various literature sources.
Where more than one data source was available, an average value was esti-
mated and used for the calculations, whereas the lowest and highest available
values serve as boundaries of the confidence interval for the respective diffu-
sion coefficient. Most Ni data have their origin in DF'T calculations of the
activation energy of adsorbate movement between adjacent surface sites. The
diffusivity of surface oxide ions on YSZ is taken from various measurements of
YSZ, ZrO5 and TiO,. The diffusion coefficients for OH and H,O on YSZ are
calculated from Eq. 3.3 and 3.10 using the measured (macroscopic) activation
energy for surface ionic conduction of YSZ powder [78]. We expect a large
uncertainty associated with the diffusion coefficients given in Tab. 3.3 for
several reasons. (a) The description of adsorbates as random walkers neglects
interaction between adsorbates, which may be significant at high coverages
[61, 63] or when the adsorbates are charged [72]. (b) The Ni self-diffusion
coefficient is estimated to be 1.4-1077 em®/5 at 973 K [114]; it may be possible
that species adsorbed on a Ni atom can move as pair at the Ni self-diffusion
rate, increasing adsorbate diffusivity. (¢) The DFT calculations for determin-
ing diffusion coefficients were performed at ideal flat surfaces, while realistic
polycrystalline surfaces may show high diffusivities along grain boundaries.
(d) Subsurface diffusion may contribute to the transport. We estimate that
the uncertainty in the diffusivities is up to 2-3 orders of magnitude.
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Table 3.3: Summarised literature survey of surface and bulk diffusion coefficients.
The “standard” values are used in this work. a) Pre-exponential factor factor D? cal-
culated by Bq. 3.11 with vy, = 10Y3Hz and lattice constants of In; = 3.6:1071%m [103]
and lysz = 5.1-107m [104]. b) E* from Rh for comparison. c) Value was taken
from ZrQOa, other values for comparison.

Species D9 [em®/s]  E2t [kJ/mol]  Ref.  D; [em®/s] at 973 K
Hyi 3.7-1073 11.3 [105] 9.2-107%
2.8-1073 18.9 [77] 2.7-107%
61073 14.4 [82] 1.0-1073 a)
6-1073 13 [106] 1.2-1073 a)
Std. 46-1073 14.4 7.8-1074
Oni 7-1073 45.3 -55.0  [107] 8-107°%-3-107° a), b)
61073 55.1 [108] 6.6-1076 a)
6-1073 117.4 [109] 3.0-107° a)
Std. 6.3-1073 61.3 3.2.1076
OHy; 61073 55.2 [109] 6.5-1076 a)
61073 5.8 [108] 2.9-1073 a)
Std. 6.0-1073 30.5 1.4-107%
H2On; 61073 55.9 [109] 61076 a)
61073 ~0 [108] 61073 a)
Std. 61073 28.0 1.8-1074 a)
HX 7.6-1072 41 [110] 4.7-1074
0%sy 5.5-1077 90 [111] 8.1-10712 ZrOs
27 [112] CeO2
3-107° 29 [113] 7.3-107 1! TiO2, a)
Std. 5.5-1077 90 8.1-10712 c)
HoOygz  1.3-1072 55 [78] 1.5-107° a)
OHyy, 1.3-1072 55 [78] 1.5-107° a)
Hyoy 5.6-1073 86 [93] 1.4-1077
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Tabulated model equations

Physicochemical process Model equation Eq. No.
Reaction-diffusion model (Ni and YSZ surfaces)
D9 — TiA_ B £ (3.4)
Surface coverages 5p0i = F—k i as i
’ " ( )
. vy vy 3.5
Chemistry source terms = Z Viom | kf,m ch — kr,m H cj]
m JeRf m JERr,m
t&C
[0) .
Forward reaction rate constant Kt m = kf, -Thm . exp ( RT ) (3-6)
AGm
Reverse reaction rate constant kr,m = ki m - exp ( ) CAY)
Gibbs free reaction enthalpy AGm = Z Viom (hi =T - s3) = Z Vi (hi =T - s4) (38)
1E€ERE 1€ Ry m
Diffusive flux qurf = 7Dfurf -0 - 869; (3.9)
E2ct
_
Diffusion coefficient Df“rf = D,? e RT (3.10)
Diffusion coefficient
3.11
DY = % vap - 12 ( )
(pre-exponential factor)
Electrochemistry
Forward charge transfer reaction B2t F
0 f,ct z (3.12)
ki ot =k exp [ ——— exp(a—<A¢>
frot = Byt RT RT
rate constant
Reverse charge transfer reaction AG
E Kyt = ke op xp (—’”) exp ( - . A¢) (3.13)
’ ’ RT RT
rate constant
Electric potential step between Adwork = Pelde,work — Pelyt,work and (3.14)
Ni and YSZ Adref = dolde,ref — Pelyt,ref
Potential distribution in the 5 5 (3.15)
Em (Uelyt@¢elyc) =0
solid electrolyte
i _ T E (3.16)
Electrolyte resistance Relyt = Ay exp (ﬁ)

. 3.17
Overpotential N = Pelde,work — Pelde,ref (317
Faradaic current of single 4 ”

A A vy i (3.18)
ipet = #Flppp (ke J] 07 =k ] 07
charge-transfer reaction JERf ot JERy ot
Tafel slope MTafel = O * 2 (3.19)
Total Faradaic current of the A A
ip = Z iR ot (3.20)

charge-transfer mechanism

all CTRs
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Table 3.4: Experimentally determined polarisation resistances Rfﬁj [16] at stan-
dard conditions (Tab. 3.5), resulting effectiveness factors fs and corresponding
effective 12,,. Best-performing sample 3 is used as reference with the nominal
l”léPB =3.7 m/cmz.

Sample Investigated parameter in experiment R;’;ﬁ’ [2/cm?] fs  Effective 8,5 [m/cm?]
1 p(Hz) = 2.5-10* — 7.5-10* Pa 333 0.43 1.6
2 p(H20) =4-10' — 2103 Pa 1230 0.12 0.4
3 (ref) T =673-973 K 142 1.0 3.7
4 n=0-—200 mV 362 0.39 1.4

3.4 Simulation targets for model validation

In this chapter, experimental data from patterned anodes obtained previ-
ously [16] are re-interpreted and used as targets for parameter estimation
and model validation. Briefly, polarisation and electrochemical impedance
measurements of photolithographically-prepared Ni/YSZ patterned anodes
were carried out in a single gas chamber measurement setup at temperatures
between 673 K and 973 K. The fuel gas consisted of a mixture of Hy, H,O
and Ny. The partial pressures of Hy and HyO were varied systematically,
the latter by wetting of the fuel gas. Measurements were performed at an-
odic overpotentials between 0 and 400 mV. More detailed information on the
preparation of the cells and the electrochemical characterisation is given in
[16]. Consequently the simulation targets are the polarisation resistance R
and the slope mrag of the IV curve under different fuel gas compositions and
temperatures as well as the polarisation curve itself.

Tab. 3.4 shows the polarisation resistance obtained from impedance mea-
surements R for the four investigated samples obtained at the standard
operating conditions given in Tab. 3.5. Sample-to-sample variations are
present, even though nominally identical samples were used for the measure-
ments. While parameter studies within one sample are not affected by the
variations, a quantitative comparison of experiment and simulation should be
based on the complete data set. For the present study, we assume that the
sample-to-sample variation is due to a difference in the effective TPB length,
as discussed below. An effectiveness factor f, = les/igh, = Rl ™' /roD* was
introduced which was used to scale the nominal TPB length. For the calcu-
lation of this factor, the the best-performing sample 3 was set as reference,
assuming the nominal TPB length of 3.7 m/cm2. All experimental data shown

in this chapter are normalised using the effectiveness factor.

The assumption of a sample-specific effective TPB lengths is based on the
following three arguments. Firstly, from similar systems it is known that
impurities such as Si, Al or Na segregate to the interfaces of Ni/YSZ, Ni/gas-
phase and YSZ/gas-phase |21, 115, 116]. Different sources of these impurities
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Table 3.5: Standard conditions used in experiments and simulations.

Parameter Value Denotation

pHa 2.5-10% Pa Hydrogen partial pressure
pH20 510! Pa Water partial pressure
Ptot 101325 Pa Total gas-phase pressure
Bep 3.7 m/cm? Length of the TPB
dni 20 pm Width of the Nickel stripes
dvysz, 20 pm Width of the YSZ stripes
n (1Y Overpotential

T 973 K Temperature

are being discussed in literature (electrode, electrolyte and insertion from the
gas phase)[21, 116, 117]. Impurity segregation may lead to a blocking of
active TPB sites, thereby reducing the effective TPB length. Secondly, the
samples were fabricated in different sputtering machines which might result in
small variations of surface roughness or grain size (as well as impurity level).
Surface roughness and grain size may in turn influence the effective TPB
length by influencing the etching quality. Finally, changes in the pattern
structure may occur under operating conditions, additionally affecting the
effective TPB length.

3.5 Results

In this Section we will compare the simulation results from the seven charge-
transfer mechanisms illustrated in Fig. 3.1 a-d. Based on the identification of
the most probable CT mechanism in Sec 3.5.1 we will identify the physical
processes limiting the SOFC anode performance by a sensitivity analyses in
Sec 3.5.2. In Sec. 3.5.4 the mechanism causing the apparent Tafel slope will
be analysed and Sec. 3.5.3 will introduce possible model simplifications. The
results from the bulk-exchange of the interstitial hydrogen transfer reaction
are shown and discussed in Sec. 3.5.5.

3.5.1 Comparison of charge-transfer mechanisms

Only one or two charge-transfer reactions were enabled at a time in the sim-
ulations, while the other charge-transfer reactions were disabled. The other
chemical reactions (Tab. 3.2, reactions 1-8) were always enabled, and thermo-
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dynamic, kinetic, and most diffusional parameters from Tab. 3.2 and Tab. 3.3
were kept constant throughout all simulations.

The kinetics of the charge-transfer reactions are not available from indepen-
dent literature. Instead, they were taken as free fit parameters for comparing
simulation predictions with experimental data. For each CT mechanism,
polarisation resistances and Tafel plots were calculated for all available ex-
perimental conditions (gas composition, temperature, polarisation). The rate
coefficients of the active CT reactions (pre-exponential factors k°, activation
energies E**) were optimised to yield best agreement with the experimental
data. Proceeding in this way, it was not possible to reproduce the experiments
with any of the assumed CT mechanisms. Only after additionally adjusting
selected diffusion coefficients, agreement between simulation and experiment
could be achieved. Tab. 3.6 shows the values of fitted rate coefficients and the
adjusted diffusion coefficients along with a brief discussion of the parameter
adjustment.

Simulation results for the seven investigated CT mechanisms by surface spill-
over using the optimised model parameters (Tab. 3.6) are compared to experi-
mental data in Fig. 3.3. Experiments are shown as open symbols, simulations
as lines. Each row represents the results for one CT mechanism, as indicated
in the first column. The first three graphs in each row display the dependence
of the polarisation resistance on one experimental parameter (pHs, pH2O, T')
for four applied overpotentials (different symbols). The vertical lines in ev-
ery graph mark the standard experimental condition (Tab. 3.5). The last
graph in each row shows the Tafel plot at standard conditions. Note that the
four graphs show normalised experimental data from different samples (cf.
Tab. 3.4).

A number of observations are pointed out from the results shown in Fig. 3.3:

1. The experimentally observed slight decrease of polarisation resistance
with increasing Hy partial pressure is only reproduced by hydrogen
spillover CT mechanisms (H1, H2, and H1+H?2), whereas all other CT
mechanisms predict an increasing polarisation resistance with increas-
ing H, partial pressure.

2. All CT mechanisms are able to qualitatively reproduce the experimen-
tal decrease of polarisation resistance with increasing HoO partial pres-
sure; however, the double oxygen spillover CT mechanisms (O14+02 and
03+04) fail to give correct predictions when the electrode is polarised
at high pH5O.

3. The decrease of polarisation resistance with increasing temperature is
reproduced correctly by all except the H1, H2, and OH CT mechanisms.

4. All CT mechanisms are able to quantitatively reproduce the anodic
branch of the experimental Tafel plot.
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Figure 3.3: Polarisation resistances and Tafel plots for the different C'T mech-
anisms (see Fig. 8.1 and Tab. 3.6) based on the full reaction-diffusion model.
For every CT mechanism, a set of four graphs in a row show the dependence of
the polarisation resistance on hydrogen partial pressure, water partial pressure and
temperature, as well as a Tafel plot. The vertical lines represent standard condi-
tions (cf. Tab. 3.5). The calculations show that only a double hydrogen spillover
(H1-+H2) can reproduce the complete experimental trends.
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Figure 3.4: Mechanism without water dissociation on YSZ: Polarisation curve
and charge-transfer resistance for a double hydrogen spillover (cf. Fig. 3.1 a).

5. All CT mechanisms show a low limiting current density on the cathodic
branch. No experiments are available here. A more detailed analysis
revealed that the limiting process is in all cases the diffusion of the
spilling species. Note that the Tafel plots were taken at very low water
partial pressure (standard conditions, Tab. 3.5).

Considering the complete data set, the overall best agreement between ex-
periment and simulation is observed with the H14+H2 CT mechanism. The
results from all CT mechanisms represent “best fits” of the charge-transfer
kinetics and selected diffusion coefficients (cf. Tab. 3.6).

Influence of water dissociation on YSZ. As mentioned in the introduc-
tion, the mechanism describing the elementary reactions on the electrolyte
surface is tentative. Goodwin has previously investigated hydrogen spillover
(Reactions H1-+H2) using a similar mechanism as presented in this paper,
however without the inclusion of water dissociation on YSZ (Tab. 3.2, Reac-
tion 2) [74]. In order to compare the present approach with the one presented
by Goodwin, and in order to assess the importance of H,0vg, dissociation, we
have switched off this reaction and re-fitted charge transfer and diffusion co-
efficients (Tab. 3.6). Simulation results for this case are shown in Fig. 3.4.
The simulations are qualitatively in good agreement with experimental data.
However, the simulated Tafel slope is too high, as evident in the Tafel plot as
well as the charge-transfer resistances under polarised conditions.

Contributions of surface diffusion. Spatial profiles of the surface cover-
ages at 7 = 200 mV are represented on a double logarithmic scale in Fig. 3.5.
The upper panels show simulations for the best-matching hydrogen spillover,
H1+H2 CT mechanism, and the lower panels for the oxygen spillover, O1+02
CT mechanism. The latter mechanism was chosen for this comparison be-
cause it we judge it the most realistic oxygen spillover pathway from a chem-
ical point of view. Simulations show strong concentration gradients close
(<1078 m) to the TPB. For large distances from the TPB (>10"" m), the



52 CHAPTER 3. NI/YSZ MODEL ANODE

H1+H2 n=+200mV H1+H2 n=-200mV
0 ]
2- 2.
O%vsz Hyi 0%vsz Hyi
22— | B |
OH'ysz OHysz
@
g af g
] Oni Oni
3
3
o 6| =
= H2Oni HzOni
8 f‘zovszJa OHy; H20vsz OHy;
— |
10 I I I I I I I I
6 7 8 -9 9 8 7 6 6 -7 -8 -9 9 8 7 6
01+02 n =+200mV 01+02 n=-200mV
0 ]
2- 2.
O%vsz Hyi O%vsz Hyi
-2 — ~ —
OH'ysz OH'ysz
o 5
g 4 1O7vsz i
o s L | O'ysz
2 820ni HzOni
_g [H20vsz OHy H20vsz ——ﬁOHM
10 L I I I I I I I I I I I I I
6 -7 -8 9 9 8 -7 -6 -6 -7 -8 -9 -9 -8 -7 -6
log dist. from TPB [m] log dist. from TPB [m]

Figure 3.5: Spatial variation of surface coverages at the polarised pattern anode.
The vertical line represents the TPB. YSZ and Ni surfaces are represented left and
right of the TPB, respectively.

coverages reflect the adsorption /desorption equilibria. The figure shows that
surface diffusion is slow compared to chemical kinetics: Spillover species un-
dergo rapid chemical reactions before they can diffuse over large distances.
In case of hydrogen spillover, there are almost no concentration gradients on
the Ni surface. This is due to the fast diffusivity of H on Ni (Tab. 3.3). In
case of oxygen spillover, all species except H show strong gradients on the Ni
surface.

3.5.2 Sensitivity analysis

In order to identify the nature of the rate-determining process(es), a sensitiv-
ity analysis was performed for the best-matching CT mechanism (hydrogen
spillover, H1+H2) at standard conditions (cf. Tab. 3.5). The target param-
eter for the analysis was the cell current 7 at overpotentials of n = £200 mV
as well as the polarisation resistance at 7 = 0 V. Each single model param-
eter P; was consecutively increased by 10 % from its standard values P? to
P =1.1-P°. The resulting relative change of the cell current 9i = (i*—°)/i0
is related to the relative change of the parameter 0P, = (Pf*P?)/PQ = 0.1.
The factor fo = 9i/ap; is the relative sensitivity of the current density with
respect to changes in parameter P;. A value of f,q= 1 means direct propor-
tionality between the model parameter and the simulation target. A notable
sensitivity of a model parameter (say, fr > 0.1) means that the associated
physicochemical process is rate-determining. At the same time, the parameter
uncertainty propagates to the uncertainty of the simulation target; a sensitiv-
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Figure 3.6: Sensitivity of the current and the polarisation resistance on simulation
parameters calculated for the HI+H2 hydrogen spillover mechanism at standard
conditions (Tab. 3.5). The left and right panels show the relative sensitivity of the
current © at n = +200 mV and n = —200 mV respectively. The center panel shows
the relative sensitivity of the polarisation resistance Ry at m = 0 mV. A relative
sensitivity of 1 means proportionality between parameter and simulation target.

ity analysis thus provides guidelines as for which parameters an independent
validation is important. The results of the analysis are shown in Fig. 3.6.
They are divided into four groups: rate coefficients for chemical reactions on
the Ni and YSZ surfaces k;, rate coefficients for the charge-transfer reactions
(H1, H2), diffusion coefficients of all species D;, and thermodynamic data of
all species, where we choose the standard chemical potential p; = h; — T - s;
for the analysis.

Chemical kinetics. Only the influence of the pre-exponential factors is shown
here. The activation energies show the identical trend, however with an in-
creased sensitivity because they enter the reaction rate exponentially. The
analysis shows that the heterogeneous surface chemistry on Ni is fast. There
is almost no influence of the kinetic parameters related to the Ni surface. On
the YSZ, the water adsorption/desorption reaction as well as the strongly
related water dissociation reaction have a strong influence on the simulated
current. Under anodic polarisation, water is formed on the YSZ surface and
has to desorb into the gas phase. The analysis shows that this process is a
bottleneck.

Charge-transfer kinetics. The charge-transfer reactions are directly connected
to the electrical current. However, only the reaction H2 shows a notable
sensitivity. The sensitivity is stronger for anodic polarisation than for ca-
thodic polarisation. The second charge-transfer step H1 is fast and not rate-
determining.

Surface diffusion. The only diffusion coefficient showing notable sensitivity
is the one of the YSZ-adsorbed hydroxyl ion, OHyg,. As the charge-transfer
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reaction H2 produces OHyg, at the TPB this species has to be converted
into water to be desorbed into the gas phase. The water formation via re-
action 2 (Tab. 3.2) cannot rapidly convert all hydroxyl ions OHg,, causing
a concentration gradient of OHyg, perpendicular to the TPB (cf. Fig. 3.5).
Following this gradient, OHy, species diffuse away from the TPB. The faster
the OHyg, can diffuse, the more surface is available for their conversion, sup-
porting a higher current.

Thermodynamic data. The standard chemical potential p; of the species
participating in the charge-transfer reactions have the highest sensitivity of
all investigated parameters. The influence of chemical potential is two-fold.
First, because it is a direct measure of the stability of the adsorbed species,
it influences the equilibrium coverage. Furthermore, differences in chemical
potentials, that is, the Gibbs reaction enthalpy AG, influence the reverse
reaction rate of the charge-transfer reaction (Tab. 3.3.2, Eq. 3.12) where p;
enters in the exponent. Only the thermodynamic data of the species involved
in the rate-determining steps show significant sensitivity, thus underlining the
importance of these reactions to the system’s performance.

Influence of polarisation. Comparing the analysis at overpotentials of -200,
0 and +200 mV shows essentially the same behaviour, with a slight variation
of the relative importance of the rate-determining processes; i.e. at neg-
ative overpotentials surface diffusion on OHyg, outweights the CT reaction
whereas at positive overpotentials the CT reactions dominates the behaviour.
A change in the CT mechanism between anodic or cathodic polarisation is
not identified.

3.5.3 Confined-region and fully-spreaded charge trans-
fer

The coupling of chemical reactions to surface diffusion processes leads to
strong concentration gradients over small distances close to the TPB (Fig. 3.5).
Accurate numerical simulation of this situation requires a large number of
grid points for finite-volume discretisation (cf. Section 3.3.1), which requires
a relatively large computational effort. This is not a problem for the simple
pattern geometry considered here, which can be described by a 1D model.
However, application to porous electrodes or full cells requires 2D or even
3D simulations [28|, which may result in very long simulation times. In this
Subsection, we are investigating simplified models that allow increased calcu-
lation speed while still capturing the anode behaviour over the complete range
of operating conditions. Two types of simplified models are investigated, (1)
a “confined-region” charge-transfer model and (2) a “fully-spreaded” charge
transfer model. In the “confined-region” charge transfer model, we assume
that the surface can be divided into an electrochemically active TPB region
extending a small distance from the TPB line onto both, Ni and YSZ sur-
faces, and electrochemically non-active regions further away from the TPB
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Figure 3.7: Schematic representation of the different modelling approaches. The
left border represents the TPB. a) Full reaction-diffusion model: The charge-transfer
reaction is assumed to occur as “line reaction”. b) Confined-region charge transfer:
Confinement of charge-transfer reaction to a region close to the TPB introduces
transport-like behaviour. ¢) Fully-spreaded charge transfer: Species production due
to charge transfer occurs over the complete surface area.

where only heterogeneous chemical reactions take place. This is illustrated
in Fig. 3.7. Each surface (Ni and YSZ) is divided into two regions without
species exchange through surface diffusion. Fig. 3.8 shows the simulation re-
sults using this reduced model for two CT mechanisms (H1+H2 and O1+02).
The confined region CT approach yields qualitatively the same results as the
the full model. In the “fully-spreaded” charge transfer model, each surface
(Ni and YSZ) is represented by one single region extending over the complete
surface area. Species fluxes due to spillover reactions occurring at the TPB
are assumed to be distributed over the complete available surface area. This
corresponds to the assumption of infinitely fast diffusion. The results for this
model are shown in Fig. 3.9. They are notably different from the results of
the full model and the “confined-region” model. For the HI+H2 CT mecha-
nism, the anodic Tafel slope is lower. Furthermore, for both CT mechanisms,
the Tafel plots do not show a cathodic limiting current anymore. The results
shown here indicate that the coupling of reaction with slow diffusion processes
needs to be included in the models, either through a full reaction-diffusion
approach or through a “confined-region” assumption.

3.5.4 Apparent Tafel slopes and rate-limiting steps

From electrochemical theory it follows that if a CT reaction was the rate
limiting step the Tafel plot showed exponential behaviour for higher overpo-
tentials. In Fig. 3.10 we compare the current-voltage curves for three different
cases: (A) no water dissociation on YSZ (Tab. 3.2, Reaction 2), an approach
previously employed by Goodwin |74]. (B) present work. (C) spreaded CT
model where reactants and products of the CT reaction are spread all over
the surface. The latter corresponds to the present work disregarding surface
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Figure 3.8: Confined-region charge transfer model: Polarisation curves and
charge-transfer resistances for double hydrogen spillover (cf. Fig. 3.1a) with
dysz = 60 nm,dn; = 10 pm and double oxygen spillover (Fig. 8.1b) with dysy =
10 pm,dn; = 70 nm.
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Figure 3.9: Fully-spreaded charge transfer model: Polarisation curves and charge-
transfer resistances for double hydrogen spillover (cf. Fig. 3.1a) and double ozygen
spillover (Fig. 8.1 b).
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Figure 3.10: Comparison of Tafel slopes for double hydrogen spillover (Fig. 3.1
a) at different model assumptions. A. Full reaction-diffusion model without HaO
dissociation on YSZ (Fig. 8.4). B. Full reaction-diffusion model (Fig. 3.3). C.
Fully spreaded charge transfer model (Fig. 3.9). The numbers indicate the Tafel
slopes.

transport or to systems where surface transport is fast compared to other
processes. The lines in the figure are labelled with the apparent Tafel slope
G- (RT)/p. The transfer coefficient 3 of the experimental data is close to unity
which is in very good correspondence with our model predictions, whereas the
simulations (A) and (C) predict too high or too low apparent Tafel slopes.

3.5.5 Interstitial charge transfer

During the interstitial charge-transfer reaction (Fig. 3.1 d), hydrogen from
the gas phase (Hy) is being dissociatively adsorbed on the nickel surface and
incorporated into the nickel bulk phase as an interstitial hydrogen atom (HXy;
). In the bulk nickel it diffuses to the interface area between the electrolyte
and the electrode. At this 2D interface, the interstitial hydrogen atoms are
transfered into interstitial protons (Hfyg, ) in the electrolyte bulk, leaving
their electrons in the electrode. The interstitial protons in the bulk electrolyte
diffuse underneath the electrode to the uncovered electrolyte surface where
they combine with surface adsorbed hydroxyl ions to form water which then
desorbs into the gas phase.
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Figure 3.11: Sketch of the modelling domain for simulations of interstitial hydro-
gen transfer.

Model assumption. The calculations in this section are based on the
same model assumption as described in Sec. 3.3, differing only in the assumed
charge-transfer reaction. The surface-spillover reactions are now disabled and
the charge-transfer takes place via the bulk-bulk interchange reaction. The
model was extended to allow for a two-dimensional diffusion of the interstitial
species and two bulk-surface exchange reactions. (Reactions No. 3 and 10
in Tab. 3.2). Figure 3.11 shows a sketch of the modelling domain. Surface
diffusion is treated by the surface-adapted Fickian approach described previ-
ously for the top surfaces of both, the electrode and the uncovered electrolyte
as well as on the vertical surface of the electrode stripe. The nickel-adsorbed
species are assumed to diffuse “round the edge” as if it was a flat surface.
The transport in the bulk electrode and bulk electrolyte is assumed to re-
sult only from gradients in the chemical potential thereby neglecting possible
influences of electrical potentials on the diffusive flux of the charged intersti-
tials. For the electrode, a very well conducting metal with a cross-section of
about 1x10 microns this is a very good approximations as no gradient in the
electrical potential is expected. For the electrolyte with its low conductivity
the impact of this simplified approach may be more severe, especially for high
currents. For the correct description of the bulk diffusion in the YSZ bulk
material a detailed modelling of the electrical potential inside the electrolyte
would be necessary (e.g., the formation of charged complexes and electrical
double layers) which is beyond the scope of this thesis. However, assuming
the chemical instead of the electrochemical potential to be the driving force
of the bulk diffusion has no influence on the general validity of the model; it
only quantitatively affects the diffusivities of the interstitial species.
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Boundary conditions. Zero-flux boundary conditions for the interstitial
species are assumed at z = 0, z = 1/sdysy and the center of the electrolyte

layer, y = 1/2 (hysz + hni).

Model parameters. The diffusion coefficients for the interstitial species
are taken from literature (see Tab. 3.3). The molar enthalpy and entropy of
the interstitial hydrogen species were derived from fits to solubility measure-
ments of hydrogen in nickel and YSZ at different temperatures (for details
see Appendix A). The kinetic parameters for the bulk-surface exchange reac-
tions are, in analogy to the oxygen exchange reaction, estimated from bulk
diffusion parameters and are listed in Tab. 3.2.

Results on polarisation resistance and IV curves. For the standard
parameter set no agreement between experiment and simulation could be
achieved. The pre-exponential factor for the charge transfer reaction k% ;.
and the diffusion coefficient of bulk hydrogen in YSZ D} . had to be ad-
justed so the simulation results agree best with the experimental data. The
values are given in Tab. 3.6. The resulting dependencies of the polarisa-
tion resistance on variation of the partial pressures of hydrogen, water and
temperature are shown in Fig. 3.12. The results show that the interstitial
hydrogen transfer reproduces the experimental trends well. The polarisation
resistance hardly changes with the variation of hydrogen partial pressure. The
dependence on the partial pressure of water gives the same trend as found
in the experiment and the same holds for the temperature dependence. The
current-voltage relation is very close to the theoretical predictions from the
Tafel equation at high overpotentials, indicating the CT reaction as rate-
determining step. As in all investigated cases the cathodic branch of the IV
curve shows a limiting current due to the slow diffusion of the interstitial pro-
tons in the bulk electrolyte. The dependence of the polarisation resistance
on the overpotential shows good qualitative agreement.

Species distribution in the bulk material. Figure 3.13 shows the spa-
tially resolved activities a; of the interstitial species in the bulk materials of
the electrode and the electrolyte for polarisations of 300 mV. The activation
is defined as the actual molar concentration of a species normalised to its solu-
bility limit, @; = ¢/cmax. The panel a) and b) in Fig. 3.13 correspond to the Ni
electrodes, the panel ¢) and d) to the electrode bulk according to the sketch
of the modelling domain in Fig. 3.11 b). Areas coloured white have concen-
trations equal to the value at thermodynamical equilibrium (open circuit),
red areas show a decrease and blue areas an increase in concentration relative
to open circuit. The concentration profile shown in Fig. 3.13 clearly show
that the concentration throughout the electrodes hardly changes if current
is drawn. Only very close to the TPB (right bottom corner of panel a) and
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Figure 3.12: Polarisation resistances and Tafel plot for the interstitial hydrogen
transfer (see Fig. 3.1 d) and Tab. 3.6) based on the full reaction-diffusion model
wncluding bulk transport. The four graphs show the dependence of the polarisation
resistance on hydrogen partial pressure, water partial pressure and temperature, as
well as a Tafel plot. The vertical lines represent standard conditions (Tab. 3.5).
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Figure 3.13: Activity of interstitial species in the bulk electrolyte (b,d) and bulk
nickel (a,c) for polarisations of £300 mV.

b) in Fig. 3.13) shows very small (below 1%) variation under polarisation.
This is due to the small thickness of the electrode layer, a relatively hight
diffusion coefficient compared to the interstitial hydrogen in the YSZ and the
fact that hydrogen enters the bulk electrode not only via the top surface but
also via the surface perpendicular to the electrolyte at y = 10 um. The fast
bulk-surface exchange at the top and vertical surface of the electrode stripe
keeps the outermost bulk layers close to thermodynamical equilibrium with
the gas phase. The concentrations in the bulk electrolyte however show vari-
ations of more than two orders of magnitude. The concentration far away
from the TPB and close to the uncovered electrolyte surface are close to the
values at thermodynamical equilibrium. This results from a fast bulk-surface
exchange reaction which equilibrates the bulk with the gas phase. The con-
centration in the electrolyte underneath the middle of a nickel stripe (top left
corner of the panels ¢) and d) in Fig. 3.13) are far away from the thermody-
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Figure 3.14: Coverage of surface adsorbed species versus the distance from the
TPB for the electrode (left) and the electrolyte (right) at a anodic polarisation of
300 mV. The vertical line indicates the edge of the electrode stipe. The part left of the
edge is parallel to the electrolyte surface, the part right of the edge is perpendicular
to the YSZ surface.

namic equilibrium as no exchange with the surface is possible. Due to the
no-flux conditions at the borders of the repeat unit the concentration inside
the electrolyte increases with respect to open circuit conditions even at large
distances (y &~ 1/2hysy) from the electrochemically active Ni/YSZ interface.
The results for anodic and cathodic polarisation are similar; they show the
same trends with opposing signs and, due to the lower overall current, a
smaller variations between open circuit and the system under load.

Species distribution and fluxes on the surfaces. The surface cover-
ages of electrode and electrolyte for an anodic polarisation of +300 mV are
shown in Fig. 3.14. The nickel surface shows no noticeable change in coverage
whereas on the YSZ surface the product species OHyg, and water increase
close to the TPB. Far away from the TPB the coverages of all species converge
to their respective values at thermodynamical equilibrium. This is consistent
with the distribution in the bulk. Figure 3.15 shows the fluxes over the sur-
face of the horizontal and vertical surface of the nickel stripe (panel a), the
fluxes over the uncovered electrolyte surface and the flux over the bulk-bulk
interface via the CT reaction leading to the following insights:

e The rate of the protons being transferred from the bulk nickel to the
bulk YSZ has a strong maximum close to the TPB (Fig. 3.15 ¢), where
about 80% of current is generated by the CT reaction within 1 pm
distance from the TPB.

e Most of the hydrogen needed for the CT reaction is supplied via the
vertical nickel surface close to the TPB.

e The activity of the nickel surface shows a pronounced minimum close
to the edge of the nickel stripe. This results from the configuration
of the hydrogen sources distributed over the whole surface area and a



62 CHAPTER 3. NI/YSZ MODEL ANODE

©) 1ot
H, ads. on Ni H,0O desorp. from YSZ CT reaction

10° F |edge 10° 10° |

Flux [mol/m?/s]
= =
o o
w N
T
= =
ov ov
w N
( T
= =
o o
I
T

10-4 ! ! 10»4 ! ! 10-4 ! !
0 5 10 0 5 10 0 5 10

Dist. from TPB [um] Dist. from TPB [um] Dist. from TPB [um]

Figure 3.15: Fluzes via the electrode/gas-phase (a), electrolyte/qgas-phase (b) and
electrode/electrolyte (c) interfaces at n = 300 mV. The vertical line in panel a
marks the edge of the nickel stripe.

point-like sink for protons close to the TPB. This two-dimensional geo-
metrical configuration results in two optimal points for adsorption and
incorporation of hydrogen. The first being close to the sink which keeps
diffusion paths small, the second, indicated by the maximum at about
8 pm. Consequently the surface close to the edge is an unfavourable
for hydrogen incorporation, hence the minimum in surface activity at
z =2 pm.

e The surface of the YSZ electrolyte shows high activity close to the TPB
which decreases with increasing distance to the electrochemically active
region.

e Although the fluxes over the interfaces show pronounced maxima close
to the TPB the whole are of all interfaces is active; for the nickel elec-
trode the horizontal surface account for about 30% of the total amount
of hydrogen needed for current generation.

Conclusion. The presented agreement between simulation and experiment
could only be achieved by increasing the diffusivity of interstitial hydrogen in
Y'SZ bulk by about two orders of magnitude. Given the simplification inflicted
on the transport process (no grain boundary diffusion is included, neglecting
of complex-formation inside the YSZ bulk, neglecting of the electrical poten-
tial when assessing gradients for diffusion), this uncertainty is within the a
physically meaningful range.

A non-zero hydrogen concentration inside the bulk electrolyte and a finite mo-
bility of Hfyg, would cause the protons to proceed to the cathode side where
usually low concentrations of water and hydrogen are present. Assuming the
cathode gas was dry (pure oxygen, 0% water) a very low concentration of in-
terstitial hydrogen would follow for the bulk electrolyte close to the cathode
surface. This would result in a concentration gradient inside the electrolyte
from the concentration at thermodynamical equilibrium at the anodic side to
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approximately zero close to the cathode surface. If we assume purely diffu-
sive transport, an electrolyte thickness of one mm (hygz=1 mm) and a surface
area of 1 cm? a rate of about 20 pPmol/s would result; this quantity that should
be detectable in the cathode “exhaust” gas after allowing an accumulation
time of several hours but not in the current or open circuit voltage as the
leaking current due to “short-circuiting” of the cell over the protonic current
would be in the range of uA.

3.6 Discussion

3.6.1 Electrochemistry of hydrogen oxidation on Ni an-
odes

Of all investigated CT mechanisms based on surface-spillover, only one yielded
qualitative agreement over all experimental conditions, that is, the hydrogen
spillover mechanism H1+H2. The fitted charge-transfer kinetics shows a rel-
atively high activation energy of 174 kJ/mol. This high value is not expected
for a reaction involving a light species as the hydrogen atom, but may be
explained with the probably unfavourable geometry of the phase boundary
at an atomic scale. Quantum chemical calculations have estimated an acti-
vation energy of 140 kJ/mol [76]. The fitted diffusion coefficients are within
the estimated uncertainty of the literature values.

Simulations as well as experiments show a strong dependence of electrode
kinetics on gas-phase Hy and HyO partial pressures. As shown by Bessler et al.
[27], this is because the resulting change of the equilibrium (Nernst) potential
directly alters charge-transfer kinetics. The present results based on a full
reaction-diffusion model show the same qualitative trends as the simplified
model where charge transfer was assumed to be the only rate-determining step
[27] and thus fully support their interpretation. Thus, although in the full
model charge transfer is only rate co-determining, it represents the dominant
cause of the gas-concentration dependence. In this context it should be noted
that the main criterion favouring hydrogen spillover over oxygen or hydroxyl
spillover mechanisms is their different dependence on Hy partial pressure.

3.6.2 Apparent Tafel slopes

The experimentally observed apparent transfer coefficient § is around 1
(Fig. 3.10; note that the experiments do not show an extended linear region
in the Tafel plot). This is considerably larger than what would follow from
system dominated by one single charge-transfer reaction, yielding § = 1/2.
The simulation results reveal two possible reasons for a larger overall Tafel
slope. Firstly, coupling of charge transfer to another rate-determining process
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(diffusion or surface reaction) can cause an increase of the Tafel slope. This
is evident when comparing the full model (Fig. 3.10 A) with fully-spreaded
charge-transfer model (Fig. 3.10 B). In the latter case, the complete surface
area is available for reaction, and there is no co-determining process apart
from the charge-transfer reaction. This results in a simulated transfer coefhi-
cient = 1/2, corresponding to the electrochemical theory. Secondly, it can
be shown analytically that two sequential (consecutive) symmetrical charge-
transfer steps cause an overall anodic transfer coefficient of § = 3/2 if the
second step is rate-determining [30]. This is evident when further compar-
ing with the results obtained without H,0yg, dissociation (and, consequently,
without the reverse reaction, OHyg, + O3, recombination) (Fig. 3.10 A). In
the latter case, H,Oys; formation must occur through both consecutive hy-
drogen spillover reactions (H1 and H2), resulting in 8 = 3/2. When H.0vsy
dissociation is active and sufficiently fast, either one of the hydrogen spillover
reactions (H1 or H2) is sufficient, resulting in lower Tafel slopes.

This discussion reveals an important ambiguity concerning the interpretation
of polarisation behaviour: The observation of Tafel behaviour does not nec-
essarily imply a charge-transfer-limited reaction, and observed Tafel slopes
of > 1/2- (RT)/F do not necessarily mean the presence of consecutive charge-
transfer steps. In the present study, this leads to an ambiguity concerning
the anode mechanism: Qualitatively identical results where obtained from
the H1+H2 pathway by either assuming slow surface diffusion and including
H,Ovgz dissociation into the mechanism, or by assuming fast surface diffusion
and excluding H,0vg; dissociation. Both assumptions are chemically reason-
able and may be argued for. A key experiment for clarifying this issue would
be the measurement of HyO dissociation over YSZ surfaces, for example using
isotope labelling studies.

3.6.3 Recommendations for further studies

We have compiled here a complete set of model parameters for the Ni/YSZ
system which can be readily used for further studies. However, the surface
diffusion coefficients still are order-of-magnitude estimates and the kinetics of
the heterogeneous surface chemistry on the YSZ is not sufficiently validated.
In this respect, this study can give directions as to which theoretical and
experimental investigations should be performed in future in order clarify the
mechanistic details of the hydrogen oxidation reaction at SOFC anodes.

(1) The high sensitivity of the simulation results towards a variation of ther-
modynamic data and diffusion coefficients shows the need for a reliable data
base. More detailed information about the thermodynamic, kinetic and trans-
port data of species and reactions need to be obtained in particular on the
YSZ surface. This is possible with experiments from the surface science and
materials science context (e.g., thermogravimetry, temperature-programmed
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desorption, @n situ surface optical spectroscopy such as infrared reflection-
absorption spectroscopy and sum frequency generation, isotope exchange
studies) and with theoretical approaches (e.g., quantum chemical calculations
with density-functional theory, molecular dynamics simulations).

(2) The charge-transfer on the reactive electrolyte pathways (Fig. 3.1 e) was
not included in this study and should be additionally treated in quantitative
modelling studies.

(3) Experimental data is available only for a limited range of operating con-
ditions. In particular, no experiments where performed under cathodic po-
larisation, and water partial pressure was only varied over a small range.
Furthermore, the experimental data show considerable sample-to-sample vari-
ation (cf. Tab. 3.4). We believe that additional electrochemical experiments
with model anodes are required, including a careful validation of reproducibil-
ity. Especially SiO,-free reaction chambers in combination with single crystal
electrolytes are desirable in order to eliminate the experimentally proven SiO,
contaminations at Ni/YSZ three-phase boundaries 21, 116, 117]. The mea-
surements should include pre-test, post-test and, if possible, in situ analysis
of potential impurity segregation and structural integrity.

3.7 Conclusions

We have presented a quantitative elementary kinetic modeling study of the
hydrogen oxidation reaction at Ni/YSZ patterned anodes. The model de-
scribes the coupling of surface reactions and surface diffusion with charge
transfer through spillover reactions. It allows the prediction of macroscopic
electrode behaviour as well as its interpretation in terms of rate-determining
processes. Results were compared to patterned anode experiments published
before. The main conclusions are summarised as follows.

e An extensive set of thermodynamic, kinetic, and transport parameters
was compiled from various literature sources, forming the base for ele-
mentary kinetic modeling approaches.

e Calculations were performed for seven different charge-transfer mech-
anisms, including various combinations of hydrogen spillover, oxygen
spillover, and hydroxyl spillover reactions. Only a mechanism involving
two spillover reactions of hydrogen from the Ni surface to oxide ions
and hydroxyl ions on the YSZ surface (Fig. 3.1a, reactions H1 and H2)
yielded agreement with the complete experimental data set.

e A sensitivity analysis revealed four rate-determining processes for this
mechanism: Hydrogen spillover to oxide ions, water association on YSZ,
water desorption from YSZ, and surface diffusion of YSZ-adsorbed hy-
droxyl ions.
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e Gas-phase Hy and HyO concentrations have a strong influence on elec-
trode kinetics through a variation of the equilibrium (Nernst) potential.

e Surface diffusion is a key process contributing to the electrochemical
behaviour at the three-phase boundary. The electrochemically active
surface area is confined to narrow widths <100 nm from the TPB,
resulting from the interaction of fast surface reactions with slow surface
diffusion. Surface concentrations close to the three-phase boundary are
predicted to differ from thermodynamical equilibrium by up to 2 orders
of magnitude.

The investigations furthermore allow to establish recommendations for further
investigations. Beside the need for reliable and more detailed experimental
data, a thorough refinement of the parameters used in this work is required to
improve quantitative model predictions over a wider range of conditions. A
continued concerted effort of theory and experiments is proposed in order to
unambiguously elucidate the mechanism of the hydrogen oxidation reaction
at SOFC anodes.



Chapter 4

Direct flame fuel cell

4.1 Introduction

In the course of designing fuel cells for specific applications, there is always a
trade off between efficiency, ease of handling, fault tolerance and cost. As in-
creasing the efficiency is —in most cases— related to a more efficient conversion
of the fuel, it is at the expense of system complexity. This drives up the costs
and makes the system more prone to errors and less stable. Yet increasing
efficiency can as well mean reducing the system complexity and thus creating
a simple, cheap and easily set-up device. As solid oxide fuel cells (SOFC) are
very tolerant in matters of fuel, temperature, pressure and to some extent
sulfur content, they are a good base to develop such an as-simple-as-possible
energy conversion device.

The driving force for energy conversion in a fuel cell is a gradient in the
chemical potential of the oxidant and/or the fuel. To establish this gradient
the anode and cathode gas streams are usually separated from each other.
This makes the system complex. Even if no fuel processing is necessary, high
temperature sealing techniques are needed and means of thermal manage-
ment have to be built into the system. The separation of gas streams may
be omitted by using specialised catalyst materials for the anode and cathode,
making them selectively catalysing either the fuel or the oxidant. These sys-
tems are known as single chamber fuel cells and have been widely investigated
[118-120]. But still, these systems are kept inside a chamber and some effort
has to be made to constantly supply heat and fuel. Consequently one could
think of an even simpler fuel cell setup if one was to find an environment
where gradients in oxygen concentration and high temperatures are an inher-
ent feature. Yet nowadays, when heat is usually produced by the combustion
of hydrocarbon fuels, such an “environment” is found literally everywhere. In
such a “no-chamber” setup the chemical gradient will be built up by a fuel-
rich combustion of a hydrocarbon fuel on the anode side of the SOFC where
the combustion process consumes nearly all of the oxygen and additionally
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acts as a fuel reformer and heat source for the SOFC. The SOFC would run
on excess hydrogen and CO from the combustion; therefore the flame would
have to be slightly fuel rich at least. Using rich flames for fuel conversion and
heat supply for SOFCs was demonstrated by several authors [121-123| mostly
using catalytic combustion. Applying this idea to a freely burning flame was
first published by Horiuchi et al. and named “direct flame fuel cell” or DFFC
[124]. There are a number of advantages to this approach:

e Fuel versatility. Because intermediate flame species are very similar
for all kinds of hydrocarbon fuels (mostly partially oxidised C; and Cs
species, hydrogen and water), the DFFC is very fuel-flexible. Horiuchi
et al. demonstrated electrochemical power generation from exhaust
gases of various gaseous, liquid, and solid fuels [13, 124].

e Simple setup. The anode is simply placed into the exhaust gases of a
flame, and the cathode breathes ambient air.

e Rapid start-up. The flame heat release brings the fuel cell rapidly to
its operating temperature.

However, also a number of drawbacks are associated with the DFFC type
setup:

e Low efficiency. An inherent property of the DFFC is that a part of
the fuel’s chemical energy is consumed in the flame and is therefore not
available to generate electrical power. This reduces the overall electrical
efficiency.

e Materials stress. The operating environment of a flame induces signifi-
cant thermal stress to the SOFC. This may lead to a rapid degradation
of fuel cell performance or even fractures.

Clearly, the DFFC system will not be suitable for large-scale power pro-
duction. There are, however niche markets where it could offer the ideal ,
including powering small electrical devices with low power consumption as
they are used for controlling combustion processes of central heating or with
gas-driven off-grid devices like refrigerators, gas stoves or independent vehicle
heaters. It may even be used to produce electricity from engine exhausts [14].
The investigation was part of a collaborative project between H. Kronemayer
and D. Barzan from the PCI in Heidelberg responsible for the experimental
characterisation, M. Horiuchi inventor of the DFFC idea and contact person
from Shinko Electric Industies Co. Ltd. , who is the industry partner and
funder of this research project responsible for microstructural characterisa-
tion and cell production. Our research group was responsible for modelling
and data analysation. Before and during the course of the project a num-
ber of publications where put forth on the proof of concept [13, 124], the
experimental characterisation [125] and modelling results [126].
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In the remainder of this Chapter we will develop a computational model for
the DFFC system and perform a parameter optimisation based on model
predictions. We will first set up a detailed model (Sec. 4.2.1 and Sec. 4.2.2)
comprising all relevant physical processes governing the system performance.
In the following simulation targets will be specified (Sec. 4.3) which will allow
us to validate our model predictions against experimental data (Sec. 4.4.3).
The model will then be used to find optimal working conditions and design
parameters in Sec. 4.4.5.

4.2 Model

Kronemayer et al. electrochemically characterised the DFFC system for three
hydrocarbon fuels (methane, propane and butane) applying different fuel-to-
air ratios and gas outflow velocities. In the experiments a SOFC was placed
in the exhaust of a flame-flame burner. Once the system reached steady state,
current-voltage curves were measured by drawing current from the fuel cell.
The experiments identified the cell temperature to be of key importance for
the system and stated that the cell voltage depends almost linearly on the
current [125]. The power density was found to have a maximum at around
900 K independent of the fuel used but strongly coupled to the temperature.
Figure 4.1 shows the experimental setup (a) along with a sketch of the mod-
elling domain (b). Experimentally only the cathode temperature and the
current-voltage relation (IV curve) of the fuel cell were accessible, whereas
important parameters for the prediction of fuel cell performance are the gas
compositions of anode and cathode, the temperature distribution throughout
the cell as well as material related parameters of the fuel cell (e.g. resistivi-
ties of the used materials, porosity of the electrodes, etc.). Consequently the
model has to comprise two main parts which we focus on in the remainder
of this section: Firstly a geometrically constrained flame has to be modelled
to determine gas-phase compositions and temperature at the surface of the
fuel cell. Secondly the energy-conversion capabilities and the thermal man-
agement of the fuel cell have to simulated to predict the power output of
the system. Depending on the focus of the analysis, different level of model
detail will be used. Whenever possible the model complexity will be reduced
to enable faster computation. To ensure adequate reproduction of crucial
system properties the reduced models are compared to the results of the full
model. In this Section we the full model which accounts for all the relevant
processes governing the system performance will be developed. Details on the
model reductions will be given in Section 4.4. A summary of the governing
equations is given in Tab. 4.1 at the end of this Section.
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Figure 4.1: Ezperimental setup and modelling domain.

4.2.1 Gas phase

In the experimental setup a flat-flame burner was used to produce a laminar
burner-stabilised flat flame with a diameter of 45 mm at the anodic side of
the SOFC. The SOFC with a diameter of 13 mm was centred over the burner
matrix. Methane and ambient air with mass flows oy, and 72,;, are mixed in
the mixing chamber of the burner to yield different equivalence ratios ¢. The
equivalence ratio ¢ = "/ryua is defined as the ratio of fuel to oxidiser flow rates
r = Miuel/mp, to the stoichiometric ratio rgocn. After ignition a stable flame
develops between the burner and the SOFC. As the spatial dimension of the
fuel cell is small compared to the flame diameter, a reactive non-isothermal
stagnation point flow is assumed (Eq. 4.1-4.6). This assumption allows to use
a exact solution of the Navier-Stokes equations in 1D which accounts for the
full coupling of heat and mass transport in the anode gas phase. Although
this assumption is strictly valid only for very small distances between burner
outlet and fuel cell it was used because of its simplicity which enabled us to use
detailed reaction mechanisms for the combustion chemistry. The combustion
chemistry is described by a set of homogeneous gas-phase reactions consisting
of 220 reactions between 36 species (see Appendix B.2.1). This mechanism
was compiled based on GRI-Mech 3.0 [127]|, a mechanism optimised for the
simulation of natural gas combustion. The use of methane instead of natural
gas allows the restriction of the reaction mechanism to cover hydrocarbon
species smaller than CsHy [54]. For the cathode a constant non reactive
gas atmosphere of Ny : Oy = 79 : 21 was assumed. The pressure was set to
Ptot,std = 1 bar.
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Figure 4.2: Cross-section of the SOFC used in the experiments from Kronemayer
et al. Picture courtesy of Shinko Electric Industies Co. Lid. .

4.2.2 Fuel cell

Electrolyte. According to the manufacturer Shinko Electric Industies Co.
Ltd. , the electrolyte used in the experiments from Kronemayer et al. was
prepared from a samarium-doped ceria (SDC, CeggSmgo Og_s) of 175 ym
thickness and a diameter of 13 mm. After firing at 1300 °C for 5 hours a
dense SDC layer is formed (Fig. 4.2), consequently there is no gas transport
within or through the electrolyte.

Over the whole range of experimental conditions SDC is a mixed ionic and
electronic conductor offering two parallel pathways for charge transport: Trans-
port of ionic charge by movement of oxygen vacancies through the lattice
structure and charge transport by electrons in the conduction band. In both
cases a direct proportionality of voltage and current is assumed. The con-
stants of proportionality, the ionic and electronic resistivity, are functions
of temperature (Eq. 4.39, 4.40). The temperature dependence of the ionic
conductivity was measured by the cell manufacturer using AC impedance
measurements in air between 500 — 770 K. For the electronic conductivity
as well as additional data for the ionic conductivity at higher temperatures
fits of Eq. 4.39 and Eq. 4.40 to published experimental data were performed
(Appendix B.1). The overall ohmic loss in the electrolyte is calculated from
the sum of electronic and ionic current (Eq. 4.37). The dense electrolyte has
a very small surface compared to the porous structure of the electrodes. We
therefore treat the electrolyte as chemically inactive.

Electrodes. The cathode and anode were screen-printed onto the elec-
trolyte disc. The cathode paste consisted of a 1:1 weight-ratio-mixture of
SDC and SSC (samarium strontium cobaltite, Smg 5 Stg5 CoO3). The anode
paste was a mixture of 5 wt% RhyO3, 57 wt% of 8 mol%-Li-doped NiO and
38 wt% SDC. Platinum meshes with attached platinum wires were embedded
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in the pastes for current collection. After assembling the cell was fired for
one hour at 1200 °C. Fig. 4.2 shows a micrograph of the cross-section of the
MEA structure as fabricated.

The electrodes consist of three phases: the porous gas phase and the two
solid phases of the mixed-conducting electrolyte and electronically conduct-
ing electrode. The intersection of the three phases form the three phase
boundary (TPB). The electrode microstructure is designed highly porous to
obtain a high surface-to-volume ratio and for maximum performance. Chem-
istry within the electrode layers is dominated by surface effects. Therefore
we treat the gas phase as chemically non reactive. Gas transport in the
pores is described by coupled Stefan-Maxwell multi-component diffusion and
Darcy porous flow (Egs. 4.7-4.12). A detailed elementary kinetic model is
used to describe the heterogeneous surface chemistry (Eq. 4.13). The re-
action mechanism used to calculate the chemical source terms for the elec-
tronically conducting phase of the anode was developed for partial oxidation
of methane on nickel surfaces [128]. It consists of 42 reactions between 6
gas-phase species and 12 surface species (see Appendix B.2.2). As the reac-
tion mechanism for the heterogeneous chemistry on the surface of the anodic
mixed-conducting phase is unknown, the reaction mechanism developed for
YSZ (Tab. 3.2 No. 1,2/4) is used.

The charge transfer reactions (CTR) on anode and cathode are assumed to
take place at the TPB distributed over the whole volume of the electrodes.
Two different approaches were used: For the anode the elementary kinetic ap-
proach developed in Ch. 3 is applied using the H1 CT mechanism (Eqs. 4.23-
4.26). For the cathode we make use of the modified Butler-Volmer ansatz
(Egs. 4.27-4.28) developed by Zhu et al. [35].

The modelled aspects of the thermal management of the fuel cell comprise the
heat production by heterogeneous chemistry in the anode, joule heating in the
whole fuel cell, heat conduction through the entire SOFC as well as radiative
and convective heat transport at the electrode surfaces (Eqgs. 4.14-4.17).

Connecting wires. In the experiments the SOFC was connected via a
platinum wire to the measuring device. The wire had a diameter of 0.3 mm
and a total length of l.,, = 60 cm. The wire was directly attached to the
SOFC surface and assumed to have the same (high) temperature as the SOFC.
The temperature dependence of this resistance is modelled via Eq. 4.42. If
adds to the over all ohmic resistance of the system and will be shown to have
large influence on the system.
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Summarised model equations

Process Model equation Eq.

Reactive stagnation point flow

P I}
Mass continuity % = (gzy) — 20V (4.1)
a(pvyV
Radial momentum % = 7% — % (,u%%) —pV2 -4 (4.2)
. . : a(pvy Y i
Species conservation 8<§f’) =— (’ng ) _ a]{;y + 8V M; (4.3)
9(pepT) _
Energy conservation d(pvycpT) o (y or o diff 9T Ve (44)
oy — tay (Maay )~ 2 ceruditey — 2 8T hi
i€Sg i€Sg
Radial pressure %ﬁ =0 (4.5)
Species production by , "
. v, V.
homogeneous 8 = vim (kf,m' II ¢ —keem II ¢ ) (4.6)
m JERt, m JERym
chemistry
Porous gas-phase transport
diff flow
Mass transport 8((;;‘1') =_ a‘]aiy — 6J8iy + 357 (4.7)
Knudsen diffusion JAiff — _ciﬁi%)ii (4.8)
Darcy flow Jflow — *Xz‘cgg %Z (4.9)

Mixture averaged

-1
m=<1—xi>< > X.f/D$§f>

diffusion coefficient JE€Sg,jFi (4.10)
Bosanquet diffusion Deff _ peff _ €1 ( - 1 + - 1 )
coefficients N " " YPEAY Dy YDA D (4.11)
Kozeny-Carman ed3
. b= 727 (1—¢)2
relation (4.12)
Volumetric gas-phase . .
gas-p V=3 AZsiA
production rate k€SN (4.13)
Heat transport MEA
. O(pcpT) _ 9 aT .
Energy conservation =5t = 5y </\q6—y) + 8y (4.14)
S 9%elyt 2 + Z 'Vh,
Heat sources Sq = Telyt \ "oy ) S i
i1€Sg,Ss (415)
Heat transfer Aair
a=Nu- 12
coefficient char (4.16)
Surface heat radiation jglec = a (Tetec — Tas) + 0sBeq (T — Te)

(4.17)



74

CHAPTER 4. DIRECT FLAME FUEL CELL
Process Model equation Eq.
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Process Model equation Eq.
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4.3 Simulation targets for model validation

To validate the model, simulation targets have to be defined. The simulation
targets have to be experimentally available physical data which the model has
to predict correctly after an adjustment of model parameters. If the model is
able to reproduce the chosen experimental findings it is validated. It may then
be assumed that model predictions outside the experimentally covered con-
ditions, are also correct. Experimentally the cell temperature on the cathode
surface (Tean) and current-voltage characteristics (IV curves) were recorded
for a variety of equivalence ratios ¢ and temperatures (realised by varying
the burner-SOFC distances d). These flame conditions are summarised in
Tab. 4.2. The key features of the system identified experimentally:

1. Linearity of the IV curves: The IV curves for all investigated flame
conditions show a characteristic linear shape which deviates from the
theoretically expected non-linear current-voltage relation.

2. OCV: The OCV is lower than the theoretically predicted values from
thermodynamics.

3. Poax: The power output of the SOFC is small compared to the fuel
available for electrochemical conversion by the SOFC.

4. Tean: Temperatures measured with a surface thermocouple at the cath-
ode side of the fuel cell when it is placed inside the flame exhaust gas
are low compared to flame temperatures measured without the SOFC.

As the only input parameters of our simulations are the composition of the
fuel depicted by the equivalence ratio ¢, the inlet velocity of the premixed
fuel vinet, and the distance between burner outlet and anodic surface of the
fuel cell d, all of features listed above can be directly predicted by the model
described in Sec. 4.2 and are ideal for model validation. Clearly, given the
complexity of the system and the level of detail it is modelled at, a large
number of parameters enter the simulations (see Tab. 4.3 at the end of the
chapter) and not all of them are known exactly. This is either because they
cannot be derived by other means than simulation (e.g., the reaction rates
of the charge-transfer reactions), or because published data is not exactly
applicable to the experimental conditions or the materials used (e.g., the
cathodic emissivity or the electronic conductivity of the SDC electrolyte), or
simply because they were deemed unimportant (e.g., the length of the contact
wire being exposed to the hot flame exhausts). The missing or uncertain
parameters have to be adjusted within physically reasonable ranges so the
model correctly reproduces the experimental results. The results of the model
validation will be discussed in Sec. 4.4.3.
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Table 4.2: Overview over the different flame conditions used in this study. Std.
marks the standard condition used for comparison between full model and reduced
models.

No. ¢ Vet [*™/s] d [cm] No. ¢ Unlet [*/s] d [cm]
1 1.1 10 2 7 1.3 10 2
2 1.1 20 2 8 1.3 20 2
3 1.1 30 2 9 1.3 30 2
4 1.2 10 2 10 14 10 2
) 1.2 20 2 11 1.4 20 2
6 1.2 30 2 Std. 1.2 10 1

4.4 Results and discussion

In this Section we will first analyse the DFFC system using the model de-
scribed in Sec. 4.2. This is the most detailed level of modelling presented
here and is therefore called the “full model ”. Based on the insight gained,
two simplified models will be developed in Sec. 4.4.2 which will then be used
for validation (Sec. 4.4.3) and optimisation (Sec. 4.4.5).

4.4.1 Results of the full model

Simulations using the full model were carried out for one representative flame
condition (Std. in Tab. 4.2). This condition was chosen because in the ex-
periment it yielded a stable flame for all investigated fuels. Simulations were
carried out for both, an unpolarised and a polarised cell. Figure 4.3 shows the
calculated current-voltage curve and power density (a) and the spatially re-
solved temperature profile (b) in comparison with the experimental data. The
profiles of major gas-phase species (c¢), selected carbon radicals (e), OH radi-
cals and the radial and axial gas velocities (d) are plotted versus the distance
from the cathode surface for an unpolarised SOFC. The boundary conditions
for the burner outlet (temperature and axial velocity) are set according to the
experimental conditions (water-cooled burner sinter matrix and gas outflow
velocity).

Cell at OCV. If no external load is connected to the fuel cell (open cir-
cuit or OCV condition) and the system has reached a steady state, a time-
independent species and temperature profile will develop in the gas phase
between burner and anode surface showing only spatial variations. We ob-
serve that the temperature distribution within the fuel cell (Fig. 4.3 b) is
almost uniform (simulated difference between anode and cathode surface: 3
K). This results from the high heat conductivity of 5-10 W/mK combined
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Figure 4.3: Simulation results of the full model for the DFFC system calculated
at standard conditions (Tab. 4.2, Std.) a) IV-curve and power density compared to
experimental data. b) Temperature profile in the gas phase and the solid phases of
cathode (C), electrolyte (E) and anode (A). ¢) Major gas-phase species in the porous
gas phase of the anode and the free gas phase between burner and anode. d) Radial
and azial velocities in the gas phase. e+f) Radical species in porous gas phase of
the anode and the free gas phase between burner and anode surface.
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with the the small thickness of the SOFC compared to the gas phase which
is several mm thick and has a heat conductivity of around 0.025 W/mK. The
DFFC system produces heat via the combustion chemistry. The peak tem-
perature of the flame is about 1900 K which is about 300 K lower compared
to an adiabatic flame of the same equivalence ratio. The fuel cell influences
the flame thermally as it deposes the system of thermal energy resulting in
a lower peak temperature compared to adiabatic flame conditions. Heat is
lost via three mechanisms: (1) Heat conduction and convection away from
the cathode surface; (2) heat conduction from the gas phase to the cooled
burner matrix; (3) radiation from both SOFC surfaces. Thus, the SOFC
and the flame are thermally strongly coupled. The species profiles in the
gas phase (Fig. 4.3 c,e,f) are highly nonlinear, resulting from the coupled
transport, reaction kinetics, and thermodynamical properties. For example,
when going from the burner outlet towards the SOFC, the methane mole frac-
tion strongly decreases to 10719 as it is consumed through gas-phase flame
chemistry. As the gas mixture rapidly cools down on its way towards the
anode, further reactions establish a value around 10~ which is close to the
equilibrium concentration. Other main species (H2O, Hy, CO, CO3) show
only little variation once behind the flame front. The radical species peak at
the flame front, which is typical for flames and then follow their respective
kinetic and thermodynamic properties when the gas cools down. The flame,
judged by the concentration profiles of oxygen and methane, extends roughly
about 1 cm from the burner outlet in the direction of the fuel cell which is
in good agreement with free flames [54]. The concentration of the radical
species strongly decreases inside the porous structure of the anode as they
undergo heterogeneous reactions with the catalytically active anode surface
forming stable gas-phase species.

Cell under load. When current is drawn from the cell, oxygen from the
cathode is transported through the electrolyte and used to oxidise the fuel on
the anode side. In principle any species at the anode side that can be oxidised
may serve as a fuel. To determine the main electrochemically active species of
the DFFC system, calculations of the SOFC under electrical load (150 mA)
are compared to OCV conditions. The value of 150 mA was chosen because
it is the maximum current which could be drawn from the cell experimen-
tally at the standard conditions and hence the effect on surface coverage and
gas-phase concentration will be strongest. Figure 4.4 shows the concentration
profiles of the gas-phase species inside the porous anode and in the gas volume
between the anode and the burner outlet for selected species at OCV (0 mA)
and at 150 mA electrical load. Methane and oxygen (Figure 4.4 a) rapidly
decrease from the their inlet concentrations at ¢ = 1.2 close to the burner
outlet. As they are consumed by the flame, radical species are produced (OH,
H, CH). Polarisation shows hardly any effect on the concentration of any of
the species (note the logarithmic scale). All flame radicals have an overall low
concentration inside the porous anode. In Fig. 4.4 b) the electrochemically
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Figure 4.4: Comparison of concentration profiles of selected gas-phase species in
the porous anode and the gas phase calculated for OCV (solid lines) and for 150 mA
electrical load (lines with symbols). The profiles are given in two plots for visibility.

active species are plotted. Hydrogen and CO show lower concentrations when
the cell is polarised than for OCV. This is caused by their electrochemical
conversion into water and CO,. The lowest concentration of the fuel species
CO and Hj can be found close to the electrolyte, steadily increasing in the
direction of the anode/gas interface. The concentrations of all species under
polarisation converge against their respective values at OCV when approach-
ing the flame front. From this it becomes obvious that the fuel cell cannot
even come close to consume the amount of fuel supplied by the flame, and
most of the fuel leaves the system unused. Another consequence of this ob-
servation is that the products of the electrochemical conversion taking place
inside the SOFC do not influence the process; the combustion flame and the
SOFC are chemically decoupled.

In Fig. 4.5 the surface coverages of the electrochemically active species are
plotted versus the distance from the dense electrolyte. The surface coverages
show the same trend as the gas concentrations; when current is drawn from
the cell the coverage of CO and H decreases whereas the coverages of CO, and
water increase over the whole length of the porous anode. All species show
the highest change of coverage close to the dense electrolyte and converge
to their coverages at OCV when getting closer to the anode/gas interface.
This indicates that the electrochemical reactions are confined in a thin layer
close to the dense electrolyte. The difference between coverages at OCV and
under polarisation in absolute values are small as ad- and desorption reactions
are fast compared to the electrochemical conversion. Both fuel species, CO
and H, undergo electrochemical reactions close to the dense electrolyte where
oxygen is supplied by the electrolyte. The coverage of COs is highest at the
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Figure 4.5: Coverages of nickel surface in the porous anode for OCYV condition
and at 150 mA electrical load.

electrode/gas interface. This may be due to the higher COy concentration
in the gas phase which causes a higher surface coverage, but as well by CO,
formation by surface-bound CO and oxygen adsorbing from the gas phase.

4.4.2 Model reduction

The full model used in the previous Section is detailed but computationally
costly and therefore is not suitable for parameter studies or optimisation. As
the performance of a SOFC is determined by the spatial distribution of species
and temperature throughout the system, we set up two reduced models: One
to simulate the IV characteristics (IV model) and a second to describe the
heat management throughout the cell (thermal model).

IV model. The simulation of the flame is by far the most time-consuming
aspect of the model, so the first question has to be to which detail the gas-
phase chemistry has to be accounted for. As discussed in Section 4.4.1, the
flame and the SOFC are chemically decoupled. Neither the flame is influenced
by the products of the fuel cell nor does the gas-phase composition close to
the SOFC change significantly if current is drawn. For the IV calculations we
will exploit this and assume a constant composition of the gas atmosphere
just above the SOFC anode. To account for the different burner operating
conditions and the accordingly different gas compositions, the concentration
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Figure 4.6: Comparison of calculated (IV model and full model) and measured
current-voltage and current-power relations. Left: Current-voltage relation (IV-
curve). Right: current-power relation.

of gas-phase species is set to the respective values calculated using the full
model. In the gas phase of the flame species up to CsH; are present. The
calculated abundance of the higher hydrocarbons in the vicinity of the SOFC
anode is far below ppm and may safely be neglected. The simulations using
the full model predict a temperature variation of only 3 K between the flame-
facing anodic side of the SOFC the cathode surface which is in contact with
ambient air. Compared to the temperature gradient of roughly 1000 K be-
tween burner and anode surface the temperature gradient inside the fuel cell
is negligible. Consequently the temperature is set fix to the experimentally
determined value of the cathode surface. Throughout the cell isothermal con-
ditions are assumed and heat production within the SOFC is not accounted
for. To compare the predictions of the full model with the reduced IV model
the current-voltage curves and the power density versus the electrical current
are shown together with the experimental results in Fig. 4.6 for standard con-
ditions (Tab. 4.2). The OCV and maximum power density of the two models
agree within less then 10% which is an excellent agreement given the strong
simplifications made. The linearity of the IV curve and its slope, the other
key features of the DFFC system, are almost identical as well. As the main
features are mapped correctly by the simplified approach, the IV model will
be used in the following for model validation and parameter studies. The
calculation of an IV curve with 100 equidistant points between open circuit
and maximum current takes roughly 6 hours using the full model. This could
be reduced to about 10 minutes when calculations are performed with the IV
model.

Thermal model. It became evident from the experiments that the system’s
performance was tightly coupled to the cell temperature. Generally, to set
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Figure 4.7: Comparison of simulated temperature distributions throughout the
system. Calculations performed with the full model and the reduced thermal model
at the standard condition.

up a simplified model for simulation of the temperature distribution through-
out the system, the same considerations as for the IV model can be applied,
namely the reduction of the complexity induced by the combustion process.
The flame supplies heat to the system and converts the methane-air mixture
into the flame exhaust gas containing partially oxidised species serving as the
fuel for the SOFC. For the thermal model only the peak temperature, the
velocity as well as the heat and mass transport properties of the gas phase
and the fuel cell are of importance. Analysing the temperature profile in
Fig. 4.3 b) shows that the temperature peaks close to the flame front and
decreases rapidly as the system is deprived of thermal energy by the fuel cell.
As the flame front is very close to the burner outlet, instead of simulating the
combustion process itself, we can assume boundary conditions at the burner
outlet similar to conditions just behind the flame front. For the temperature,
the gas velocity and the species concentrations we use the respective values
for an adiabatic flame of the same equivalence ratio. The gas phase between
the burner and the anode surface is treated non-reactive. For the fuel cell,
only diffusive heat transport in the direction perpendicular to the surface as
well as heat production/consumption by the heterogeneous chemistry inside
the porous anode are taken into account. Figure 4.7 shows the two tem-
perature distributions calculated by the full model and the thermal model.
The initial temperature of the thermal model at the burner outlet is equal to
the adiabatic flame temperature and therefore about 1800 K higher than the
temperature from the full model where the boundary condition of the cooled
burner matrix fixes the temperature to 293 K. The peak temperature of the
is about 200 K lower than the peak temperature (inlet temperature) of the
thermal model. This agrees to theoretical considerations: the adiabatic flame
temperature is the highest temperature the flame is capable of for the respec-
tive flame condition and the fuel cell partly deprives the system of its thermal
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energy as it is placed into the exhaust gas thus lowering the peak temperature.
For the thermal model the adiabatic temperature is set as a boundary condi-
tion to the problem so the fuel cell has no influence on it. The temperature
calculated using the thermal model decreases in the same manner as for the
full model resulting in an anodic surface temperature within 5% of the values
derived from the full model. The temperature difference AT = T, — Teatn
between anode and cathode are almost identical (difference smaller than 1%).
The two important features, anode surface temperature and temperature dif-
ference AT thus are reproduced well by the simplified thermal model so it
will be used for model validation in the remainder of this Section.

4.4.3 Model validation

The SOFC used in the direct flame setup of the system was experimentally
characterised by current-voltage dependencies giving access to the open cir-
cuit voltage (OCV) and the maximum power output (Ppax) of the cell. The
parameters as well as the temperature on the cathode side of the SOFC were

measured for a variety of fuel-air ratios ¢ and gas inlet velocities vy (see
Tab. 4.2).

IV model. Figure 4.8 shows how the predictions of the IV model compare to
the measured current-voltage dependencies. Each graph in the figure shows
the experimental data (black symbols) and the simulation (green) for one
flame condition. The Figure shows that for all lame conditions simulation
and experiment show a nearly linear relation between current and cell volt-
age. This indicates that the system is, even at high currents, not limited
by transport processes. The model predictions show a good agreement with
the experiment except for three flame conditions (¢ = 1.1, vier = 0.1/;
¢ = 1.1, Vintet = 0.20/s and ¢ = 1.2, vipey = 0.1m/s). To allow for a better
comparison of the target variables, the maximum power output P.x and the
OCYV versus the flame conditions are shown in Fig. 4.9. Both, the predicted
and experimentally measured OCV decrease for constant equivalence ratio
with increasing fuel inlet velocities. An increasing inlet velocity corresponds
to an increasing SOFC temperature and thus, a better electronic conduc-
tivity of the electrolyte. This increases the short-circuiting of the fuel cell
by the electronic current through the electrolyte resulting in a lower OCV.
Generally the OCV is over predicted. This is not a problem of the reduced
IV model as the full model shows this behaviour as well (Fig. 4.6). Two
reasons for this systematic over prediction are possible. Firstly, in the ex-
perimental setup the flame exhaust may alter the cathodic gas composition
as it flows around the sample holder. This would result in lower OCV due
to a lower concentration of oxygen. Calculations assuming an oxygen con-
centration of about 1% instead of 21% resulted in a correct prediction of
the OCV. However it is deemed unlikely that the exhaust would alter the
cathode gas composition to such an extent without a flame developing on
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Figure 4.8: Comparison of simulated and experimental current-voltage curves for
all investigated flame conditions (see Tab. 4.2).
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Figure 4.9: Validation of the IV model against the experimental target parameters
OCYV and mazimum power density Ppax (no flame, isothermal cell). The flame
condition are specified in Tab. 4.2

the cathode side. Secondly, the electrolyte layer may not be completely gas-
tight allowing the cross-over of fuel and oxidiser thereby lowering the OCV.
Especially after several thermo cycles during start-up and shut-down micro-
cracks might be introduced in the electrolyte by thermal stress. Thirdly, the
electronic conductivity of the electrolyte could be estimated too low. The
coefficients for the calculation of the electronic conductivity depend on the
composition of the SDC. Literature data had to be extrapolated to the ex-
act material composition used in the experiments. In the experiments the
OCV seems to convergence against a certain limit at lower inlet velocities at
equivalence ratios of 1.1 and 1.2 whereas for higher ¢ is the OCV decreases
linearly with increasing inlet velocity (Fig. 4.9 a). The simulations do not
show such an additional dependence of the OCV on the equivalence ratio but
an always linear trend for the OCV inverse proportional to the inlet velocity
and the temperature. Experiment and simulation agree in showing a constant
OCYV for constant inlet velocities under a variation of equivalence ratio. With
respect to the maximum power output shown in Fig. 4.9 b) the model predic-
tions and experimental data are in good agreement. Both show an increase of
system performance with increasing velocity and, for constant velocities, with
increasing equivalence ratio. Generally an increase in inflow velocity of the
premixed fuel results in an increase of the temperature of the SOFC. As most
processes inside the SOFC like electrochemical reactions and ionic resistivity
are thermally activated, a performance increase with increasing temperature
is expected. Figure 4.8 shows that the flame conditions 1,2,4 and 5 have the
worst agreement with the experiment. Looking at the trends in Fig. 4.9, the
flame conditions do not differ systematically so consequently no conclusion
with respect to the origin of the mismatch could be drawn.

Thermal model. In Fig. 4.10 measured data from the surface thermocou-
ple are compared to the predicted cathode temperatures for all investigated



4.4. RESULTS AND DISCUSSION 87

e model —E— experiment

1100 | ¢=1.1 | ¢=1.2 | ¢=1.3 | ¢=1.4
1000 | ‘ ‘ ‘

MELELESE

7oo—§ %

600 |

TIK]

1 1 I:I 1 I:I 1 I:I 1
1234567891011
Flame condition
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flame conditions. The experimental data show a clear trend: The tempera-
ture on the cathode surface increases strongly with increasing inlet velocity
and slightly with increasing equivalence ratio. The increasing temperature
with increasing equivalence ration is not observed in freely burning flames
investigated with the same experimental setup and is contradictory to com-
bustion theory where temperatures decrease the more the equivalence ratio
differs from unity [54]. In the simulation this is inherently reproduced as
the adiabatic flame temperature which is used as boundary condition for
the inlet directly follows from combustion theory. The simulation predicts a
saturation-like behaviour of the temperature with increasing inflow velocity
whereas the experimental data show a steady increase. The predictions of the
reduced model are self-consistent: High inlet velocities lead to a high thermal
dissipation of the system by the fuel cell as the regions of high temperature
move closer to the fuel cell. Although some qualitative trends are predicted
correctly by the reduced model, a correct description of the thermal man-
agement of the system must be based on the simulation of the combustion
process coupled to the fuel cell. This underlines the close thermal coupling
of SOFC and the flame.

To validate the predicted system performance with respect to temperature,
calculations using the IV model were performed for temperatures ranging
from 500 K to 1500 K and are compared to experimental data. With a flat
flame-burner no temperatures higher than roughly 1000 K could be achieved,
so in order to have experimental reference data we additionally used data
from experiments with a porous burner which allows for temperatures up to
1400 K. The experiments with the porous burner where performed by in the
course of the cooperation with Shinko Electric Industies Co. Ltd. [129]. The
resulting peak power and the predicted OCV for the different temperatures
are shown in Fig. 4.11 together with the theoretical value OCVyepg; calculated
from the Nernst equation under the assumption of a thermally equilibrated
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Figure 4.11: Open circuit voltage (OCV) and peak power Pupax versus cell tem-
perature. Simulations performed for standard conditions using the IV model. The
vertical lines denote the temperature of maximum peak power. Experimental data
from porous burner were performed with different cells and are added to show the
trends for higher temperatures.

gas phase. The figure shows that theoretical, simulated and experimentally
measured values for OCV all decrease with temperature. The Nernst voltage
is the upper boundary and the experimental values as well as the simulated
OCVs show a stronger temperature dependence as theoretically predicted.
This is due to the fact that in the DFFC system the electrolyte is electroni-
cally conducing whereas for the theoretical calculations a completely gas-tight
and perfectly insulating electrolyte is assumed. The higher the temperature
the stronger the influence of the electronic conductivity become as it is ther-
mally activated. Consequently, the model-predicted OCV converges against
the Nernst voltage for lower temperatures. The power density (Fig. 4.11 b)
has a pronounced maximum between 900 K for the flat-flame burner and
940 K for the porous burner which corresponds well with the model predic-
tions. The optimal working temperature Te.x for the system is derived by
our simulations is 900 K where a power output of around 80 mW at 0.45 V
can be expected.

4.4.4 Analysis of loss processes

The performance of a fuel cell is governed by the underlying elementary
physico-chemical processes (i.e. mass and charge transport or the kinetics
of the electrochemical reactions). The experiments show a maximum in sys-
tem performance for temperatures 900 K and 940 K. Consequently, at this
temperature the power loss of the whole system is minimal. The modelling
approach used in this theses allows to determine the contributions of each
individual processes to the overall performance loss and can therefore give
directions for system optimisation. Figure 4.12 shows the absolute and rel-
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Figure 4.12: Calculated power losses of individual parts of the fuel cell versus
the operating temperature. Simulations performed with the IV model for standard
conditions. The vertical line denotes the temperature of maximum peak power (see
Fig. 4.11).

ative power losses versus the cell temperature. Four main contributions can

be identified:

e The largest contribution results from the connection wires (R,). In the

experiments these were two thin platinum wires attached to the cur-
rent collector embedded into the electrodes. The platinum wire has a
temperature-dependent resistivity described by Eq. 4.42. The losses of
the wires follow Ohm’s law so they are proportional to the cell voltage.
At high temperatures, the power loss due to the contact wires is ap-
proximately equal to the total peak power of the system. This clearly
is a design error.

The second largest part, amounting to one third of the power output
from the system, is due to ohmic losses in the dense electrolyte. As cur-
rent is drawn from the cell oxygen ions have to move from the cathode
through the lattice structure of the dense electrolyte. The transport
is hindered by the finite mobility of the oxygen ions inside the lattice
structure. This usually is termed ionic resistivity of the electrolyte. The
movement of the ions is a thermally activated process so the ionic resis-
tivity decreases with increasing temperature according to Eq. 4.40. The
ionic conductivity is a material specific parameter. Changing the elec-
trolyte material is one way to improve the system performance, another
is decreasing its thickness. The thinner the dense electrolyte layer, the
lower the power loss resulting from the ionic conductivity (Eq. 4.37) —
a good starting point for optimisation.

e The polarisation losses of the anode represent the third largest part

and reduces the power of the system by about 10%. Possible causes are
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transport limitations in the porous anode or simply a slow electrochem-
ical reaction. The shape of the IV curves in Fig. 4.8 is approximately
linear in the cell voltage, a first indication that no transport limitations
are expected. Transport becomes more important the further fuel or
reaction products have to be transported and the higher the current
density of the cell becomes. Thus, even when for the current system
transport is not limiting it may well become important if other compo-
nents of the system are improved.

e Losses due to the electronic conductivity of the electrolyte play only
a minor role. The electrolyte material used (samarium-doped ceria) is
a mixed conducting electrolyte. This causes, in addition to the losses
resulting from the transport of oxygen ions, a power loss by “short-
circuiting” the anode and the cathode via the electrolyte. Consequently
the electronic conductivity reduces the OCV and the cell voltage in
general. The electronic conductivity is again a material property. It
is temperature dependent as described by Eq. 4.39. More importantly,
the overall electronic current depends strongly on the cell polarisation
(Eq. 4.38): It decreases with increasing polarisation. Although it has a
strong impact on the OCV, the influence on the actual operating point
is therefore rather small. By extending the electrochemically active
region, electrodes with mixed conducting electrolyte phases perform
better than purely ionically conducting ones. To reduce the negative
effect on the cell voltage either a pure ionic conducting material is used
for the dense electrolyte or an additional functional layer is applied
between the dense electrolyte and the porous electrode. With respect
to the small impact on the system the electronic conductivity will not
be subject to optimisation.

Beside the guidelines for system optimisation the analysis shows, that the
losses resulting from the connecting wires together with losses due to the
ionic resistance strongly dominate the performance of the DFFC system for
temperatures between 700 K and 1200 K. As both are proportional to the cell
voltage this predominance it the main reason for the “ohmic” behaviour of
the current-voltage curves. The relative losses (Fig. 4.12 b) show that short-
circuiting of the fuel cell via the electronic current of the electrolyte becomes
relevant only at high temperatures. It does not significantly influence the
system performance in the temperature range of the experiments.

4.4.5 Model-based optimisation

The DFFC system is intended to produce electrical energy, so in this Sec-
tion we will try to improve the system with respect to maximum power out-
put. Usually the application a fuel cell is designed for will impose certain
constraints on the system such as minimal required voltage or a maximum
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Figure 4.13: Mazimum power density of the system predicted by the IV model
versus the different thickness of anode (a), cathode (b), electrolyte layer (c) and
radius of the connecting wires. The vertical lines indicate the SOFC parameters
used in the experimental characterisation.

temperature. As we do not have any specific application in mind, we simply
optimise the cell for maximum power output at T' = Tj,cax. Optimisation must
be seen within the context of the production process which usually means that
existing processes should be altered as little as possible. Variation of layer
thickness is a design parameter which matches this criterium, even more as
thinner layers will be more cost effective. Figure 4.13 shows the maximum
power versus the thickness of the anode, cathode and electrolyte layers. Fig-
ure 4.13 a) shows that the anode layer has an optimal thickness of around 20
microns. Reducing the anode thickness first results in an increase of power
density as the ohmic losses decrease and the layer is still thick enough to fully
support the electrochemical conversion. Further reducing the layer thickness
is at the expense of system performance as the electrochemically active re-
gion cannot convert as much fuel anymore. The thickness of the cathode has
almost no influence on the systems performance. This corresponds to the
the conclusions drawn in the previous section, where the cathodic contribu-
tion to the power loss of the system were insignificant. Although this leaves
no room for performance improvement, it may well be valuable information.
Thin anode and electrolyte layers will need a support to ensure mechanical
stability. As a thicker cathode layer up to 1 mm has no negative effect on the
performance, the cathode may be used as a support layer. The influence of
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the electrolyte layer thickness shown in Fig. 4.13 ¢) shows no maximum, con-
sequently thinner electrolyte layers always reduced the losses. This of course
is true only if the layer will still be gas-tight which sets a limit to the reduc-
tion of the layer thickness. The radius of the connecting wires (Fig. 4.13 d)
should be as big as possible a doubling of the wire radius results in four times
larger peak power density as it enters the resistivity quadratically (Eq. 4.41).
With increasing thickness of the wires other loss processes become more and
more dominant so a further increase of the radius has no positive effects on
the power output. There are a number of system parameters which could be
used to improve performance. Additional calculation which are not shown
here for the sake of brevity were performed for the cathodic emissivity of the
SOFC (this increases the SOFC temperature) as well as for the porosity of
the anode layer. Neither of these parameters resulted in a noteworthy change
of performance.

4.5 Conclusions

In this chapter a computational model was described allowing for the simula-
tion and optimisation of a direct flame fuel cell system. First a very detailed
full model was set up. The detailed model comprises of an elementary ki-
netic description of a premixed methane-air flame, a stagnation-point flow
description of the coupled heat and mass transport within the gas phase,
an elementary kinetic description of the electrochemistry of the SOFC an-
ode, a global description of the SOFC cathode as well as diffusive heat, mass
and charge transport throughout the whole SOFC. The full model allowed to
identify Hy and CO as fuel species and gave indications were model simpli-
fications where appropriate. Two simplified models were designed: The IV
model for performance studies and the thermal model for studies on the ther-
mal management. As the predictions of the reduced models were in excellent
agreement with the results of the detailed model, the reduced models were ex-
clusively used for model validation and system optimisation. The validation
of the IV model with the experimentally determined values for OCV, P,,., and
their respective dependence on temperature and flame condition showed that
all key features of the system were predicted very well. The validation of the
thermal model revealed an oversimplification; reliable studies on the thermal
management of the system require the inclusion of the combustion process.
Using the IV model, studies on the temperature dependence of system per-
formance resulted in the determination of an optimum working temperature
of the system. The quantification of the individual contributions of the dif-
ferent loss processes and their associated constituents of the SOFC allowed
for the determination of an optimal anode thickness and the identification
of the cathode as possible support layer. It was shown that the connecting
wires dominate the system performance. For the design of the system an
electrolyte layer as thin as possible and a better wiring of the SOFC during
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characterisation where shown to be of great importance for further studies. If
the experimental setup is improved power densities of about 200 mW/cm? can
be expected. Although not detected for the studied cell design, higher power
densities may introduce transport limitations or increase the importance of
the cathode and fuel utilisation. Given the simplicity of the system and a
potential power density of 200 mW/em? if wiring and electrolyte thickness are
optimised, further studies seem appropriate.

Tabulated model parameters

Table 4.3: Summarised model parameters. a) Values fitted to experimental data
provided by Shinko FElectric Industies Co. Litd. b) Parameter was adjusted by
fitting to experimental data of Kronemayer et al. [125]. ¢) Estimated from REM
pictures provided by Shinko Electric Industies Co. Ltd. d) Estimated. ¢) Estimated
from percolation theory [29]. f) Material data sheet from manufacturer. g) From
the experimental setup.

Parameter Value Unit Ref. Parameter Value Unit Ref.
Porous gas-phase transport Electrochemistry

dan 175 pm c) Jé; 0.5 - [34]
€an 37% - c),e) Bzt 88.6 LI [34]
ran 3.5 - d) i, 5.9 107 — [34]
death 250 pm c) p(02) 21.3 kPa g)
ccath 0.3 - c) ITpE 1-10% mfm? °)
roath 4 - d) kY, 135 mol b)
Electric parameters Exy 185 % b)
Acen 1.3 cm? g) Bt 200 K [35]
a 7.3-1011 W [15] pgfth 49108 atm [35]
b 2.7-1074 K [15] Heat management

Ey 77.2 kJ [29] Lenar 0.012 m g)
Ao 5.2-107 1/K [29] Nu 1 - [130]
delyt 170 pm c) Agir 0.058 W/mK)  [130]
leon 0.6 cm g) Ayt 5 W/(mK) ¢)
Acon 0.28 mm? f) Aan 8 W/(mK) c)
Olcon 3.8-1073 1/K f) Agat 10 W/(mK) c)
o 110 (“":‘an) f) e 0.75 - [131]

ean 0.75 - [131]







Chapter 5

Summary

In this thesis a model for the prediction of fuel cell performance on the cell
level was developed. The model is able to quantitatively predict macroscopic
current-voltage characteristics of SOFCs based solely on fundamental physico-
chemical processes. The model was used in a fundamental study of elementary
charge-transfer processes on model electrodes as well as for system optimisa-
tion of a full SOFC coupled to a flame.

Modelling framework. In the modelling approach, chemical reactions
are resolved into elementary steps and reaction kinetics are based on tran-
sition state theory. The detailed reaction kinetics applied for the gas phase
and the surfaces of electrolyte and electrode resolve the tight coupling of the
functional constituents of an SOFC. The generation of electrical current is
based on the kinetic description of elementary charge-transfer reactions oc-
curring at the interfaces of electrode and electrolyte. Transport phenomena
occurring over length scales ranging from micrometer to centimeter are de-
scribed by fundamental conservation principles of mass, charge and energy.
The formulation of the model based on fundamental processes allows to apply
the model to a wide range of experimental setups, cell designs and operating
conditions. In this thesis the model was was applied to elementary kinetic
studies and system optimisation.

Ni/YSZ model anodes. In Ch. 3 a detailed investigation of elemen-
tary charge-transfer kinetics and related transport processes was performed.
Model predictions from a variety of different charge-transfer mechanisms pro-
posed in literature were compared to experimental data from a Ni/YSZ model-
anode setup. It could be shown that the most probable charge-transfer re-
action is based on the transport of hydrogen from the electrode to the elec-
trolyte. For the first time a full kinetic description of the interface processes
was performed without a priori assuming a rate-limiting process. The results
showed that indeed, the charge-transfer reaction is one of the rate limiting
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process, putting the widely-spread assumption on a firm base. However, the
results showed that, in contrast to a broad consensus, surface transport and
the kinetics of heterogeneous surface chemistry do influence the polarisation
behaviour of SOFCs. In fact, the simulations predict a limiting current un-
der cathodic polarisation meaning that surface diffusion and heterogeneous
kinetics on the electrolyte may even dominate the behaviour under certain
conditions.

Direct flame fuel cell. Using the elementary kinetic charge-transfer step
identified in the studies on model anodes, a system study of a full SOFC
coupled to a flame was performed in Ch. 4. The system was first analysed
using a detailed model accounting for full thermal and chemical coupling
of a rich methane/air flame to a mixed-conductor based SOFC. The results
identified Hy and CO as electrochemically active species and showed tight
thermal coupling, but an only weak chemical coupling of flame and fuel cell.
Two reduced models were set up and successfully validated against a wide
range of operating conditions. Using the reduced models the main loss process
was identified to be the contact resistance of the wiring (accounting for about
60% of the overall losses) followed by the ionic conductivity of the electrolyte
(30%). The electronic conductivity of the electrolyte was predicted to play
a minor role at typical operating conditions, but was predicted to become
the dominant process at temperatures beyond 1400 K. Based on a parameter
variation an improved cell design was proposed where a thin electrolyte and a
better contact strategy should be applied. The simulations predict a potential
increase of cell power density of 80% based on these improvements.

Conclusion. The main focus of this work was to identify the elementary
processes governing SOFC performance on a cell level. Based on the elemen-
tary kinetic study on model anodes, hydrogen spillover reactions were found
to be the most probable pathway for charge-transfer in Ni/YSZ materials
systems and that surface diffusion and kinetics on the electrolyte are rate-co-
limiting. In the studies on direct flame fuel cells it was shown that a hydrogen
spillover reaction may even account for the oxidation of carbon monoxide via
water-gas-shift-reactions. In the DFFC system study the wiring of the cell
caused the main performance loss and impeded a more detailed analysation.

Ongoing research. For both, model anodes and DFFC system, guidelines
for further experiments were given. In case of the Ni/YSZ system, further
validation of the model parameters (diffusion coeflicients on the surfaces, ther-
modynamic properties of surface species) and experimental characterisation
under cathodic polarisation and a focus on the dependence of the polarisa-
tion behaviour on the partial pressure of hydrogen are subject to a current
research project of our research group. To continue studies on the direct flame
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fuel cell, the proposed improvements of the cell design will first have to be
realised by our industry partner.
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Appendix A

Thermodynamic data of
interstitial species

In this Appendix the derivation of the thermodynamic data of the interstitial

species is described.

A.1 Hydrogen in YSZ

In 1968 Wagner et al. determined the solubility of interstitial protons in YSZ

(Hfygz)- Assuming a global reaction of the form

HyOgas + V&ysz = 2 Hiygy + Oéysz ;

(A.1)

it is possible to extract thermodynamic data from concentration measure-
ments of Hfyq, versus temperature. From mass-action kinetics and the above

mentioned global reaction, it follows that,

( AG) a(Hi.Ysz)2'a(O>(§Ysz)
exp

a <H2Ogas) a(VEysz)

Solving this equation for the activity of Hfyg, we get

. AGY a (VY
a(Hivsz) = \/exp (_ RT) : ( QYSZ) - a (HzOgaS)

a (OOYSZ)

~57 ) =

The free enthalpy of reaction AG can be written as
AG =2 AG (Hygg) + AG (05 vsz) — AG (H20) — AG (VEysy)
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Replacing AG in Eq. A.2 with this relation yields, after some algebraic
manipulation, the relation,

. o RT a (Hi'YSz)2 " a (OéYSZ)
A6 W) = 2 " (a (H2O4s) - @ (V.O.YSZ)) (4.5)

b+ (AG (H04) + AC (Vves) — AG (OSysr)) (A6)

Using the temperature dependent values for a (Hfyg,) measured by Wagner
et al. [93] and the above relation, allows for the determination of AS (Hfygy,)
and AH (Hfygy,) via

AG=AH-T-AS

The numerical values are:

J
AS (H? = 64.5—
S( 1YSZ) 6 5m01
kJ
AH (H? = 164 —
( 1YSZ) 6 mol

In this calculations the enthalpy of formation of bulk vacancies is set to zero
(AH (OFvsz) = 0) to be consistent with the description of the free surface
sites.

The doping of ZrO, with YOg3 results in a stabilization of the cubic phase.
Assuming a CaFy face-centered cubic structure and an accommodation of an
interstitial proton at the octahedral site of a unit cell, we can calculate the
maximum concentration cf{ai.tYSZ of Hfyg, solvable in YSZ via

sat 1

Cite = —
HPvsz 4 PYSZ

were pysz = 0.05 mol/em3 is the molar density of YSZ. This yields a density of
intersitital hydrogen in YSZ of:

A.2 Hydrogen in nickel

Interstitial hydrogen in nickel HY; is located at the octahedral site |92]. Con-
sequently, the maximum ratio of interstitial hydrogen to lattice nickel is 1:4.
Given the molar volume of a nickel single crystal Tx; = 6.59 em°/mol the maxi-
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mum concentration of HY; in nickel is :

i, = 3.8-10° i—?
To determine the thermodynamic properties of H; solved in nickel, data from
McLellan et al. [92| were analysed. McLellan et al. equilibrated polycrys-
talline nickel samples in a pure hydrogen atmosphere at standard pressure.
They quenched the sample and measured the amount hydrogen solved in the
bulk. The repetition of this measurement at different temperatures yields the
relation of hydrogen solved in nickel versus the temperature. If we assume
the global reaction
Hogas = 2 Hiyy s

mass-action kinetics predict for the thermodynamic equilibrium the equality

x \2
~AG =RT-In CL(H_iNi)
@ (Ha,gas)

Solving this equation for the activity of interstitial hydrogen and fitting the
resulting function to the experimental data, yields the molar formation en-
tropy and enthalpy of HY; with respect to Hj 4, at standard conditions:

k

mol mol
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Appendix B

DFFC supplementary information

B.1 Ionic conductivity of the SDC electrolyte

To extend the temperature range of the experimentally derived data for the
ionic conductivity of SDC provided by Shinko Electric Industies Co. Ltd. and
to literature data by Jung et al. [132] Fig. B.1 shows a comparison between
two experimental data sets and an analytical fit.

r T T ]
3 & Fit .
"'0,0 ExpJungetal. ©
5| ‘g,, Exp Shinko v 1
10° S -
3 (©) i
%
5 (0)
— 10 [ \ <
= 10 i v =
o \%
© 4 A4
107 v o m
Fit: aT=a* exp(-E,o/RIT) 4
10° F  a=5.17e+05 [K*S/cm] Y -
E,=80.2 [kd/mol]
10-6 I | | | | |
0.8 1 1.2 1.4 1.6 1.8 2
1000/T [1/K]

Figure B.1: Comparison between fitted model equation for the ionic conductivity
of SDC, experimental data of Shinko Electric Industies Co. Lid. and literature data
[132].

B.2 Tabulated reaction mechanism

B.2.1 DFFC gas-phase mechanisms

The following GRI-Mech 3.0 mechanism is used for the flame chemistry [127].
It includes hydrocarbons up to a chain length of C3 and can be used to simu-
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late methane, ethane, propane, and natural gas combustion. The mechanism
also includes nitrogen species and reactions (such as NO) that allow the sim-
ulation of nitric oxide pollutant formation; because we are not interested in
this, we have excluded all nitrogen reactions. The remaining mechanism con-
sists of 219 reactions between 36 species. This table contains the reaction
equation, the preexponential factor, the temperature exponent, and the ac-
tivation energy, as well as Troe pressure-dependent factors. See [50, 127] for

details.

Reaction k0 Jéj Eact
o + O + Mool = 02 + Mool 1.200E4017  -1.000  0.000
1) + H +  Mo002 = OH +  Mo002 5.000E+017  -1.000  0.000
o +  H2 = H + OH 3.870E4004  2.700  26.209
o + HO2 = OH + 02 2.000E+013  0.000  0.000
o +  H202 = OH +  HO2 9.630E+006  2.000  16.747
1) + CH = H + co 5.700E+013  0.000  0.000
1) +  CH2 = H +  HCO 8.000E+013  0.000  0.000
o +  CH2(S) = H2 + co 1.500E+013  0.000  0.000
o +  CH2(S) = H +  HCO 1.500E+013  0.000  0.000
o + CH3 = H +  CH20 5.060E+013  0.000  0.000
o + CH4 = OH +  CH3 1.020E4009  1.500  36.006
o + co +  Moo3 = COo2 +  Mo03 1.800E4+010  0.000  9.986

LOW 6.020E+014 0.000 12.560

TROE 0.5000 1.E30 1.E30 1.E30
o + HCO = OH + co 3.000E+013  0.000  0.000
o + HCO = H +  Co2 3.000E4+013  0.000  0.000
o + CH20 = OH +  HCO 3.900E+013  0.000  14.821
o +  CH20H = OH +  CH20 1.000E+013  0.000  0.000
o + CH30 = OH +  CH20 1.000E+013  0.000  0.000
1) + CH30H = OH +  CH20H 3.880E+005  2.500  12.979
o +  CH3OH = OH +  CH30 1.300E4005  2.500  20.934
o + C2H = CH + co 5.000E+013  0.000  0.000
o +  C2H2 = H +  HCCO 1.350E+007  2.000  7.955
1) +  C2H2 = OH +  C2H 4.600E4+019  -1.410  121.208
o +  C2H2 = Co +  CH2 6.940E+006  2.000  7.955
o + C2H3 = H +  CH2CO0 3.000E+013  0.000  0.000
o + C2H4 = CH3 +  HCO 1.250E+007  1.830  0.921
o +  C2H5 = CH3 +  CH20 2.240E+013  0.000  0.000
o +  C2H6 = OH +  C285 8.980E+007  1.920  23.823
o + HCCO = H + co + co 1.000E4014  0.000  0.000
o + CH2CO = OH +  HCCO 1.000E4013  0.000  33.494
o + CH2CO = CH2 +  Co2 1.750E+012  0.000  5.652
02 + Co = 0 +  Co2 2.500E+012  0.000  200.129
02 + CH20 = HO2 +  HCO 1.000E4014  0.000  167.472
H + 02 +  Mo0o4 = HO2 +  Mo004 2.800E+018  -0.860  0.000
H + 02 + 02 = HO2 + 02 2.080E+019  -1.240  0.000
H + 02 +  H20 = HO2 +  H20 1.126E+019  -0.760  0.000
H + 02 + N2 = HO2 + N2 2.600E+019  -1.240  0.000
H + 02 + AR = HO2 + AR 7.000E+017  -0.800  0.000
H + 02 = o0 + OH 2.650E+016  -0.671  71.347
H + H +  MO005 = H2 +  MO005 1.000E+018  -1.000  0.000
H + H +  H2 = H2 +  H2 9.000E+016  -0.600  0.000
H + H +  H20 = H2 +  H20 6.000E+019  -1.250  0.000
H + H +  Co2 = H2 + Co2 5.500E+020  -2.000  0.000
H + OH +  Moo6 =  H20 +  MO006 2.200E+022  -2.000  0.000
H + HO2 = o0 +  H20 3.970E4+012  0.000  2.809
H +  HO2 = 02 +  H2 4.480E+013  0.000  4.472
H +  HO2 = OH + OH 8.400E+013  0.000  2.659
H +  H202 = HO2 +  H2 1.210E4007  2.000  21.771
H +  H202 = OH +  H20 1.000E4013  0.000  15.072
H + CH = C +  H2 1.650E+014  0.000  0.000
H + CH2 +  MO007 = CH3 +  Moo7 6.000E+014  0.000  0.000

LOW 1.040E+4026 -2.760 6.699

TROE 0.5620 91.0 5836.0 8552.0
H +  CH2(S) = CH +  H2 3.000E+013  0.000  0.000
H + CH3 +  Mo008 = CH4 +  Mo008 1.390E+016  -0.534  2.244
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Reaction k0 8 Eact
LOW 2.620E+033 -4.760 10.216
TROE 0.7830 74.0 2941.0 6964.0
H + CH4 CH3 +  H2 6.600E+008  1.620  45.385
H + HCO M009 = CH20 +  Mo009 1.090E+012  0.480  -1.089
LOW 2.470E+024 -2.570 1.779
TROE 0.7824 271.0 2755.0 6570.0
H + HCO H2 + Co 7.340E4013  0.000  0.000
H + CH20 MO010 =  CH20H +  Mo10 5.400E+011  0.454  15.072
LOW 1.270E+032 -4.820 27.340
TROE 0.7187 103.0 1291.0 4160.0
H + CH20 MoO11 = CH30 + Mol 5.400E+011  0.454  10.886
LOW 2.200E+030 -4.800 23.279
TROE 0.7580 94.0 1555.0 4200.0
H + CH20 HCO +  H2 5.740E4+007  1.900  11.480
H +  CH20H MO12 =  CH30H +  Mo12 1.055E+012  0.500  0.360
LOW 4.360E+031 -4.650 21.269
TROE 0.6000 100.0 90000.0 10000.0
H + CH20H H2 +  CH20 2.000E4013  0.000  0.000
H +  CH20H OH +  CH3 1.650E+011  0.650  -1.189
H + CH20H CH2(S) +  H20 3.280E4013  -0.090  2.554
H + CH30 MO013 =  CH30H +  Mo13 2.430E+012  0.515  0.209
LOW 4.660E+041 -7.440 58.950
TROE 0.7000 100.0 90000.0 10000.0
H + CH30 H +  CH20H 4.150E4007  1.630  8.055
H + CH30 H2 +  CH20 2.000E4013  0.000  0.000
H +  CH30 OH +  CH3 1.500E+012  0.500  -0.461
H + CH30 CH2(S) +  H20 2.620E+014  -0.230  4.480
H + CH30H CH20H +  H2 1.700E+007  2.100  20.390
H + CH30H CH30 +  H2 4.200E4006  2.100  20.390
H + C2H MO014 =  (2H2 +  Mol4 1.000E4+017  -1.000  0.000
LOW 3.750E+033 -4.800 7.955
TROE 0.6464 132.0 1315.0 5566.0
H +  C2H2 Mo015 = (C2H3 +  Mois 5.600E4+012  0.000  10.048
LOW 3.800E+040 -7.270 30.229
TROE 0.7507 98.5 1302.0 4167.0
H +  C2H3 MO016 =  (C2H4 +  Mo16 6.080E+012  0.270  1.172
LOW 1.400E+030 -3.860 13.900
TROE 0.7820 207.5 2663.0 6095.0
H + C2H3 H2 +  C2H2 3.000E4013  0.000  0.000
H + C2H4 MO17 = (C2H5 +  Mo17 5.400E+011  0.454  7.620
LOW 6.000E+041 -7.620 29.182
TROE 0.9753 210.0 984.0 4374.0
H + C2H4 C2H3 +  H2 1.325E4+006  2.530  51.246
H + C2H5 MO018 =  C2H6 +  Mo18 5.210E+017  -0.990  6.615
LOW 1.990E+041 -7.080 27.989
TROE 0.8422 125.0 2219.0 6882.0
H + C2H5 H2 +  C2H4 2.000E4012  0.000  0.000
H + C2H6 C2H5 +  H2 1.150E+008  1.900  31.527
H + HCCO CH2(S) + Co 1.000E+014  0.000  0.000
H + CH2CO HCCO +  H2 5.000E+013  0.000  33.494
H + CH2CO CH3 + Co 1.130E4013  0.000  14.352
H + HCCOH H +  CH2CO 1.000E+013  0.000  0.000
H2 + cCo MO19 = CH20 +  Mo19 4.300E4007  1.500  333.269
LOW 5.070E+027 -3.420 353.157
TROE 0.9320 197.0 1540.0 10300.0
OH + H2 H +  H20 2.160E+008  1.510  14.361
OH + OH M020 = H202 +  MO020 7.400E4013  -0.370  0.000
LOW 2.300E+018 -0.900 -7.118
TROE 0.7346 94.0 1756.0 5182.0
OH + OH o +  H20 3.570E+004  2.400  -8.834
OH +  HO2 02 +  H20 1.450E+013  0.000  -2.093
OH +  H202 HO2 +  H20 2.000E4012  0.000  1.788
OH +  H202 HO2 +  H20 1.700E+018  0.000  123.134
OH + C H + Co 5.000E4+013  0.000  0.000
OH + CH H +  HCO 3.000E4013  0.000  0.000
OH + CH2 H +  CH20 2.000E+013  0.000  0.000
OH +  CH2 CH +  H20 1.130E+007  2.000  12.560
OH +  CH2(S) H +  CH20 3.000E4013  0.000  0.000
OH + CH3 M021 =  CH30OH +  Mo21 2.790E4+018  -1.430  5.568
LOW 4.000E+036 -5.920 13.147
TROE 0.4120 195.0 5900.0 6394.0
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Reaction k0 Jé] Eact
OH + CH3 = CH2 +  H20 5.600E+007  1.600  22.692
OH + CH3 = CH2(S) +  H20 6.440E+017  -1.340  5.933
OH + CH4 = CH3 +  H20 1.000E+008  1.600  13.063
OH + co = H +  Co2 4.760E4+007  1.228  0.293
OH + HCO = H20 + co 5.000E+013  0.000  0.000
OH + CH20 = HCO +  H20 3.430E4+009  1.180  -1.871
OH + CH20H =  H20 +  CH20 5.000E+012  0.000  0.000
OH + CH30 = H20 +  CH20 5.000E+012  0.000  0.000
OH + CH30H =  CH20H +  H20 1.440E4006  2.000  -3.517
OH + CH3OH =  CH30 +  H20 6.300E+006  2.000  6.280
OH + C2H = H +  HCCO 2.000E+013  0.000  0.000
OH +  C2H2 = H +  CH2C0 2.180E-004 4.500  -4.187
OH +  C2H2 = H +  HCCOH 5.040E4+005  2.300  56.522
OH +  C2H2 = C2H +  H20 3.370E4+007  2.000  58.615
OH +  C2H2 = CH3 + co 4.830E-004 4.000  -8.374
OH + C2H3 =  H20 + 282 5.000E+012  0.000  0.000
OH +  C2H4 =  C2H3 +  H20 3.600E+006  2.000  10.467
OH + C2H6 = C2H5 +  H20 3.540E4+006  2.120  3.643
OH + CH2CO = HCCO +  H20 7.500E+012  0.000  8.374
HO2 + HO2 = 02 +  H202 1.300E+011  0.000  -6.824
HO?2 + HO2 = 02 +  H202 4.200E+014  0.000  50.242
HO?2 + CH2 = OH +  CH20 2.000E+013  0.000  0.000
HO?2 + CH3 = 02 +  CH4 1.000E4+012  0.000  0.000
HO2 + CH3 = OH +  CH30 3.780E+013  0.000  0.000
HO2 + cCo = OH +  Co2 1.500E+014  0.000  98.808
HO?2 + CH20 = HCO +  H202 5.600E+006  2.000  50.242
¢ + 02 = o0 + co 5.800E+013  0.000  2.412
c + CH2 = H +  C2H 5.000E+013  0.000  0.000
c + CH3 = H +  C2H2 5.000E+013  0.000  0.000
CH + 02 = o0 + HCO 6.710E4+013  0.000  0.000
CH + H2 = H +  CH2 1.080E4+014  0.000  13.021
CH + H20 = H +  CH20 5.710E4+012  0.000  -3.161
CH +  CH2 = H +  C2H2 4.000E4+013  0.000  0.000
CH + CH3 = H +  C2H3 3.000E+013  0.000  0.000
CH + CH4 = H +  C2H4 6.000E+013  0.000  0.000
CH + cCo +  Mo22 = HCCO +  Mo22 5.000E+013  0.000  0.000

LOW 2.690E+028 -3.740 8.106

TROE 0.5757 237.0 1652.0 5069.0
CH + Co2 = HCO + co 1.900E+014  0.000  66.118
CH + CH20 = H +  CH2C0 9.460E+013  0.000  -2.156
CH + HCCO = Co +  C2H2 5.000E+013  0.000  0.000
CH2 + 02 —~ OH + H + co 5.000E+012  0.000  6.280
CH2 +  H2 = H +  CH3 5.000E+005  2.000  30.271
CH2 +  CH2 = H2 +  C2H2 1.600E+015  0.000  50.007
CH2 + CH3 = H +  C2H4 4.000E4+013  0.000  0.000
CH2 + CH4 = CH3 +  CH3 2.460E+006  2.000  34.625
CH2 + co +  Mo23 =  CH2CO +  Mo23 8.100E4+011  0.500  18.882

LOW 2.690E+033 -5.110 29.705

TROE 0.5907 275.0 1226.0 5185.0
CH2 + HCCO =  (C2H3 + co 3.000E4+013  0.000  0.000
CH2(S) + N2 = CH2 + N2 1.500E4+013  0.000  2.512
CH2(S) + AR = CH2 + AR 9.000E+012  0.000  2.512
CH2(S) + 02 = H + OH + cCo 2.800E+013  0.000  0.000
CH2(S) + 02 = Co +  H20 1.200E4+013  0.000  0.000
CH2(S) + H2 = CH3 + H 7.000E+013  0.000  0.000
CH2(S) + H20 +  Mo024 =  CH30H +  M024 4.820E+4017  -1.160  4.794

LOW 1.880E+038 -6.360 21.101

TROE 0.6027 208.0 3922.0 10180.0
CH2(S) + H20 = CH2 +  H20 3.000E+013  0.000  0.000
CH2(S) + CH3 = H +  C2H4 1.200E4+013  0.000  -2.386
CH2(S) + CH4 = CH3 + CH3 1.600E4+013  0.000  -2.386
CH2(S) + CO = CH2 + co 9.000E+012  0.000  0.000
CH2(S) + CO2 = CH2 +  Co2 7.000E+012  0.000  0.000
CH2(S) + CO2 = Co +  CH20 1.400E+013  0.000  0.000
CH2(S) + C2H6 = CH3 +  C2H5 4.000E4013  0.000  -2.303
CH3 + 02 = o0 +  CH30 3.560E4+013  0.000  127.614
CH3 + 02 = OH +  CH20 2.310E+012  0.000  85.055
CH3 +  H202 = HO2 + CH4 2.450E+004  2.470  21.688
CH3 + CH3 +  Mo025 =  C2H6 +  Mo025 6.770E4+016  -1.180  2.738

LOW 3.400E-+041 -7.030 11.564

TROE 0.6190 73.2 1180.0 9999.0
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Reaction k0 8 Eact
CH3 + CH3 = H +  C2H5 6.840E+012  0.100  44.380
CH3 + HCO = CH4 + cCo 2.648E+013  0.000  0.000
CH3 +  CH20 = HCO +  CH4 3.320E4+003  2.810  24.535
CH3 +  CH30H =  CH20H +  CH4 3.000E4+007  1.500  41.617
CH3 + CH30H =  CH30 +  CH4 1.000E+007  1.500  41.617
CH3 + C2H4 =  (C2H3 + CH4 2.270E+005  2.000  38.519
CH3 + C2H6 = (2H5 + CH4 6.140E+006  1.740  43.752
HCO + H20 = H + Co + H20 1.500E+018  -1.000  71.176
HCO +  Mo026 = H + co +  Mo026 1.870E+017  -1.000  71.176
HCO + 02 = HO2 + cCo 1.345E+013  0.000  1.675
CH20H + 02 = HO2 + CH20 1.800E+013  0.000  3.768
CH30 + 02 = HO2 +  CH20 4.280E-013 7.600  -14.779
C2H + 02 = HCO + Co 1.000E+013  0.000  -3.161
C2H +  H2 = H +  C2H2 5.680E-+010  0.900  8.344
C2H3 + 02 = HCO +  CH20 4.580E-+016  -1.390  4.250
C2H4 +  Mo027 = H2 +  C2H2 +  Mo027 8.000E+012  0.440  363.289

LOW 1.580E+051 -9.300 409.469

TROE 0.7345 180.0 1035.0 5417.0
C2H5 + 02 = HO2 +  C2H4 8.400E-4011  0.000  16.224
HCCO + 02 = OH + cCo + co 3.200E+012  0.000  3.576
HCCO + HCCO = o + cCo +  C2H2 1.000E4+013  0.000  0.000
o + CH3 -~ H +  H2 + Co 3.370E4+013  0.000  0.000
o +  C2H4 = H +  CH2CHO 6.700E+006  1.830  0.921
o + C2H5 = H +  CH3CHO 1.096E+014  0.000  0.000
OH + HO2 = 02 + H20 5.000E+015  0.000  72.557
OH + CH3 -~ H2 +  CH20 8.000E+009  0.500  -7.348
CH +  H2 +  Mo037 = CH3 +  Mo037 1.970E+012  0.430  -1.549

LOW 4.820E+025 -2.800 2.470

TROE 0.5780 122.0 2535.0 9365.0
CH2 + 02 -~ H + H + Co2 5.800E4+012  0.000  6.280
CH2 + 02 = o0 +  CH20 2.400E4012  0.000  6.280
CH2 + CH2 -~ H + H +  C2H2 2.000E4014  0.000  46.009
CH2(S) + H20 —~  H2 +  CH20 6.820E+010  0.250  -3.915
C2H3 + 02 = o0 +  CH2CHO 3.030E4011  0.290  0.046
C2H3 + 02 = HO2 +  C2H2 1.337E4+006  1.610  -1.608
o + CH3CHO = OH +  CH2CHO 2.920E4012  0.000  7.570
o + CH3CHO — OH +  CH3 + co 2.920E4012  0.000  7.570
02 + CH3CHO — HO2 +  CH3 + cCo 3.010E4013  0.000  163.913
H + CH3CHO = CH2CHO +  H2 2.050E+009  1.160  10.069
H + CH3CHO — CH3 +  H2 + Co 2.050E4009  1.160  10.069
OH + CH3CHO — CH3 +  H20 + co 2.343E4010  0.730  -4.660
HO2 + CH3CHO — CH3 +  H202 + co 3.010E4012  0.000  49.919
CH3 + CH3CHO — CH3 +  CH4 + cCo 2.720E4006  1.770  24.786
H + CH2CO +  Mo038 = CH2CHO + Mo038 4.865E+011  0.422  -7.348

LOW 1.012E+042 -7.630 16.136

TROE 0.4650 201.0 1773.0 5333.0
o + CH2CHO — H +  CH2 + Co2 1.500E+014  0.000  0.000
02 + CH2CHO — OH + cCo + CH20 1.810E+010  0.000  0.000
02 + CH2CHO — OH +  HCO + HCO 2.350E4010  0.000  0.000
H + CH2CHO = CH3 +  HCO 2.200E4013  0.000  0.000
H + CH2CHO = CH2CO +  H2 1.100E+013  0.000  0.000
OH + CH2CHO = H20 +  CH2CO 1.200E+013  0.000  0.000
OH + CH2CHO = HCO +  CH20H 3.010E+013  0.000  0.000
CH3 + C2H5 +  Mo039 =  (C3H8 +  Mo039 9.430E+012  0.000  0.000

LOW 2.710E+074 16.820 54.701

TROE 0.1527 291.0 2742.0 7748.0
o + C3H8 = OH +  C3H7 1.930E+005  2.680  15.558
H +  C3H8 =  C3H7 + H2 1.320E4+006  2.540  28.286
OH + C3H8 = (307 +  H20 3.160E+007  1.800  3.910
C3HT +  H202 = HO2 +  C3H8 3.780E4+002  2.720  6.280
CH3 + C3H8 =  C3H7 +  CH4 9.030E-001 3.650  29.952
CH3 + C2H4 +  MO040 =  C3H7 +  MO040 2.550E4+006  1.600  23.865

LOW 3.000E+063 14.600 76.074

TROE 0.1894 277.0 8748.0 7891.0
o +  C©3H7 = C2H5 +  CH20 9.640E4013  0.000  0.000
H +  C3H7 +  Mo4l =  C3H8 +  Mo41 3.613E4+013  0.000  0.000

LOW 4.420E+061 13.545 47.549

TROE 0.3150 369.0 3285.0 6667.0
H +  CO3H7 = CH3 +  C2H5 4.060E+006  2.190  3.726
OH +  C©3H7 = C2H5 +  CH20H 2.410E4013  0.000  0.000
HO2 +  C3H7 = 02 +  C3H8 2.550E-+010  0.255  -3.948
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Reaction kO Jé] Eact
HO2 +  C3H7 OH +  C2H5 CH20 2.410E+013  0.000  0.000
CH3 +  C3H7 C2H5 +  C2H5 1.927E+013  -0.320  0.000

B.2.2 DFFC electrode surface mechanism

The elementary kinetic reaction mechanisms used for describing nickel surface
reactions is based on the work of Hecht et al. [36], consisting of 42 reactions
between 6 gas-phase (Hy, CO, HyO, COy, CHy, Oy) and 12 surface-adsorbed
species. This mechanism is given in the following (taken from [36]). For the
present study, it was extented by adsorption reactions of all other radical
species present in the gas-phase mechanism. They were assigned a sticking
probability of unity, which is a reasonable assumption for radical species.

Reaction k0 15 Eact
STICK

H2 +  NI(NI) +  NI(NI) —  H(NI) +  H(NI) 0.010E-00 0.0 0.0
STICK

02 +  NI(NI) +  NI(NI) —  O(NI) +  O(NI) 0.010E-00 0.0 0.0
STICK

CH4 +  NI(NI) —  CH4(NI) 8.000E-03 0.0 0.0
STICK

H20 +  NI(NI) —  H20(NI) 1.000E-01 0.0 0.0
STICK

co2 +  NI(NI) —~  CO2(NI) 1.000E-05 0.0 0.0
STICK

co +  NI(NI) —  CO(NI) 5.000E-01 0.0 0.0
STICK

OH +  NI(NI) —  OH(NI) 1.000E-00 0.0 0.0
STICK

CH +  NI(NI) —  CH(NI) 1.000E-00 0.0 0.0
STICK

o +  NI(NI) —  O(NI) 1.000E-00 0.0 0.0
STICK

H +  NI(NI) —~  H(NI) 1.000E-00 0.0 0.0
STICK

HCO +  NI(NI) +  NI(NT) —~ CH(NI) + O(NI) 1.000E-00 0.0 0.0
STICK

CH3 +  NI(NI) —~  CH3(NI) 1.000E-00 0.0 0.0
H(NT) +  H(NI) —  NI(NI) +  NI(NI) + H2 3.000E+21 0.0 77.8
O(NT) +  O(NI) —  NI(NI) +  NI(ND) + 02 1.300E+22 0.0  355.2
H20(NT) —  H20 +  NI(NT) 3.000E+13 0.0  45.0
CO(NI) -~ Co +  NI(NI) 3.500E+13 0.0 133.4
CO2(NI) -~  Co2 +  NI(NI) 1.000E+13 0.0  21.7
CH4(NI) —  CH4 +  NI(NI) 1.000E+13 0.0  25.1
H(NI) +  O(NI) —  OH(NI) +  NI(NI) 5.000E+22 0.0  83.7
OH(NI) +  NI(NI) —  H(NI) +  O(NI) 3.000E+20 0.0  37.7
H(NI) + OH(NI) — H20(NI) +  NI(NI) 3.000E+20 0.0 335
H20(NI) +  NI(NI) —  H(NI) +  OH(NI) 5.000E+22 0.0 106.4
OH(NI) + OH(NI) — H20(NI) +  O(NI) 3.000E+21 0.0 100.8
H20(NI) 4+  O(NI) —  OH(NI) +  OH(NI) 3.000E+21 0.0  224.2
C(NI) +  O(NI) —  CO(NI) +  NI(NI) 3.000E+22 0.0 97.9
CO(NI) +  NI(NI) —  C(NI) +  O(NI) 2.500E+21 0.0  169.0
CO(NI) +  O(NI) —~  CO2(NI) +  NI(NI) 1.400E+20 0.0 121.6
CO2(NI) +  NI(NI) —  CO(NI) +  O(NI) 3.000E+21 0.0 115.3
CH4(NI) 4+  NI(NI) — CH3(NI) 4+  H(NI) 3.700E+21 0.0 61.0
CH3(NI)  +  H(NI) —  CH4(NI) +  NI(NI) 3.700E+21 0.0  51.0
CH3(NI) +  NI(NI) —~  CH2(NI) +  H(NI) 3.700E+24 0.0  103.0
CH2(NI) +  H(NI) —  CH3(NI) +  NI(NI) 3.700E+21 0.0  44.0
CH2(NI) 4+  NI(NI) —  CH(NI) +  H(NI) 3.700E+24 0.0  100.0
CH(NT) +  H(NI) —  CH2(NI) 4+  NI(NI) 3.700E+21 0.0  68.0
CH(NI) +  NI(NI) —  C(NI) +  H(NI) 3.700E+21 0.0  21.0
C(NI) +  H(NI) —  CH(NI) +  NI(NI) 3.700E+21 0.0 172.8
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Reaction kO Jé; Eact
CHA4(NI) +  O(NI) —~ CH3(NI) +  OH(NI) 1.700E+24 0.0  80.3
CH3(NI) + OH(NI) — CH4(NI) +  O(NI) 3.700B+21 0.0 24.3
CH3(NI) +  O(NT) —~  QH2(NI) +  OH(NI) 3.7T00E+24 0.0  120.3
CH2(NI) + OH(NI) — CH3(NI) +  O(NI) 3.7T00E+421 0.0  15.1
CH2(NI) +  O(NI) —  CH(NI) +  OH(NI) 3.700E+24 0.0 158.4
CH(NI) + OH(NI) — CH2(NI) +  O(NI) 3.700E+21 0.0 36.8
CH(NT) +  O(NID) —~  C(NI) +  OH(NI) 3.700E4+21 0.0  30.1
C(NT) + OH(NI) —~  CH(NI) +  O(NT) 3.7T00E+21 0.0 145.5



112 APPENDIX B. DFFC SUPPLEMENTARY INFORMATION



Appendix C

Nusselt index law

The heat flux from a heated wall with temperature 1,1 and a surface area
A to a fluid with temperature Th,q can be calculated by

0
aQwaH =A- o (Tyan — Thuia) »

where « can follows from the Nusselt index law,

A
a=Nu- T
where Nu is the Nusselt number, L is the characteristic length and A\ rep-
resents the heat conduction coefficient of the undisturbed fluid. For purely
natural convection, Nu = 1. Consequently, the cooling rate, resulting from
natural convection on the cathode side, with respect to ambient air, can be
calculated by:

A

0
o, W wa. =—-\—- Twa _Tui
atQ 1 7 (Twan fluid)

where A &~ 5.848 - 10722 is the heat conductivity of air, L ~ 1.2-107*m
is the characteristic length, roughly equal to the diamtre, and T are the
temperatures given in Kelvin [130].
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Appendix D

List of symbols

Symbol Unit Meaning

AY m? /3 Volume-specific surface area of electrode
component k

Acenl cm? Cell surface area

A, K/om Preexponential factor of ionic conductivity

a; Activity of species 7

ag™* K/(m-Ppa'/4) Preexponential factor electronic
conductivity of the electrolyte

B m? Permeability of the porous electrode

b 1/k Temperature coefficient of electronic
conductivity of the electrolyte

Ci mol /2 Surface concentration of species i

i mol/p3 (Gas-phase concentration of species 7

c® mol/m3 Total gas-phase concentration

Cq I/K kg Mass-specific heat capacity

d m Gap distance in stagnation-point flow

d m Pattern width

dp m Average particle diameter

D, m? /g Diffusion coefficient of species i

D; m? /g Mixture-averaged diffusion coefficient of
species 1

D;; m? /g Binary diffusion coefficient of species ¢ and j

Dt m? /g Effective binary diffusion coefficient

DF m? /g Knudsen diffusion coefficient of species i

eyt m Thickness of the electrolyte layer
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Symbol Unit Meaning

Eps I /mol Activation energy of chemical reaction
(forward and reverse)

E \Y% Cell voltage

E, J/mol Activation energy for ionic conductivity

F C/mol Faraday’s constant

f Friction factor in momentum equation

fo Ratio of ionic conductivity of porous over
bulk electrolyte

AG I /mol Free enthalpy of reaction

g m/g2 Gravitational acceleration

h; J/mol Molar enthalpy of species @

AH I /mol Enthalpy of reaction

hni m Height of Ni pattern

n Afms Exchange current density

i* Afm3 Exchange current density for modified
Butler-Volmer

Teell Afm2 Are-specific current density

Tel Afm? Area-specific electronic current density
through MIEC

i A/m2 Area-specific Faradaic current density

in Afm3 Volume-specific Faradaic current density

Ttot A/m2 Total current density

Jaft mol/p2g Molar diffusion flux of species i

Jfow mol/m2g Darcy flux of species i

JAt kg/m?2s Diffusive mass flux of species i

Jq J/m2s Heat flux

kS, mol/ry g Preexponential factor of charge-transfer
reactions

KO mol/pyng Preexponential factor for chemical reactions
(n = 1 to 5 depending on reaction)

[ m /3 Volume-specific three-phase boundary
length

[Fa m/ 12 Area-specific three-phase boundary length

leon cm Length of connecting wires

M ke /mol Mean molar mass of gas mixtures

M; ke /mol Molar mass of species i

P W/im2 Power density
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Symbol Unit Meaning

P Pa Pressure

Di Pa Partial pressure of species 7

Y2 Pa Temperature dependence modified
Butler-Volmer|35]

R J/K mol Ideal gas constant

R Q Resistance

R0 Qcm? Polarisation resistance

Se Set of gas-phase species

AS /K mol Entropy of reaction

§h mol /2 Surface-area-specific production rate

sy mol /3 Gas-phase-volume-specific production rate

T K Temperature

t s Time

Ui, A\ Theoretical cell voltage

1% m? Volume

v m/ Velocity

pStef m/ Stefan velocity at electrode/gas-phase
interface

X; % Mole fraction of species ¢

X; % Gas-phase species i

Y % Mass fraction of species 7

Y m Spatial position perpendicular to cell surface

z Number of electrons in charge-transfer step

z Spatial position parallel to surface

« Symmetry factor

a W/m2K Heat transfer coeflicient

Qeon 1k Temperature-pre-factor for contact wire
resistance

154 Symmetry factor in Butler-Volmer equation

I mol /2 Density of adsorption sites

c Porosity

€q Radiative emissivity

i A% Overpotential

0; Surface coverage of species ¢

Aq W/Km Heat conductivity of species i

L kg/sm Viscosity of species i
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Symbol Unit Meaning

1 kg/sm Mixture-averages viscosity

Vi Stoichiometric factor of species 1

Vat Hz Attempt frequency

Pi kg /m3 Gas-phase density of species 7

Peon (Qmmz)/m Length-specific resistance of contact wire

0 Surface sites occupied by species ¢

Oelyt Yom Ionic conductivity of electrolyte

aggt 1/om Effective ionic conductivity within

composite electrode

T Tortuosity of porous medium

Tw Pa Shear-stress factor

) \Y Electrical potential

Ao \Y Potential difference between phases

A ke /ms3 2 Radial pressure gradient
OVSZ Oxygen vacancy in YSZ lattice

O Free surface site

Y Interstitial hydrogen atom in the bulk nickel
sz Interstitial proton in bulk YSZ

08 vsy Oxygen in the YSZ lattice
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